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ROUTE REFLECTOR

(57) A controller includes a transceiver to establish
a first session with a route reflector and monitor adver-
tisements received by the route reflector from nodes in
a network via second sessions established between the
nodes and the route reflector. The controller also includes
a processor to generate forwarding instructions for the
nodes based on the advertisements. The forwarding in-
structions indicate one or more routes from a root node

to one or more leaf nodes of a service. The transceiver
provides the forwarding instructions to the root node. In
some cases, the first session is established according to
the border gateway protocol (BGP) and the one or more
second sessions are established according to the BGP.
The controller determines that the one or more leaf nodes
are registered for one or more virtual private network
(VPN) services based on the advertisements.
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Description

BACKGROUND

[0001] An Internet protocol (IP) network includes inter-
connected routers that convey packets between a source
or root node and one or more destinations or leaf nodes.
The paths between nodes in the IP network are deter-
mined using interior gateway protocols (IGPs) by apply-
ing link state protocols such as open shortest path first
(OSPF, OSPFv3), intermediate system-to-intermediate
system (IS-IS), and the like to flood information indicating
the status of locally connected networks and links of the
nodes across the network. Nodes or links in larger IP
networks are subdivided or partitioned into subsets to
manage and contain link state flooding. For example, an
interior gateway protocol (IGP) domain (or IGP instance)
can be partitioned into IGP areas that include subsets of
the routers in the IGP domain. The IGP areas are inter-
connected by border routers that stitch together the IGP
areas. Path computation elements (PCE) or other soft-
ware defined networking (SDN) controllers compute traf-
fic engineered (TE) paths across IGP areas and domain
boundaries. Inter-area and inter-domain topology infor-
mation that represents links/edges) and nodes is provid-
ed to the PCE/SDN controllers to provide full network
visibility so that the PCE/SDN controllers have a com-
plete view of the network.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] The present disclosure may be better under-
stood, and its numerous features and advantages made
apparent to those skilled in the art by referencing the
accompanying drawings. The use of the same reference
symbols in different drawings indicates similar or identical
items.

FIG. 1 is a block diagram of an IP network that in-
cludes a controller for configuring routes based on
passive monitoring of advertisements according to
some embodiments.

FIG. 2 is a block diagram of an IP network that sup-
ports a border gateway protocol (BGP) according to
some embodiments.

FIG. 3 is a block diagram of an IP network that in-
cludes a controller that monitors messages received
by a route reflector via BGP signaling according to
some embodiments.

FIG. 4 is a flow diagram of a method of configuring
routes based on passive monitoring of a BGP ses-
sion with a route reflector according to some embod-
iments.

DETAILED DESCRIPTION

[0003] A path computation client (PCC) is a client ap-
plication that transmits a request for a path computation
to a PCE or receives instructions from the PCE in re-
sponse to the PCE initiating the instructions. Communi-
cation between a PCC and a PCE can be performed ac-
cording to the Path Computation Element Protocol
(PCEP), which is defined by the IETF PCE Working
Group. PCEP is a transmission control protocol
(TCP)-based protocol that defines a set of messages and
objects used to manage PCEP sessions and to request
and send paths for multidomain TE label switched paths
(LSPs). The PCEP interactions include LSP status re-
ports sent by the PCC to the PCE and PCE updates for
the external LSPs. The PCE can compute paths through
the network based on the information exchanged accord-
ing to the defined PCE. For example, the PCE can de-
termine TE paths that represent a multicast tree that be-
gins at a root node and replicates packets toward a set
of leaf nodes, potentially via a set of transit nodes. The
PCC provides information identifying the set of leaves,
the tree, and the root provided from the root node to the
PCE using PCEP messages. The PCE computes the tree
based on the received information and downloads for-
warding information to corresponding nodes, which use
the forwarding information to build the data path of the
tree on the PCC.
[0004] One alternative to PCEP is the border gateway
protocol (BGP), which is a control plane protocol for ex-
changing routing information and supporting flexible pol-
icy-based routing. A BGP session runs as an application
atop a transport layer protocol such as TCP, which pro-
vides lossless, reliable, in-order delivery of BGP mes-
sages. In some cases, leaf nodes are allocated different
autonomous system numbers (ASNs) and BGP sessions
are formed between the entities associated with each
ASN. To form BGP sessions, a BGP node performs
neighbor discovery to determine a neighbor IP address
and an AS for each BGP neighbor on all links of the BGP
node, as well as generating and distributing information
such as the node’s AS, liveliness of the neighbor nodes,
link attributes such as addresses, a maximum transfer
unit (MTU), and the like. Peering BGP nodes are config-
ured to create a TCP session on a predetermined port
number such as port 179, which indicates BGP as the
application atop TCP. Once the TCP connection is op-
erational, the peering BGP nodes establish the BGP ses-
sion over the TCP connection. A route reflector is used
to reduce the number of BGP peerings between nodes
and avoid the formation of a full mesh of sessions among
the nodes. For example, the root node and leaf nodes
can form BGP sessions with a route reflector that acts
as a focal point for the BGP sessions and concentrates
traffic involving the root and leaf nodes. All BGP update
messaging traverses the BGP route reflector.
[0005] The PCE receives link state information pas-
sively from one or more routers in the network either by
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snooping/joining link state protocols or using a link state
protocol distribution mechanism such as BGP-LS. The
PCE uses this information to construct an end-to-end
view of the link state of the network, e.g., the layer-3
interfaces that connect the nodes of the network and form
an underlay topology. To generate a service topology
that is used to provide a service over the underlay topol-
ogy, address family information for the service is adver-
tised. For example, a multiprotocol BGP (MP-BGP) ad-
vertises address family information for a multicast virtual
private network (MVPN) service. The address family in-
formation includes Address Family (AF) route types and
network layer reachability information (NLRI). The PCE
constructs transport tunnels that connect the root nodes
that provide the service to the leaf nodes that receive the
service. The forwarding information for the tunnels is then
downloaded to the PCC. For example, a PCE peering
with a route reflector can use BGP update messages to
construct transport tunnels that connect the root node to
a set of leaf nodes. The forwarding information for these
tunnels is downloaded to the PCC via BGP p2mp sr-te
policies. However, a PCC in a network that operates ac-
cording to BGP is required to transmit service topology
information to the PCE via another protocol such as
PCEP. For example, without PCE peering to the route
reflector, where the PCE can listen to the BGP update
messages, a PCC in network that operates with BGP
p2mp sr-te policy on the southbound direction is required
to transmit north bound information (e.g., discovered re-
sources like root and leaf nodes) via other protocols such
as PCEP. The PCEP messages transmitted from the
PCC to the PCE are relatively large if there are a large
number of nodes in the network, which significantly in-
creases the overhead required to provide the topology
information to the PCE. The overhead problem is further
exacerbated by the frequent transmission of the PCEP
messages necessary to maintain up-to-date path com-
putations in a dynamic network that is continuously add-
ing and removing nodes. Furthermore, as discussed
above, this approach requires implementing yet another
protocol (e.g., PCEP) in nodes that already support BGP
and the respective address families.
[0006] FIGs 1-4 disclose a path computation element
(PCE, or other controller in a network) that establishes a
session with a route reflector that receives advertise-
ments (such as BGP messages) from nodes in the net-
work via corresponding sessions with the route reflector.
The PCE uses its session with the route reflector to mon-
itor the advertisements received by the route reflector
and determine the topology of the network. For example,
the PCE peering to the route reflector can be used to
learn the topology of the network via listening to the BGP-
LS updates. The route reflector can also learn network
layer reachability information (NLRI) and route types for
the address families. In addition, since the route reflector
is a focal point of BGP speaking routers, and all BGP
routers within an area have peering session to the route
reflector, the BGP routes and NLRI traverse through the

route reflector for all address families (AF). In some em-
bodiments, the PCE monitors the BGP update messages
arriving from the route reflector and listens to multicast
virtual private network (MVPN) address family route
types and NLRIs. The PCE identifies the nodes that are
part of the multicast VPRN by examining these update
messages and builds the tree from root to the leaves.
The PCE then can use the information in the update mes-
sages to construct a tree that represents routes from the
root node to the leaf nodes. The PCE generates forward-
ing instructions based on the identified routes and installs
the forwarding instructions on the nodes along the routes.
The PCE is a passive listener on the session and it uses
the overheard information to construct the topological re-
quirements.
[0007] Some embodiments of the route reflector oper-
ate according to the border gateway protocol (BGP) and
the leaf nodes register for one or more virtual private
network (VPN) services such as a multicast VPN (MVPN)
provided by the root node, which also functions as a path
computation client (PCC). The PCE monitors advertise-
ments that identify the MVPN route type and AF between
routers. For example, the PCE can listen to MVPN auto-
discovery routes or (other route types) to learn which
nodes are part of the MVPN domain. The PCE then uses
the information in the monitored advertisements and the
network link state compiled via BGP-LS, to build a point-
to-multipoint tree and to generate the forwarding instruc-
tions that are used to forward the multicast PDUs from
the root node to the leaf nodes via one or replicating
nodes. Some embodiments of the PCE are configured
to listen to subsets of the messages exchanged between
the route reflector and the nodes. For example, the PCE
and the route reflector can negotiate a set of address
families. Messages associated with the negotiated set of
address families are monitored by the PCE and other
messages are ignored by the PCE. In some embodi-
ments, the PCE recomputes the forwarding instructions
in response to addition of a leaf, removal of a leaf, addition
of a new provider tunnel type, and the like.
[0008] FIG. 1 is a block diagram of an IP network 100
that includes a controller 105 for configuring routes based
on passive monitoring of advertisements according to
some embodiments. The controller 105 includes a proc-
essor 110 for executing instructions or performing oper-
ations using information stored in a memory 115. The
processor 110 reads instructions and data/operands
from the memory 115 and writes the results of the oper-
ations back to the memory 115. The controller 105 also
includes a transceiver 120 that transmits or receives sig-
nals. The transceiver 120 is implemented using a trans-
mitter, a receiver, an integrated transceiver, or a combi-
nation thereof.
[0009] Some embodiments of the IP network 100 are
implemented using interior gateway protocols (IGPs) in-
cluding link state protocols such as open shortest path
first (OSPF, OSPFv3), intermediate system-to-interme-
diate system (IS-IS), and the like. The link state protocols
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are used to identify links between nodes 121, 122, 123,
124, 125 (collectively referred to herein as "the nodes
121-125") in the IP network 100. To establish the links,
the nodes 121-125 flood information indicating the status
of locally connected networks and links of the nodes
121-125 across the IP network 100. The controller 105,
which can be implemented as a path computation ele-
ment (PCE) or other software defined networking (SDN)
controller, computes SPF or traffic engineered (TE) paths
across IGP areas and domain boundaries in the IP net-
work 100. In the illustrated embodiments, the controller
105 identifies the links 131, 132, 133, 134 (collectively
referred to herein as "the links 131-134") between the
corresponding nodes 121-125. The nodes 121-125 and
the links 131-134 represent an end-to-end view of the
link state of the IP network 100, e.g., the layer-3 interfaces
that connect the nodes 121-125 and form an underlay
topology. The underlay topology is used to provide a serv-
ice by establishing a service topology over the underlay
topology.
[0010] FIG. 2 is a block diagram of an IP network 200
that supports a border gateway protocol (BGP) according
to some embodiments. The IP network 200 is used to
implement some embodiments of the IP network 100
shown in FIG. 1. In the illustrated embodiment, the IP
network 200 includes the controller 105 and the nodes
121-125 shown in FIG. 1. The IP network 200 also sup-
ports the underlay topology indicated by the links
131-134.
[0011] A route reflector 205 is implemented in the IP
network 200. The route reflector 205 establishes BGP
sessions 211, 212, 213, 214, 215 (collectively referred
to herein as "the BGP sessions 211-215") with the nodes
121-125. Implementing the route reflector 205 allows the
nodes 121-125 to interconnect without generating a full
mesh of BGP sessions between the nodes 121-125. The
route reflector 205 also establishes a BGP session 220
with the controller 105 that allows the controller 105 to
listen to messages broadcast by the route reflector 205.
In some embodiments, the controller 105 and the route
reflector 205 negotiate address families associated with
services provided over the underlay topology indicated
by the links 131-134. The services include, but are not
limited to, unicast services such as virtual private net-
works (VPNs), multicast services such as MVPN, ether-
net services such as EVPN, or other types of services
that use BGP signaling. The controller 105 is a passive
listener on the BGP session 220 and therefore does not
advertise any route information over the BGP session
220.
[0012] FIG. 3 is a block diagram of an IP network 300
that includes a controller 105 that monitors messages
received by a route reflector 205 via BGP signaling ac-
cording to some embodiments. The IP network 300 is
used to implement some embodiments of the IP network
100 shown in FIG. 1 and the IP network 200 shown in
FIG. 2. In the illustrated embodiment, the IP network 300
includes the controller 105 and the nodes 121-125 shown

in FIG. 1. The IP network 300 also supports the underlay
topology indicated by the links 131-134 shown in FIGs.
1 and 2. These links are not indicated by reference nu-
merals in FIG. 3 in the interest of clarity.
[0013] In the illustrated embodiment, the IP network
300 supports services 310, 315 that provides services
from the node 121 (which is therefore referred to as the
root node 121) to subsets of the nodes 123-125 (which
are therefore referred to as the leaf nodes 123-125) via
a (replicating) node 122. For example, the root node 121
provides the service 310 to the leaf nodes 124, 125, as
indicated by the dotted arrows. For another example, the
root node 121 provides the service 315 to the leaf nodes
123, 124, as indicated by the dashed arrows. The leaf
nodes 123-125 advertise their intention to join one or
more of the services 310, 315 using messages such as
advertisements that are transmitted via BGP sessions
211-215 (as shown in FIG. 2 but not shown in FIG. 3 in
the interest of clarity). For example, the leaf nodes
123-125 can advertise auto-discovery routes associated
with one or more of the services 310, 315. Some embod-
iments of the advertisements include a tuple formed of a
source identifier that indicates the root node 121 and a
group identifier that indicates the corresponding service
310, 315. The advertisements can also include informa-
tion indicating an address family associated with the leaf
node 123-125 or the service 310, 315, network layer
reachability information (NLRI) associated with the ad-
dress family, a route type associated with the address
family, and the like. The service types for the services
310, 315 include, but are not limited to, unicast or multi-
cast services such as VPN, MVPN, EVPN, or other serv-
ices that utilize BGP signaling.
[0014] The controller 105 monitors signaling received
over the BGP session 220 to passively listen to BGP
signaling that is communicated between the nodes
121-125 via the route reflector 205. The controller 105
monitors the advertisements and thereby learns identi-
ties of the nodes that are participating in the multicast
tree, which includes the root node 121 and the leaf nodes
123-125. If the controller 105 and the route reflector 205
have negotiated address families for monitoring, the con-
troller 105 monitors the messages or advertisements as-
sociated with the negotiated address families. The con-
troller 105 uses the information in the monitored mes-
sages/advertisements to build trees that represent the
service topologies for the corresponding services 310,
315. For example, the tree that represents the service
topology for the service 310 includes the root node 121,
the replicating node 122, and the leaf nodes 124, 125.
For another example, the tree that represents the service
topology for the service 315 includes the root node 121,
the replicating node 122, and the leaf nodes 123, 124.
The controller 105 builds the tree via the received infor-
mation and its knowledge of the network link state, which
it obtained via BGP-LS or equivalent means. The con-
troller 105 also builds transport tunnels for the services
310, 315. The transport tunnels are then configured at
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the nodes 121-125 by downloading the information from
the controller 105 to the node 121, as indicated by the
arrow 305.
[0015] Some embodiments of the controller 105 mon-
itor auto-discovery routes via the BGP session 220 to
detect changes in the service topology. For example, the
controller 105 can determine the routes type indicated in
an auto-discovery route transmitted by a leaf node
123-125 and, based on the route type determine whether
the leaf node 123-125 that generated the auto-discovery
route is being added to or removed from a corresponding
one of the services 310, 315, or if a new provider tunnel
type is being added for the service 310, 315 indicated by
the source-group tuple <S, G>. For example, the control-
ler 105 can determine whether a service indicated by an
<S, G> tuple is moving from inclusive P-Multicast service
interface (PMSI) to selective PMSI.
[0016] The controller 105 selectively performs different
operations based on the route types in the auto-discovery
messages. For example, the controller 105 builds a leaf
list for each tree in response to determining that the Intra-
AS/inter-AS I-PMSI auto-discovery routes are adver-
tised. The controller 105 can also learn the tree identifier
from a BGP provider tunnel attribute (PTA) that is includ-
ed in the auto-discovery route, e.g., a PTA tunnel ID can
provide the tree identifier based on the PTA tunnel type.
For another example, the controller 105 can learn if an
<S, G> moved from an inclusive PMSI to selective PMSI
in response to S-PMSI auto-discovery routes being ad-
vertised to indicate a new selective tunnel and its tree
identifier based on the PTA tunnel type. For yet another
example, the controller 105 can learn if one of the leaf
nodes 123-125 has been removed from a list associated
with one of the services 310, 315.
[0017] Based on the above BGP MVPN Route types
and information detected in the auto-discovery routes,
the controller 105 can build the tree from the root node
121 to the leaf nodes 123-125 and associate the tree with
a corresponding tree-identifier. The controller 105 then
downloads configuration information such as a point-to-
multipoint policy to the root node 121 of the tree and, if
necessary, the replication segment to the root node 121,
the transit or replication node 122, and the leaf nodes
123-125. Some embodiments of the controller 105 ena-
ble or disable address families, e.g., based on negotia-
tions are information exchanged between the controller
105 and the route reflector 205.
[0018] FIG. 4 is a flow diagram of a method 400 of
configuring routes based on passive monitoring of a BGP
session with a route reflector according to some embod-
iments. The method 400 is implemented in some embod-
iments of the IP network 100 shown in FIG. 1, the IP
network 200 shown in FIG. 2, and the IP network 300
shown in FIG. 3.
[0019] At block 405, BGP sessions are established be-
tween the route reflector and nodes in the network. At
block 410, a passive BGP session is established between
the route reflector and a controller such as a PCE. At

block 415, the controller uses the passive BGP session
to monitor advertisements received by the reflector. At
block 420, the controller uses the information in the mon-
itored advertisements to construct (or modify) a tree that
represents root, replication, and leaf nodes for a service
provided by the root node. At block 425 the controller
provides information that is used to configure the nodes
to route packets associated with the services from the
root node to the leaf nodes, potentially via one or more
transit or replication nodes.
[0020] In some embodiments, certain aspects of the
techniques described above may implemented by one
or more processors of a processing system executing
software. The software comprises one or more sets of
executable instructions stored or otherwise tangibly em-
bodied on a non-transitory computer readable storage
medium. The software can include the instructions and
certain data that, when executed by the one or more proc-
essors, manipulate the one or more processors to per-
form one or more aspects of the techniques described
above. The non-transitory computer readable storage
medium can include, for example, a magnetic or optical
disk storage device, solid state storage devices such as
Flash memory, a cache, random access memory (RAM)
or other non-volatile memory device or devices, and the
like. The executable instructions stored on the non-tran-
sitory computer readable storage medium may be in
source code, assembly language code, object code, or
other instruction format that is interpreted or otherwise
executable by one or more processors.
[0021] A computer readable storage medium may in-
clude any storage medium, or combination of storage
media, accessible by a computer system during use to
provide instructions and/or data to the computer system.
Such storage media can include, but is not limited to,
optical media (e.g., compact disc (CD), digital versatile
disc (DVD), Blu-Ray disc), magnetic media (e.g., floppy
disc, magnetic tape, or magnetic hard drive), volatile
memory (e.g., random access memory (RAM) or cache),
non-volatile memory (e.g., read-only memory (ROM) or
Flash memory), or microelectromechanical systems
(MEMS)-based storage media. The computer readable
storage medium may be embedded in the computing sys-
tem (e.g., system RAM or ROM), fixedly attached to the
computing system (e.g., a magnetic hard drive), remov-
ably attached to the computing system (e.g., an optical
disc or Universal Serial Bus (USB)-based Flash memo-
ry), or coupled to the computer system via a wired or
wireless network (e.g., network accessible storage
(NAS)).
[0022] As used herein, the term "circuitry" may refer to
one or more or all of the following:

a) hardware-only circuit implementations (such as
implementations and only analog and/or digital cir-
cuitry) and
b) combinations of hardware circuits and software,
such as (as applicable):
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i.a combination of analog and/or digital hard-
ware circuit(s) with software/firmware and
ii.any portions of a hardware processor(s) with
software (including digital signal processor(s),
software, and memory(ies) that work together
to cause an apparatus, such as a mobile phone
or server, to perform various functions) and

c) hardware circuit(s) and/or processor(s), such as
a microprocessor(s) or a portion of a microproces-
sor(s), that requires software (e.g., firmware) for op-
eration, but the software may not be present when
it is not needed for operation.

[0023] This definition of circuitry applies to all uses of
this term in this application, including in any claims. As
a further example, as used in this application, the term
circuitry also covers an implementation of merely a hard-
ware circuit or processor (or multiple processors) or por-
tion of a hardware circuit or processor and its (or their)
accompanying software and/or firmware. The term cir-
cuitry also covers, for example and if applicable to the
particular claim element, a baseband integrated circuit
or processor integrated circuit for a mobile device or a
similar integrated circuit in a server, a cellular network
device, or other computing or network device.
[0024] Note that not all of the activities or elements
described above in the general description are required,
that a portion of a specific activity or device may not be
required, and that one or more further activities may be
performed, or elements included, in addition to those de-
scribed. Still further, the order in which activities are listed
are not necessarily the order in which they are performed.
Also, the concepts have been described with reference
to specific embodiments. However, one of ordinary skill
in the art appreciates that various modifications and
changes can be made without departing from the scope
of the present disclosure as set forth in the claims below.
Accordingly, the specification and figures are to be re-
garded in an illustrative rather than a restrictive sense,
and all such modifications are intended to be included
within the scope of the present disclosure.
[0025] Benefits, other advantages, and solutions to
problems have been described above with regard to spe-
cific embodiments. However, the benefits, advantages,
solutions to problems, and any feature(s) that may cause
any benefit, advantage, or solution to occur or become
more pronounced are not to be construed as a critical,
required, or essential feature of any or all the claims.
Moreover, the particular embodiments disclosed above
are illustrative only, as the disclosed subject matter may
be modified and practiced in different but equivalent man-
ners apparent to those skilled in the art having the benefit
of the teachings herein. No limitations are intended to
the details of construction or design herein shown, other
than as described in the claims below. It is therefore ev-
ident that the particular embodiments disclosed above
may be altered or modified and all such variations are

considered within the scope of the disclosed subject mat-
ter. Accordingly, the protection sought herein is as set
forth in the claims below.

Claims

1. An apparatus comprising means for:

establishing a first session with a route reflector;
monitoring advertisements received by the route
reflector from nodes in a network via second
sessions established between the nodes and
the route reflector;
generating forwarding instructions for the nodes
based on the advertisements, wherein the for-
warding instructions indicate at least one route
from a root node to at least one leaf node of a
service; and
providing the forwarding instructions to the root
node.

2. The apparatus of claim 1, wherein the means for
generating the forwarding instructions includes
means for determining a topology of the network
based on the advertisements.

3. The apparatus of claim 1, wherein the means for
generating the forwarding instructions includes
means for determining at least one of an address
family based on the advertisements, network layer
reachability information (NLRI) for the address fam-
ily, and a route type for the address family.

4. The apparatus of claim 1, wherein the means for
generating the forwarding instructions includes
means for identifying the root node in the nodes and
the at least one leaf node in the nodes based on the
advertisements.

5. The apparatus of claim 4, wherein the means for
generating the forwarding instructions includes
means for generating a tree indicating at least one
route from the root node to the at least one leaf node.

6. The apparatus of claim 5, wherein the means for
generating the forwarding instructions includes
means for generating the forwarding instructions
based on the tree, and wherein the means for pro-
viding the forwarding instructions includes means for
providing the forwarding instructions for installation
in nodes along the at least one route.

7. The apparatus of claim 1, further comprising means
for establishing the first session and the second ses-
sions according to a border gateway protocol (BGP).

8. The apparatus of claim 7, further comprising means
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for determining that the at least one leaf node regis-
tered for at least one virtual private network (VPN)
service based on the advertisements.

9. The apparatus of claim 8, further comprising means
for monitoring VPN auto-discovery routes to learn
which of the nodes are part of a VPN domain.

10. The apparatus of claim 9, further comprising means
for recomputing the forwarding instructions in re-
sponse to at least one of addition of a leaf node,
removal of a leaf node, and addition of a new provider
tunnel type.

11. The apparatus of claim 1, further comprising means
for monitoring subsets of messages exchanged be-
tween the route reflector and the nodes via the sec-
ond sessions.

12. The apparatus of claim 11, further comprising means
for negotiating a set of address families with the route
reflector and means for monitoring a subset of the
messages associated with the set of address fami-
lies.

13. A method comprising:

establishing, at a controller, a first session with
a route reflector;
monitoring, at the controller, advertisements re-
ceived by the route reflector from nodes in a net-
work via second sessions established between
the nodes and the route reflector;
generating, at the controller, forwarding instruc-
tions for the nodes based on the advertisements,
wherein the forwarding instructions indicate at
least one route from a root node to at least one
leaf node of a service; and
providing, from the controller, the forwarding in-
structions to the root node.

14. The method of claim 13, wherein generating the for-
warding instructions comprises at least one of:

determining a topology of the network based on
the advertisements;
determining at least one of an address family
based on the advertisements, network layer
reachability information (NLRI) for the address
family, and a route type for the address family;
and
identifying the root node in the nodes and the at
least one leaf node in the nodes based on the
advertisements.

15. The method of claim 13, wherein establishing the
first session comprises establishing the first session
and second sessions according to a border gateway

protocol (BGP), wherein monitoring the advertise-
ments comprises monitoring subsets of messages
exchanged between the route reflector and the
nodes via the second sessions.
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