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(54) IMAGE PROCESSING METHOD, APPARATUS AND DEVICE, AND STORAGE MEDIUM

(57) A method and apparatus for image processing,
a device, and a storage medium are provided in imple-
mentations of the present application, which relate to the
technical field of image processing. The method include
the following. A foreground image and a background im-
age are obtained by segmenting an original image. A
transferred image is obtained by performing style transfer
on an image to-be-transferred based on style selection

information, where the image to-be-transferred includes
the foreground image and/or the background image, and
the style selection information includes n transfer styles,
where n is a positive integer. An output image is gener-
ated based on the transferred image. Implementations
of the present application can increase diversity in effects
of the output image.
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Description

CROSS-REFERENCE TO RELATED APPLICATION(S)

[0001] This application claims priority to Chinese Patent Application No. 201911212737.9, filed December 02, 2019,
and entitled "METHOD AND APPARATUS FOR IMAGE PROCESSING, DEVICE, AND STORAGE MEDIUM", the entire
disclosure of which is hereby incorporated by reference.

TECHNICAL FIELD

[0002] This application relates to the technical field of image processing, and in particular to a method and apparatus
for image processing, a device, and a storage medium.

BACKGROUND

[0003] With the development of technology, a user can edit an original image to generate a new image.
[0004] In related arts, the user can perform style transfer on the original image to generate a new image. In terms of
style transfer, the new image is generated through a style transfer algorithm by using the original image as a content
image and another image as a style image. The new image has a similar content as the content image and a similar
style as the style image. Generally, style transfer is performed on the original image by adding a layer of filter on top of
the original image.

SUMMARY

[0005] Implementations of this application provide a method and apparatus for image processing, a device, and a
storage medium. The technical solutions are as follows.
[0006] In an aspect, implementations of this application provide a method for image processing. The method includes
the following.
[0007] A foreground image and a background image are obtained by segmenting an original image. A transferred
image is obtained by performing style transfer on an image to-be-transferred based on style selection information, where
the image to-be-transferred includes at least one of the foreground image and the background image, and the style
selection information includes n transfer styles, where n is a positive integer. An output image is generated based on
the transferred image.
[0008] In another aspect, implementations of this application provide an apparatus for image processing. The apparatus
includes an image segmenting module, an image processing module, and an image generating module.
[0009] The image segmenting module is configured to obtain a foreground image and a background image by seg-
menting an original image. The image processing module is configured to obtain a transferred image by performing style
transfer on an image to-be-transferred based on style selection information, where the image to-be-transferred includes
at least one of the foreground image and the background image, and the style selection information includes n transfer
styles, where n being a positive integer. The image generating module is configured to generate an output image based
on the transferred image.
[0010] In another aspect, implementations of this application provide a computer device. The computer device includes
a processor and a memory. The memory stores a computer program. The computer program is loaded and executed
by the processor to achieve the method for image processing as described above.
[0011] In another aspect, implementations of this application provide a computer-readable storage medium. The com-
puter-readable storage medium stores a computer program. The computer program is loaded and executed by the
processor to achieve the method for image processing as described above.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012]

FIG. 1 is a flowchart of a method for image processing provided in an implementation of this application.
FIG. 2 is a schematic structural diagram of a style transfer model provided in an implementation of this application.
FIG. 3 is a schematic structural diagram of a convolutional layer provided in an implementation of this application.
FIG. 4 is a schematic structural diagram of a residual layer provided in an implementation of this application.
FIG. 5 is a flowchart of a method for image segmentation provided in an implementation of this application.
FIG. 6 is a flowchart of a method for image processing provided in another implementation of this application.
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FIG. 7 is a block diagram of an apparatus for image processing provided in an implementation of this application.
FIG. 8 is a block diagram of an apparatus for image processing provided in another implementation of this application.
FIG. 9 is a structural block diagram of a computer device provided in an implementation of this application.

DETAILED DESCRIPTION

[0013] In order to make objectives, technical solutions, and advantages of the present application clearer, implemen-
tations of the present application will be further described in detail below with reference to the accompanying drawings.
[0014] In implementations of the present application, each step may be performed by a computer device, and the
computer device refers to an electronic device with computing and processing capabilities. The computer device may
be a terminal. For example, the terminal may be a mobile phone, a tablet computer, a multimedia player, or other portable
electronic devices. The computer device may also be a server, and the server may be one server or a server cluster
composed of multiple servers.
[0015] Hereinafter, implementations of the present application will be introduced and described.
[0016] Implementations of the present application provides a method for image processing. The method includes the
following.
[0017] A foreground image and a background image are obtained by segmenting an original image. A transferred
image is obtained by performing style transfer on an image to-be-transferred based on style selection information, where
the image to-be-transferred includes at least one of the foreground image and the background image, and the style
selection information includes n transfer styles, where n is a positive integer. An output image is generated based on
the transferred image.
[0018] In exemplary implementations, the transferred image is obtained by performing style transfer on the image to-
be-transferred based on the style selection information as follows.
[0019] The transferred image is obtained by performing style transfer on the image to-be-transferred based on the
style selection information through a style transfer model.
[0020] In exemplary implementations, the transferred image is obtained by performing style transfer on the image to-
be-transferred based on the style selection information through the style transfer model as follows.
[0021] m transfer styles are selected from the n transfer styles, where m is a positive integer less than or equal to n.
The transferred image is obtained by performing style transfer on the image to-be-transferred based on the m transfer
styles through the style transfer model.
[0022] In exemplary implementations, the transferred image is obtained by performing style transfer on the image to-
be-transferred based on the m transfer styles through the style transfer model as follows.
[0023] For an i-th transfer style in the m transfer styles, a product of a weight of the i-th transfer style and a style
parameter of the i-th transfer style is determined as a target style parameter of the i-th transfer style, where i is a positive
integer less than or equal to m. A sum of target style parameters of the m transfer styles is determined as a transfer
style parameter corresponding to the image to-be-transferred. The transferred image is obtained by performing style
transfer on the image to-be-transferred based on the transfer style parameter through the style transfer model.
[0024] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. The method further includes the following prior to obtaining the transferred image by performing style transfer
on the image to-be-transferred based on the style selection information through the style transfer model.
[0025] From a set of style transfer models, a model supporting style transfer using first style selection information and
second style selection information is selected as the style transfer model, where the set of style transfer models includes
at least one model, the first style selection information represents a transfer style corresponding to the foreground image,
and the second style selection information represents a transfer style corresponding to the background image.
[0026] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. The method further includes the following prior to obtaining the transferred image by performing style transfer
on the image to-be-transferred based on the style selection information through the style transfer model.
[0027] From a set of style transfer models, a model supporting style transfer using first style selection information is
selected as a first style transfer model, where the set of style transfer models includes at least one model, the first style
selection information represents a transfer style corresponding to the foreground image, and the first style transfer model
is used for style transfer of the foreground image. From the set of style transfer models, a model supporting style transfer
using second style selection information is selected as a second style transfer model, where the second style selection
information represents a transfer style corresponding to the background image, and the second style transfer model is
used for style transfer of the background image.
[0028] In exemplary implementations, the method further includes the following prior to obtaining the transferred image
by performing style transfer on the image to-be-transferred based on the style selection information through the style
transfer model.
[0029] Training data of the style transfer model is obtained, where the training data includes at least one training
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sample, the training sample includes a training image and a style image, and the style image is used as a reference
style in style transfer. A training transferred image is obtained by performing style transfer on the training image through
the style transfer model. A value of a loss function is determined based on a content feature of the training image, a
content feature of the training transferred image, a style feature of the training transferred image, and a style feature of
the style image. A trained style transfer model is obtained by training the style transfer model based on the value of the
loss function.
[0030] In exemplary implementations, the value of the loss function is determined based on the content feature of the
training image, the content feature of the training transferred image, the style feature of the training transferred image,
and the style feature of the style image as follows.
[0031] A value of a content loss function is determined based on the content feature of the training image and the
content feature of the training transferred image. A value of a style loss function is determined based on the style feature
of the training transferred image and the style feature of the style image. The value of the loss function is determined
based on the value of the content loss function and the value of the style loss function.
[0032] In exemplary implementations, the style transfer model includes a depth-wise separable convolutional layer,
an instance normalization layer, a non-linear activation layer, a nearest-neighbor upsampling layer, and an output layer.
[0033] The depth-wise separable convolutional layer is configured to obtain a first output feature by performing depth-
wise convolution on the image to-be-transferred and obtain a second output feature by performing point-wise convolution
on the first output feature. The instance normalization layer is configured to obtain a third output feature by normalizing
the second output feature based on a transfer style parameter corresponding to a transfer style of the image to-be-
transferred. The non-linear activation layer is configured to obtain a fourth output feature by performing non-linear
operation on the third output feature. The nearest-neighbor upsampling layer is configured to obtain a fifth output feature
by interpolating the fourth output feature, where the fifth output feature has a resolution higher than the fourth output
feature. The output layer is configured to output the transferred image by performing convolution on the fifth output feature.
[0034] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. The output image is generated based on the transferred image as follows.
[0035] The output image is generated by adding pixel values of pixels at a same position in a foreground style transfer
image and a background style transfer image, where the foreground style transfer image is obtained by performing style
transfer on the foreground image, and the background style transfer image is obtained by performing style transfer on
the background image.
[0036] In exemplary implementations, the foreground image and the background image are obtained by segmenting
the original image as follows.
[0037] A foreground grayscale matrix and a background grayscale matrix are obtained by segmenting the original
image through an image segmentation model. The foreground image and the background image are obtained by mul-
tiplying the original image with the foreground grayscale matrix and multiplying the original image with the background
grayscale matrix.
[0038] In exemplary implementations, the method further includes the following prior to obtaining the transferred image
by performing style transfer on the image to-be-transferred based on the style selection information.
[0039] An image indication instruction is obtained. If the image indication instruction indicates that the image to-be-
transferred includes the foreground image, first style selection information is obtained. If the image indication instruction
indicates that the image to-be-transferred includes the background image, second style selection information is obtained.
If the image indication instruction indicates that the image to-be-transferred includes the foreground image and the
background image, the first style selection information and the second style selection information are obtained. The first
style selection information is used for style transfer of the foreground image, and the second style selection information
is used for style transfer of the background image.
[0040] Referring to FIG. 1, FIG. 1 illustrates a flowchart of a method for image processing provided in an implementation
of the present application. The method may include the following steps.
[0041] At step 101, a foreground image and a background image are obtained by segmenting an original image.
[0042] The original image may be any image. The foreground image refers to an image corresponding to a person or
object in the foreground of the original image. The background image refers to an image corresponding to a scene that
sets off the object in the original image.
[0043] At step 102, a transferred image is obtained by performing style transfer on an image to-be-transferred based
on style selection information.
[0044] In implementations of the present application, the image to-be-transferred refers to an image that requires style
transfer. The image to-be-transferred includes the foreground image and/or the background image. That is, the image
to-be-transferred may include the foreground image. Alternatively, the image to-be-transferred may include the back-
ground image. Alternatively, the image to-be-transferred may include the foreground image and the background image.
In case that the image to-be-transferred includes the foreground image, a computer device performs style transfer on
the foreground image based on the style selection information to obtain a foreground style transfer image. In case that
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the image to-be-transferred includes the background image, the computer device performs style transfer on the back-
ground image based on the style selection information to obtain a background style transfer image. In case that the
image to-be-transferred includes the foreground image and the background image, the computer device performs style
transfer on the foreground image and the background image to obtain the foreground style transfer image and the
background style transfer image.
[0045] The style selection information includes n transfer styles, where n is a positive integer. For example, the style
selection information may be a style selection vector, where the style selection vector includes n elements, and each
element corresponds to one transfer style. If the element has a value of 0, it indicates that the transfer style corresponding
to the element is not used as a transfer style corresponding to the image to-be-transferred. The transfer style corre-
sponding to the image to-be-transferred refers to a transfer style used in style transfer of the image to-be-transferred.
For example, assume that the style selection information includes three transfer styles: a first transfer style, a second
transfer style, and a third transfer style. The style selection vector may be denoted as [0,0,1], where [0,0,1] represents
that style transfer is performed on the image to-be-transferred by using the third transfer style. The style selection vector
may further be denoted as [0,1,0], where [0,1,0] represents that style transfer is performed on the image to-be-transferred
by using the second transfer style. The style selection vector may further be denoted as [1,0,0], where [1,0,0] represents
that style transfer is performed on the image to-be-transferred by using the first transfer style.
[0046] At step 103, an output image is generated based on the transferred image.
[0047] The output image refers to an image which is similar in content to the original image and similar in style to the
transferred image. In case that the image to-be-transferred includes the foreground image, the computer device generates
the output image based on the foreground style transfer image and the original image. In case that the image to-be-
transferred includes the background image, the computer device generates the output image based on the background
style transfer image and the original image. In case that the image to-be-transferred includes the foreground image and
the background image, the computer device generates the output image based on the foreground style transfer image
and the background style transfer image.
[0048] In summary, in the technical solutions provided in implementations of the present application, the transferred
image is obtained by performing style transfer on the foreground image and/or the background image based on the style
selection information, and the output image is generated based on the transferred image. As such, in implementations
of the present application, style transfer can be performed independently on the foreground image, on the background
image, or on the foreground image and the background image. Compared with adding a layer of filter on top of the
original image in related arts, diversity in effects of the output image can be improved.
[0049] In exemplary implementations, the computer device obtains the transferred image by performing style transfer
on the image to-be-transferred based on the style selection information through a style transfer model.
[0050] The style transfer model refers to a model by which style transfer is performed on the image to-be-transferred.
For example, the style transfer model may implement style transfer through deep learning. The style transfer model may
implement single-style transfer and may also implement multiple-style transfer. The style transfer model can run on a
graphics processing unit (GPU). Running the style transfer model on the GPU can improve an operation speed of the
style transfer model.
[0051] In exemplary implementations, the above step may include the following sub-steps.
[0052] First, m transfer styles are selected from the n transfer styles, where m is a positive integer less than or equal to n.
[0053] The user can select m transfer styles from the n transfer styles as the transfer styles corresponding to the
image-to-be-transferred. For example, from three transfer styles, the user can select any one, two, or three transfer
styles as the transfer styles corresponding to the image-to-be-transferred.
[0054] Second, the transferred image is obtained by performing style transfer on the image to-be-transferred based
on the m transfer styles through the style transfer model.
[0055] For example, the transferred image can be obtained as follows.

1. For an i-th transfer style in the m transfer styles, a product of a weight of the i-th transfer style and a style parameter
of the i-th transfer style is determined as a target style parameter of the i-th transfer style, where i is a positive integer
less than or equal to m.

[0056] The weight of the i-th transfer style is used for indicating a proportion of the i-th transfer style in the m transfer
styles. For example, the greater the weight of the i-th transfer style, the more obvious the style of the i-th transfer style
in the transferred image. The weight of the i-th transfer style can be customized by the user or preconfigured by the
computer device. A style parameter of a transfer style refers to a parameter representing the transfer style. The style
parameter may include a mean of the transfer style and a standard deviation of the transfer style. In other possible
implementations, the style parameter may further include other parameters. For example, the style parameter may
include a variance of the transfer style. Assume that the style selection information is [0,0,1], that is, there are three
transfer styles, i.e., a first transfer style, a second transfer style, and a third transfer style. The first transfer style has a
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weight of 0, the second transfer style has a weight of 0, and the third transfer style has a weight of 1. That is, the user
selects the third transfer style as the transfer style corresponding to the image to-be-transferred. The third transfer style
has a mean of 0.5 and a standard deviation of 0.7, so that a target mean of the third transfer style is 1∗0.5=0.5 and a
target standard deviation of the third transfer style is 1∗0.7=0.7.
[0057] Assume that the style selection information is [0.5,0.5,0], that is, the first transfer style has a weight of 0.5, the
second transfer style has a weight of 0.5, and the third transfer style has a weight of 0. In other words, the user selects
the first transfer style and the second transfer style as transfer styles corresponding to the image to-be-transferred.
Assume that the first transfer style has a mean of 0.2 and a standard deviation of 0.4, and the second transfer style has
a mean of 0.3 and a standard deviation of 0.6. In this case, a target mean of the first transfer style is 0.5∗0.2=0.1, a
target standard deviation of the first transfer style is 0.5∗0.4=0.2, a target mean of the second transfer style is 0.5∗0.3=0.15,
and a target standard deviation of the second transfer style is 0.5∗0.6=0.3.
[0058] 2. A sum of target style parameters of the m transfer styles is determined as a transfer style parameter corre-
sponding to the image to-be-transferred.
[0059] In case that the target style parameter includes the target mean and the target standard deviation, a sum of
the target means of m transfer styles is determined as a transfer mean corresponding to the image to-be-transferred,
and a sum of the standard deviations of m transfer styles is determined as a transfer standard deviation corresponding
to the image to-be-transferred.
[0060] Still referring to the above examples, in case that the style selection information is [0,0,1], the transfer mean
corresponding to the image to-be-transferred is 0.5, the transfer standard deviation is 0.7.
[0061] In case that the style selection information is [0.5,0.5,0], the transfer mean corresponding to the image to-be-
transferred is 0.1+0.15=0.25, the transfer standard deviation is 0.2+0.3=0.5.
[0062] If the image to-be-transferred includes the foreground image and the background image, the foreground image
corresponds to first style selection information, and the background image corresponds to second style selection infor-
mation. In this case, a transfer style parameter corresponding to the foreground image and a transfer style parameter
corresponding to the background image can be calculated in a similar manner to the above, which will not be repeated
herein.
[0063] 3. The transferred image is obtained by performing style transfer on the image to-be-transferred based on the
transfer style parameter through the style transfer model.
[0064] In summary, in the technical solutions provided in implementations of the present application, style transfer is
performed on the image to-be-transferred based on the style selection information through the style transfer model. The
style transfer model can implement single-style transfer and may also implement multi-style transfer, which improves a
diversity of the transferred image.
[0065] By determining the sum of the target style parameters of the m transfer styles as the transfer style parameter
corresponding to the image to-be-transferred, the multi-style transfer can be achieved. The transferred image can be
generated based on the style selection information and the image to-be-transferred through the style transfer model,
which is easy to operate.
[0066] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. Before performing style transfer on the foreground image and the background image through the style transfer
model, the style transfer model should be determined first. The style transfer model may be determined as follows.
[0067] In one example, a model supporting style transfer using first style selection information and second style
selection information is selected from a set of style transfer models as the style transfer model.
[0068] In implementations of the present application, the set of style transfer models includes at least one model, the
first style selection information represents a transfer style corresponding to the foreground image, and the second style
selection information represents a transfer style corresponding to the background image. The first style selection infor-
mation may be the same as or different from the second style selection information. In other words, the transfer style
corresponding to the foreground image may be the same as or different from that corresponding to the background
image. For example, the first style selection information and the second style selection information both have n transfer
styles.
[0069] By selecting the model supporting style transfer using the first style selection information and the second style
selection information to perform style transfer on the image to-be-transferred, the computer device can achieve style
transfer of the foreground image and the background image by invoking only one style transfer model, which reduces
a storage requirement of the computer device.
[0070] In another example, a model supporting style transfer using the first style selection information is selected from
a set of style transfer models as a first style transfer model, and a model supporting style transfer using the second style
selection information is selected from a set of style transfer models as a second style transfer model.
[0071] In implementations of the present application, the set of style transfer models includes at least one model, the
first style selection information represents a transfer style corresponding to the foreground image, and the first style
transfer model is used for style transfer of the foreground image. The second style selection information represents a
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transfer style corresponding to the background image, and the second style transfer model is used for style transfer of
the background image. For example, the first style transfer model is the one having a shortest operation time in the set
of style transfer models, or the first style transfer model is the one having a highest operation accuracy in the set of style
transfer models. For another example, the second style transfer model is the one having a shortest operation time in
the set of style transfer models, or the second style transfer model is the one having a highest operation accuracy in the
set of style transfer models.
[0072] For instance, the operation time represents operational efficiency. By selecting the model with the shortest
operation time as the style transfer model, the operational efficiency of the style transfer model can be ensured.
[0073] For instance, the operation accuracy can be determined based on a style matching degree between the trans-
ferred image output from the style transfer model and the style image. The higher the style matching degree, the higher
the operation accuracy. On the contrary, the lower the style matching degree, the lower the operation accuracy. Selecting
the model with the highest operation accuracy as the style transfer model can be applied to a service scenario which
requires a higher operation accuracy. The first style transfer model and the second style transfer model can be selected
based on different requirements of the foreground image and the background image. For example, in case that the
foreground image has a high requirement for operation accuracy, the model that supports the first style information and
has the highest operation accuracy can be selected as the first style transfer model. In case that the background image
has a high requirement for operation time, the model that supports the second style information and has the shortest
operation time can be selected as the second style transfer model.
[0074] In summary, in the technical solutions provided in implementations of the present application, by selecting the
model with the shortest operation time as the style transfer model, the operational efficiency of the style transfer model
can be ensured. By selecting the model with the highest operation accuracy as the style transfer model, the model can
be applied to the service scenario which requires a higher operation accuracy. The selection of the style transfer model
is more flexible by determining the style transfer model(s) in above two different manners.
[0075] In an example, before performing style transfer on the image to-be-transferred through the style transfer model,
the style transfer model should be trained first. A training process is as follows.
[0076] First, training data of the style transfer model is obtained.
[0077] In implementations of the present application, the training data includes at least one training sample, and the
training sample includes a training image and a style image. The style image is used as a reference style in style transfer.
The training image may be any image. For example, the training image may be the foreground image or the background
image, which is not limited in implementations of the present application.
[0078] Second, a training transferred image is obtained by performing style transfer on the training image through the
style transfer model.
[0079] The training transferred image is obtained by performing style transfer on the training image. As an example,
during training of the style transfer model, the style transfer model performs style transfer on the training image based
on a single style. In other word, the style selection information is one-hot information, such as [0,0,1].
[0080] Third, a value of a loss function is determined based on a content feature of the training image, a content feature
of the training transferred image, a style feature of the training transferred image, and a style feature of the style image.
[0081] The content feature of the training image represents an image content contained in the training image. The
content feature of the training transferred image represents an image content contained in the training transferred image.
The style feature of the training transferred image represents a style of the training transferred image. The style feature
of the style image represents a style of the style image.
[0082] Optionally, the computer device determines a value of a content loss function based on the content feature of
the training image and the content feature of the training transferred image. The computer device determines a value
of a style loss function based on the style feature of the training transferred image and the style feature of the style
image. The computer device determines the value of the loss function based on the value of the content loss function
and the value of the style loss function.
[0083] In an example, the computer device may extract the content features of the training image and the training
transferred image through Visual Geometry Group (VGG)-19. For instance, an output feature of a relu4_1 (activation
4-1) layer in VGG-19 can be used as the content feature of the training image or the training transferred image.
[0084] The content loss function Lcontent (p, x, l)can be calculated according to the following equation: 

where p represents the content feature of the training transferred image, x represents the content feature of the training
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image, / represents a layer index,  represents an eigenvalue at row i and column j of layer / in the training image,

and  represents an eigenvalue at row i and column j of layer / in the training transferred image.
[0085] In an example, the computer device may extract the style features of the training transferred image and the
style image through VGG-19. For instance, an output feature of a relu1_1 (activation 1-1) layer, a relu2_1 (activation
2-1) layer, a relu3_1 (activation 3-1) layer, or a relu4_1 (activation 4-1) layer can be used as the style feature of the
training transferred image or the style image.
[0086] Optionally, a feature sensing matrix is first calculated before calculating the style loss function. The feature

sensing matrix  can be calculated according to the following equation: 

where Cj represents the number of channels of layer j, Hj represents a length of layer j, Wj represents a width of layer
j, φj (x) h, w, c represents an eigenvalue of layer j of VGG-19, and φj (x) h, w, c’ represents a transposition of φj (x) h, w, c.

[0087] The style loss function  can be calculated based on the above feature sensing matrix as follows: 

where  represents a feature sensing matrix of the training transferred image,  represents a feature
sensing matrix of the style image, and F represents norm.
[0088] In possible implementations, the sum of the value of content loss function and the value of style loss function
is determined as the value of the loss function. The loss function L(θ) can be calculated according to the following equation: 

where α represents a weight of the content loss function in the loss function, β represents a weight of the style loss

function in the loss function, Lcontent (p, x, l) represents the content loss function, and  represents the style
loss function. The content feature of the training transferred image is more obvious as increases. The style feature of
the training transferred image is more obvious as β increases.
[0089] Fourth, a trained style transfer model is obtained by training the style transfer model based on the value of the
loss function.
[0090] When the value of the loss function is less than a preset threshold, the training of the style transfer model is
stopped and the trained style transfer model is obtained. Of course, in other possible implementations, when the training
times reach the preset times, the training of the style transfer model is stopped and the trained style transfer model is
obtained. In an example, the computer device trains the style parameter included in the style transfer model based on
the value of the loss function.
[0091] In summary, in the technical solutions provided in implementations of the present application, by training the
style transfer model based on the content feature of the training image, the content feature of the training transferred
image, the style feature of the training transferred image, and the style feature of the style image, the trained style transfer
model with a higher accuracy can be finally obtained.
[0092] As illustrated in FIG. 2, FIG. 2 illustrates a schematic structural diagram of a style transfer model provided in
an implementation of the present application. In the style transfer model, the image to-be-transferred will pass through
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a first convolutional layer 21, a second convolutional layer 22, and a third convolutional layer 23, then through a first
residual layer 24, a second residual layer 25, and a third residual layer 26, then through a first upsampling layer 27, a
second upsampling layer 28, and finally through an output layer 29.
[0093] In an example, a structure of each of the first convolutional layer 21, the second convolutional layer 22, and
the third convolutional layer 23 is illustrated in FIG. 3. The first convolutional layer 21, the second convolutional layer
22, and the third convolutional layer 23 each include a reflect padding layer 31, a depth-wise convolutional layer 32, a
point-wise convolutional layer 33, an instance normalization layer 34, and a non-linear activation layer 35.
[0094] In an example, in the depth-wise convolutional layer 32 in the first convolutional layer 21, the number of con-
volution kernels is 32, the size of the convolution kernel is 9x9, and the step width is 1. In the depth-wise convolutional
layer 32 in the second convolutional layer 22, the number of convolution kernels is 64, the size of the convolution kernel
is 3x3, and the step width is 2. In the depth-wise convolutional layer 32 in the third convolutional layer 23, the number
of convolution kernels is 128, the size of the convolution kernel is 3x3, and the step width is 2.
[0095] The depth-wise separable convolutional layer is configured to obtain a first output feature by performing depth-
wise convolution on the image to-be-transferred and obtain a second output feature by performing point-wise convolution
on the first output feature. Optionally, the depth-wise separable convolutional layer includes a depth-wise convolutional
layer 32 and a point-wise convolutional layer 33. Depth-wise separable convolution is an operation that decomposes a
standard convolution into a depth-wise convolution and a 131 convolution, that is, a point-wise convolution. Depth-wise
separable convolution can significantly reduce the number of parameters and computation amount of the style transfer
model. Obtaining the first output feature by performing depth-wise convolution on the image to-be-transferred can be
executed on the depth-wise convolutional layer 32. Obtaining the second output feature by performing point-wise con-
volution on the first output feature can be executed on the point-wise convolutional layer 33. Before performing depth-
wise convolution on the image to-be-transferred, reflect padding may be first performed on the image to-be-transferred
on the reflect padding layer 31. The padding is [[0,0], [padding,padding], [padding,padding], [0,0]], where the size of
padding is the size of the convolution kernel divided by 2 and rounded up. Then a padded image to-be-transferred is
obtained. The padded image to-be-transferred is then input into the depth-wise convolutional layer 32.
[0096] The instance normalization layer 34 is configured to obtain a third output feature by normalizing the second
output feature based on a transfer style parameter corresponding to a transfer style of the image to-be-transferred.
Normalizing the second output feature based on the transfer style parameter on the instance normalization layer 34 can
be achieved by the following instance normalization (IN) feature equation: 

where c represents a feature map obtained after convolution of the image to-be-transferred, cmean represents a mean
of c, cstd represents a standard deviation of c, vmean represents a mean of feature maps of the style image, and vstd
represents a standard deviation of feature maps of the style image. vmean, vstd, cmean, and cstd have the same number
of channels. vmean is initialized as an all-zero vector, and vstd is initialized as an all-one vector. The training of the style
transfer model is the training of vmean and vstd.
[0097] The non-linear activation layer 35 is configured to obtain a fourth output feature by performing non-linear
operation on the third output feature. For example, the non-linear operation can be performed with a non-linear activation
function RELU.
[0098] A structure of each of the first residual layer 24, the second residual layer 25, and the third residual layer 26 is
illustrated in FIG. 4. The residual layer includes two convolutional layers 41. A result obtained after an input passed
through the two convolutional layers 41 is added to the input to obtain an output. This structure is beneficial to the stability
and convergence of the style transfer model. For depth-wise convolution in the convolutional layers 41 included in the
first residual layer 24, the second residual layer 25, and the third residual layer 26, the number of convolution kernels
is 128, the size of the convolution kernel is 3x3, and the step width is 1.
[0099] The first upsampling layer 27 and the second upsampling layer 28 each include a convolutional layer and a
nearest-neighbor upsampling layer. The nearest-neighbor upsampling layer is configured to obtain a fifth output feature
by interpolating the fourth output feature, where the fifth output feature has a resolution higher than the fourth output
feature. After the nearest-neighbor upsampling layer doubles the resolution of the fourth output feature, the fifth output
feature is obtained. Compared with performing upsampling by means of deconvolution in the related art, implementations
of the present application can effectively avoid a checkerboard effect by performing nearest-neighbor upsampling. For
depth-wise convolution in the first upsampling layer 27, the number of convolution kernels is 64, the size of the convolution
kernel is 3x3, and the step width is 2. For depth-wise convolution in the second upsampling layer 28, the number of
convolution kernels is 32, the size of the convolution kernel is 3x3, and the step width is 2.
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[0100] The output layer 29 is configured to output the transferred image by performing convolution on the fifth output
feature. For depth-wise convolution in the convolutional layer included in the output layer 29, the number of convolution
kernels is 3, the size of the convolution kernel is 9x9, the step width is 1, and the activation function is tanh.
[0101] In summary, in the technical solutions provided in implementations of the present application, the style transfer
model adopts depth-wise separable convolution, which can reduce the operation time of the style transfer model. In
addition, the style transfer model adopts nearest-neighbor upsampling, which can effectively avoid the checkerboard
effect.
[0102] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. In this case, the computer device can generate the output image by adding pixel values of pixels at a same
position in a foreground style transfer image and a background style transfer image.
[0103] In implementations of the present application, the foreground style transfer image is obtained by performing
style transfer on the foreground image, and the background style transfer image is obtained by performing style transfer
on the background image.
[0104] In an example, the foreground image and the background image can be obtained as follows.
[0105] A foreground grayscale matrix and a background grayscale matrix are obtained by segmenting the original
image through an image segmentation model. The foreground image and the background image are obtained by mul-
tiplying the original image with the foreground grayscale matrix and multiplying the original image with the background
grayscale matrix.
[0106] Optionally, the computer device can segment the original image through the image segmentation model to
obtain the foreground grayscale matrix. An area where element 1 in the foreground grayscale matrix is located represents
the foreground image. The computer device multiplies the original image with the foreground grayscale matrix to obtain
the foreground image. Thereafter, the computer device inverses the foreground grayscale matrix to obtain the background
grayscale matrix. An area where element 1 in the background grayscale matrix is located represents the background
image. The computer device multiplies the original image with the background grayscale matrix to obtain the background
image. Of course, in other possible implementations, the computer device can segment the original image through the
image segmentation model to obtain the background grayscale matrix. An area where element 1 in the background
grayscale matrix is located represents the background image. The computer device multiplies the original image with
the background grayscale matrix to obtain the background image. Thereafter, the computer device inverses the back-
ground grayscale matrix to obtain the foreground grayscale matrix. An area where element 1 in the foreground grayscale
matrix is located represents the foreground image. The computer device multiplies the original image with the foreground
grayscale matrix to obtain the foreground image.
[0107] For example, assume that the foreground image is a portrait. As illustrated in FIG. 5, the computer device can
obtain an original image read in RGB format to obtain an image matrix Ih, w, c, where h and w represent a height and a
width of the original image respectively, and c represents the number of channels, which is 3. The original image is
represented as an RGB three-channel image. The image matrix is input into a portrait segmentation model to obtain a
portrait grayscale matrix Oh, w, where h and w are the same as the height and the width of the original image. Values
in Oh, w include 0 and 1, where positions of 1 represent the portrait. The portrait Ph, w, c can be calculated by the following
equation: Ph, w, c = = Ih, w, c ⊗ Oh, w, where ⊗ represents multiplication of elements at corresponding position of the two
matrices. The portrait grayscale matrix is inverted, that is, 1 is changed into 0 and 0 is changed into 0, to obtain a

background grayscale matrix  . The background image Bh, w, c can be calculated by the following equation:

 .
[0108] It should be noted that, in implementations of the present application, the background image or the foreground
image is only represented by the area where element 1 is located in the background grayscale matrix or the foreground
grayscale matrix. In other possible implementations, the background image or the foreground image can be represented
by the area where element 0 is located in the background grayscale matrix or the foreground grayscale matrix, which
is not limited herein.
[0109] In an example, the method for image processing provided in implementations of the present application may
further include the following prior to obtaining the transferred image by performing style transfer on the image to-be-
transferred based on the style selection information.
[0110] An image indication instruction is obtained. If the image indication instruction indicates that the image to-be-
transferred includes the foreground image, first style selection information is obtained. If the image indication instruction
indicates that the image to-be-transferred includes the background image, second style selection information is obtained.
If the image indication instruction indicates that the image to-be-transferred includes the foreground image and the
background image, the first style selection information and the second style selection information are obtained. The first
style selection information is used for style transfer of the foreground image, and the second style selection information
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is used for style transfer of the background image.
[0111] As illustrated in FIG. 6, the process of the method for image processing provided in implementations of the
present application is described with the foreground image being a portrait as an example. The computer device obtains
an original image. Based on the original image, the computer device obtains a portrait and a background image through
a portrait segmentation model. The computer device determines whether the portrait is to be style-transferred. If the
portrait is to be style-transferred, the computer device obtains first style selection information and obtains a portrait style
transfer image based on the first style transfer information. If the portrait is not to be style-transferred, the portrait remains
unchanged. The computer device determines whether the background image is to be style-transferred. If the background
image is to be style-transferred, the computer device obtains second style selection information and obtains a background
style transfer image based on the second style transfer information. If the background image is not to be style-transferred,
the background image remains unchanged. Finally, the computer device obtains an output image based on the portrait
style transfer image or the original portrait and the background style transfer image or the original background image.
[0112] In the related art, the portrait segmentation model needs to have high accuracy to obtain a good segmentation
effect, otherwise edge segmentation of the portrait will be unclear. In the technical solutions provided in implementations
of the present application, the portrait segmentation is combined with style transfer. Since style transfer has strong style
features, the problem of unclear edge segmentation of the portrait outline can be covered up to a certain extent, so that
the portrait segmentation model can work well without high accuracy, which avoids optimization and maintenance of the
portrait segmentation model.
[0113] The following are apparatus implementations of the present application, which can be used to execute the
method implementations of the present application. For details not disclosed in the apparatus implementations of the
present application, reference can be made to the method implementations of the present application.
[0114] Referring to FIG. 7, FIG. 7 is a block diagram of an apparatus for image processing provided in an implementation
of the present application. The apparatus has the function of implementing the above method examples, and the function
may be implemented by hardware or by executing corresponding software by hardware. The apparatus 700 may include
an image segmenting module 710, an image processing module 720, and an image generating module 730.
[0115] The image segmenting module 710 is configured to obtain a foreground image and a background image by
segmenting an original image.
[0116] The image processing module 720 is configured to obtain a transferred image by performing style transfer on
an image to-be-transferred based on style selection information, where the image to-be-transferred includes at least
one of the foreground image and the background image, and the style selection information includes n transfer styles,
where n being a positive integer.
[0117] The image generating module 730 is configured to generate an output image based on the transferred image.
[0118] In summary, in the technical solutions provided in implementations of the present application, the transferred
image is obtained by performing style transfer on the foreground image and/or the background image based on the style
selection information, and the output image is generated based on the transferred image. As such, in implementations
of the present application, style transfer can be performed independently on the foreground image, on the background
image, or on the foreground image and the background image. Compared with adding a layer of filter on top of the
original image in related arts, diversity in effects of the output image can be improved.
[0119] In exemplary implementations, the image processing module 720 is configured to obtain the transferred image
by performing style transfer on the image to-be-transferred based on the style selection information through a style
transfer model.
[0120] In exemplary implementations, as illustrated in FIG. 8, the image processing module 720 includes a style
selecting unit 721 and an image processing unit 722.
[0121] The style selecting unit 721 is configured to select m transfer styles from the n transfer styles, where m is a
positive integer less than or equal to n.
[0122] The image processing unit 722 is configured to obtain the transferred image by performing style transfer on
the image to-be-transferred based on the m transfer styles through the style transfer model.
[0123] In exemplary implementations, the image processing unit 722 is configured to, for an i-th transfer style in the
m transfer styles, determine a product of a weight of the i-th transfer style and a style parameter of the i-th transfer style
as a target style parameter of the i-th transfer style, where i is a positive integer less than or equal to m, determine a
sum of target style parameters of the m transfer styles as a transfer style parameter corresponding to the image to-be-
transferred, and obtain the transferred image by performing style transfer on the image to-be-transferred based on the
transfer style parameter through the style transfer model.
[0124] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. The apparatus 700 further includes a model selecting module 740. The model selecting module 70 is configured
to select, from a set of style transfer models, a model supporting style transfer using first style selection information and
second style selection information as the style transfer model, where the set of style transfer models includes at least
one model, the first style selection information represents a transfer style corresponding to the foreground image, and
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the second style selection information represents a transfer style corresponding to the background image.
[0125] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. The apparatus 700 further includes the model selecting module 740. The model selecting module 740 is configured
to select, from a set of style transfer models, a model supporting style transfer using first style selection information as
a first style transfer model, where the set of style transfer models includes at least one model, the first style selection
information represents a transfer style corresponding to the foreground image, and the first style transfer model is used
for style transfer of the foreground image, and select, from the set of style transfer models, a model supporting style
transfer using second style selection information as a second style transfer model, where the second style selection
information represents a transfer style corresponding to the background image, and the second style transfer model is
used for style transfer of the background image.
[0126] The apparatus 700 further includes a data obtaining module 750, a function determining module 760, and a
model training module 770.
[0127] The data obtaining module 750 is configured to obtain training data of the style transfer model, where the
training data includes at least one training sample, the training sample includes a training image and a style image, and
the style image is used as a reference style in style transfer.
[0128] The image processing module 720 is further configured to obtain a training transferred image by performing
style transfer on the training image through the style transfer model.
[0129] The function determining module 760 is configured to determine a value of a loss function based on a content
feature of the training image, a content feature of the training transferred image, a style feature of the training transferred
image, and a style feature of the style image.
[0130] The model training module 770 is configured to obtain a trained style transfer model by training the style transfer
model based on the value of the loss function.
[0131] In exemplary implementations, the function determining module 760 is configured to determine a value of a
content loss function based on the content feature of the training image and the content feature of the training transferred
image, determine a value of a style loss function based on the style feature of the training transferred image and the
style feature of the style image, and determine the value of the loss function based on the value of the content loss
function and the value of the style loss function.
[0132] In exemplary implementations, the style transfer model includes a depth-wise separable convolutional layer,
an instance normalization layer, a non-linear activation layer, a nearest-neighbor upsampling layer, and an output layer.
[0133] The depth-wise separable convolutional layer is configured to obtain a first output feature by performing depth-
wise convolution on the image to-be-transferred and obtain a second output feature by performing point-wise convolution
on the first output feature.
[0134] The instance normalization layer is configured to obtain a third output feature by normalizing the second output
feature based on a transfer style parameter corresponding to a transfer style of the image to-be-transferred.
[0135] The non-linear activation layer is configured to obtain a fourth output feature by performing non-linear operation
on the third output feature.
[0136] The nearest-neighbor upsampling layer is configured to obtain a fifth output feature by interpolating the fourth
output feature, where the fifth output feature has a resolution higher than the fourth output feature.
[0137] The output layer is configured to output the transferred image by performing convolution on the fifth output
feature.
[0138] In exemplary implementations, the image to-be-transferred includes the foreground image and the background
image. The image generating module 730 is configured to generate the output image by adding pixel values of pixels
at a same position in a foreground style transfer image and a background style transfer image, where the foreground
style transfer image is obtained by performing style transfer on the foreground image, and the background style transfer
image is obtained by performing style transfer on the background image.
[0139] In exemplary implementations, the image segmenting module 710 is configured to obtain a foreground grayscale
matrix and a background grayscale matrix by segmenting the original image through an image segmentation model,
and obtain the foreground image and the background image by multiplying the original image with the foreground
grayscale matrix and multiplying the original image with the background grayscale matrix.
[0140] In exemplary implementations, the apparatus 700 further includes an instruction obtaining module 780 and an
information obtaining module 790.
[0141] The instruction obtaining module 780 is configured to obtain an image indication instruction.
[0142] The information obtaining module 790 is configured to obtain first style selection information on condition that
the image indication instruction indicates that the image to-be-transferred includes the foreground image.
[0143] The information obtaining module 790 is further configured to obtain second style selection information on
condition that the image indication instruction indicates that the image to-be-transferred includes the background image.
[0144] The information obtaining module 790 is further configured to obtain the first style selection information and
the second style selection information on condition that the image indication instruction indicates that the image to-be-
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transferred includes the foreground image and the background image.
[0145] The first style selection information is used for style transfer of the foreground image, and the second style
selection information is used for style transfer of the background image.
[0146] It should be noted that, when the apparatus provided in the above implementations realizes its functions, the
division of the above functional modules are illustrated as an example. In practical application, the above functions can
be assigned to different functional modules as needed. In other words, the internal structure is divided into different
functional modules to complete all or part of the functions described above. In addition, the apparatus and method
implementations provided in the above implementations belong to the same concept, and the specific implementation
process thereof is detailed in the method implementations, which will not be repeated herein.
[0147] Referring to FIG. 9, FIG. 9 illustrates a structural block diagram of a computer device provided in an implemen-
tation of the present application. In possible implementations, the computer device may be a terminal or server.
[0148] The computer device in implementations of the present application may include one or more processors 910
and one or more memories 920.
[0149] The processor 910 may include one or more processing cores. The processor 910 uses various interfaces and
lines to connect various parts in the entire computer device, and executes various functions of the device and processes
data by running or executing instructions, programs, code sets, or instruction sets stored in the memory 920 and invoking
data stored in the memory 920. Optionally, the processor 910 may be implemented by at least one hardware of a digital
signal processing (DSP), a field-programmable gate array (FPGA), and a programmable logic array (PLA). The processor
910 may integrate one or a combination of a central processing unit (CPU), a modem, and the like. The CPU mainly
handles the operating system and application programs, and the modem is configured to handle wireless communication.
It can be understood that, the above-mentioned modem may not be integrated into the processor 910, but is implemented
by a single chip.
[0150] Optionally, when the processor 910 executes the program instructions in the memory 920, the method provided
in the foregoing method implementations is implemented.
[0151] The memory 920 may include a random access memory (RAM), or may also include a read-only memory
(ROM). Optionally, the memory 920 includes a non-transitory computer-readable storage medium. The memory 920
may be configured to store instructions, programs, codes, code sets, or instruction sets. The memory 920 may include
a stored program region and a stored data region, where the stored program region may store instructions for implementing
the operating system, instructions for at least one function, instructions for implementing each of the above method
implementations, and the like. The stored data region may store data created according to the use of the computer
device, and the like.
[0152] The above-mentioned structure of the computer device is only illustrative. In actual implementation, the computer
device may include more or less components, such as a display screen, etc., which is not limited in implementations.
[0153] Those skilled in the art can understand that the structure illustrated in FIG. 9 does not constitute a limitation
on the computer device 900, and may include more or less components than illustrated, or combine some components,
or adopt different component arrangements.
[0154] In exemplary implementations, a computer-readable storage medium is further provided. The computer-read-
able storage medium stores a computer program which is loaded and executed by a processor to achieve respective
steps in the method for image processing in above implementations.
[0155] In exemplary implementations, a computer program product is further provided. When executed, the computer
program product is used to achieve the above method for image processing.
[0156] It should be understood that the "and/or" mentioned herein describes the association of the associated objects,
indicating that there may be three kinds of relationships. For example, A and/or B may indicate three cases: A exists
alone, A and B exist at the same time, and B exists alone. The character "/" generally indicates that the associated
objects are in an "or" relationship. In addition, the numbering of the steps described herein only exemplarily illustrates
a possible execution sequence between the steps. In some other implementations, the above steps may also be executed
in different order, such as two steps with different numbers are performed at the same time, or two steps with different
numbers are performed in a reverse order to that illustrated in the figure, which is not limited in implementations of the
present application.
[0157] The above descriptions are only exemplary implementations of the present application, and are not intended
to limit the present application. Any modifications, equivalent replacements, improvements, etc. made within the spirit
and principles of the present application shall be included in the protection scope of the present application.

Claims

1. A method for image processing, comprising:



EP 4 064 189 A1

14

5

10

15

20

25

30

35

40

45

50

55

obtaining a foreground image and a background image by segmenting an original image;
obtaining a transferred image by performing style transfer on an image to-be-transferred based on style selection
information, the image to-be-transferred comprising at least one of the foreground image and the background
image, the style selection information comprising n transfer styles, n being a positive integer; and
generating an output image based on the transferred image.

2. The method of claim 1, wherein obtaining the transferred image by performing style transfer on the image to-be-
transferred based on the style selection information comprises:
obtaining the transferred image by performing style transfer on the image to-be-transferred based on the style
selection information through a style transfer model.

3. The method of claim 2, wherein obtaining the transferred image by performing style transfer on the image to-be-
transferred based on the style selection information through the style transfer model comprises:

selecting m transfer styles from the n transfer styles, m being a positive integer less than or equal to n; and
obtaining the transferred image by performing style transfer on the image to-be-transferred based on the m
transfer styles through the style transfer model.

4. The method of claim 3, wherein obtaining the transferred image by performing style transfer on the image to-be-
transferred based on the m transfer styles through the style transfer model comprises:

for an i-th transfer style in the m transfer styles, determining a product of a weight of the i-th transfer style and
a style parameter of the i-th transfer style as a target style parameter of the i-th transfer style, i being a positive
integer less than or equal to m;
determining a sum of target style parameters of the m transfer styles as a transfer style parameter corresponding
to the image to-be-transferred; and
obtaining the transferred image by performing style transfer on the image to-be-transferred based on the transfer
style parameter through the style transfer model.

5. The method of claim 2, wherein the image to-be-transferred comprises the foreground image and the background
image, and the method further comprising:
prior to obtaining the transferred image by performing style transfer on the image to-be-transferred based on the
style selection information through the style transfer model:
selecting, from a set of style transfer models, a model supporting style transfer using first style selection information
and second style selection information as the style transfer model, wherein the set of style transfer models comprises
at least one model, the first style selection information represents a transfer style corresponding to the foreground
image, and the second style selection information represents a transfer style corresponding to the background image.

6. The method of claim 2, wherein the image to-be-transferred comprises the foreground image and the background
image, and the method further comprising:
prior to obtaining the transferred image by performing style transfer on the image to-be-transferred based on the
style selection information through the style transfer model:

selecting, from a set of style transfer models, a model supporting style transfer using first style selection infor-
mation as a first style transfer model, wherein the set of style transfer models comprises at least one model,
the first style selection information represents a transfer style corresponding to the foreground image, and the
first style transfer model is used for style transfer of the foreground image; and
selecting, from the set of style transfer models, a model supporting style transfer using second style selection
information as a second style transfer model, wherein the second style selection information represents a
transfer style corresponding to the background image, and the second style transfer model is used for style
transfer of the background image.

7. The method of claim 2, further comprising:
prior to obtaining the transferred image by performing style transfer on the image to-be-transferred based on the
style selection information through the style transfer model:

obtaining training data of the style transfer model, wherein the training data comprises at least one training
sample, the training sample comprises a training image and a style image, and the style image is used as a
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reference style in style transfer;
obtaining a training transferred image by performing style transfer on the training image through the style transfer
model;
determining a value of a loss function based on a content feature of the training image, a content feature of the
training transferred image, a style feature of the training transferred image, and a style feature of the style image;
and
obtaining a trained style transfer model by training the style transfer model based on the value of the loss function.

8. The method of claim 7, wherein determining the value of the loss function based on the content feature of the training
image, the content feature of the training transferred image, the style feature of the training transferred image, and
the style feature of the style image comprises:

determining a value of a content loss function based on the content feature of the training image and the content
feature of the training transferred image;
determining a value of a style loss function based on the style feature of the training transferred image and the
style feature of the style image; and
determining the value of the loss function based on the value of the content loss function and the value of the
style loss function.

9. The method of any of claims 2 to 8, wherein the style transfer model comprises a depth-wise separable convolutional
layer, an instance normalization layer, a non-linear activation layer, a nearest-neighbor upsampling layer, and an
output layer, wherein

the depth-wise separable convolutional layer is configured to obtain a first output feature by performing depth-
wise convolution on the image to-be-transferred and obtain a second output feature by performing point-wise
convolution on the first output feature;
the instance normalization layer is configured to obtain a third output feature by normalizing the second output
feature based on a transfer style parameter corresponding to a transfer style of the image to-be-transferred;
the non-linear activation layer is configured to obtain a fourth output feature by performing non-linear operation
on the third output feature;
the nearest-neighbor upsampling layer is configured to obtain a fifth output feature by interpolating the fourth
output feature, wherein the fifth output feature has a resolution higher than the fourth output feature; and
the output layer is configured to output the transferred image by performing convolution on the fifth output feature.

10. The method of claim 1, wherein the image to-be-transferred comprises the foreground image and the background
image, and generating the output image based on the transferred image comprises:

generating the output image by adding pixel values of pixels at a same position in a foreground style transfer
image and a background style transfer image, wherein
the foreground style transfer image is obtained by performing style transfer on the foreground image, and the
background style transfer image is obtained by performing style transfer on the background image.

11. The method of claim 1, wherein obtaining the foreground image and the background image by segmenting the
original image comprises:

obtaining a foreground grayscale matrix and a background grayscale matrix by segmenting the original image
through an image segmentation model; and
obtaining the foreground image and the background image by multiplying the original image with the foreground
grayscale matrix and multiplying the original image with the background grayscale matrix.

12. The method of claim 1, further comprising:
prior to obtaining the transferred image by performing style transfer on the image to-be-transferred based on the
style selection information:

obtaining an image indication instruction;
obtaining first style selection information on condition that the image indication instruction indicates that the
image to-be-transferred comprises the foreground image;
obtaining second style selection information on condition that the image indication instruction indicates that the
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image to-be-transferred comprises the background image; and
obtaining the first style selection information and the second style selection information on condition that the
image indication instruction indicates that the image to-be-transferred comprises the foreground image and the
background image, wherein
the first style selection information is used for style transfer of the foreground image, and the second style
selection information is used for style transfer of the background image.

13. An apparatus for image processing, comprising:

an image segmenting module configured to obtain a foreground image and a background image by segmenting
an original image;
an image processing module configured to obtain a transferred image by performing style transfer on an image
to-be-transferred based on style selection information, the image to-be-transferred comprising at least one of
the foreground image and the background image, the style selection information comprising n transfer styles,
n being a positive integer; and
an image generating module configured to generate an output image based on the transferred image.

14. The apparatus of claim 13, wherein the image processing module is configured to obtain the transferred image by
performing style transfer on the image to-be-transferred based on the style selection information through a style
transfer model.

15. The apparatus of claim 14, wherein the image processing module comprises:

a style selecting unit configured to select m transfer styles from the n transfer styles, m being a positive integer
less than or equal to n; and
an image processing unit configured to obtain the transferred image by performing style transfer on the image
to-be-transferred based on the m transfer styles through the style transfer model.

16. The apparatus of claim 15, wherein the image processing module is configured to:

for an i-th transfer style in the m transfer style, determine a product of a weight of the i-th transfer style and a
style parameter of the i-th transfer style as a target style parameter of the i-th transfer style, i being a positive
integer less than or equal to m;
determine a sum of target style parameters of the m transfer styles as a transfer style parameter corresponding
to the image to-be-transferred; and
obtain the transferred image by performing style transfer on the image to-be-transferred based on the transfer
style parameter through the style transfer model.

17. The apparatus of claim 14, wherein the image to-be-transferred comprises the foreground image and the background
image, and the apparatus further comprises a model selecting module configured to:
select, from a set of style transfer models, a model supporting style transfer using first style selection information
and second style selection information as the style transfer model, wherein the set of style transfer models comprises
at least one model, the first style selection information represents a transfer style corresponding to the foreground
image, and the second style selection information represents a transfer style corresponding to the background image.

18. The apparatus of claim 14, wherein the image to-be-transferred comprises the foreground image and the background
image, and the apparatus further comprises a model selecting module configured to:

select, from a set of style transfer models, a model supporting style transfer using first style selection information
as a first style transfer model, wherein the set of style transfer models comprises at least one model, the first
style selection information represents a transfer style corresponding to the foreground image, and the first style
transfer model is used for style transfer of the foreground image; and
select, from the set of style transfer models, a model supporting style transfer using second style selection
information as a second style transfer model, wherein the second style selection information represents a
transfer style corresponding to the background image, and the second style transfer model is used for style
transfer of the background image.

19. A computer device, comprising:
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a processor; and
a memory storing a computer program which is loaded and executed by the processor to achieve the method
for image processing of any of claims 1 to 12.

20. A computer-readable storage medium storing a computer program which is loaded and executed by a processor to
achieve the method for image processing of any of claims 1 to 12.
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