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(54) VERFAHREN ZUR ÜBERWACHUNG VON CONTAINERANWENDUNGEN AUF EINEM 
HOSTSYSTEM UND ANLAGE

(57) Bei dem Verfahren zur Überwachung von Con-
taineranwendungen auf einem Hostsystem wird zu min-
destens zweien der Containeranwendungen je ein Über-
wachungsprozess auf dem Hostsystem gestartet und der
jeweiligen Containeranwendung zugeordnet, wobei die
Überwachungsprozesse das aktuelle Verhalten anderer

der Containeranwendungen als der jeweils zugeordne-
ten Containeranwendung mit einem Referenzverhalten
der Containeranwendung einem Vergleich unterziehen.

Die Anlage weist Containerimages und ein Hostsys-
tem auf und ist ausgebildet zur Ausführung eines solchen
Verfahrens.
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Beschreibung

[0001] Die Erfindung betrifft ein Verfahren zur Über-
wachung von Containeranwendungen auf einem Host-
system sowie eine Anlage.
[0002] Viele neue industrielle und nicht-industrielle IT-
Systeme werden dergestalt entwickelt, dass sie flexibel
an neuartige Anforderungen angepasst werden können.
Ein gängiger Ansatz dazu ist die Bereitstellung einer
Container-Technologie im IT-System und die Möglich-
keit, neue oder geänderte Softwarelösungen mit Hilfe der
Container-Technologie als Containeranwendungen
schnell und flexibel in die IT-Systeme nachzuladen.
[0003] Solche Containeranwendungen können dabei
auf vorab bekannten oder unbekannten Zielsystemen,
welche auch als Hostsysteme bezeichnet werden, aus-
geführt werden. Weiterhin ist das Ausführen von Contai-
neranwendungen unterschiedlicher Anbieter auf dem-
selben System möglich. Diese Flexibilität durch einfach
nachladbare Containeranwendungen bringt die Bedro-
hung mit sich, dass auch manipulierte oder bösartige
Containeranwendungen ins System eingebracht werden
und dieses kompromittieren können.
[0004] Zum Schutz vor Manipulation werden Contai-
neranwendungen häufig mittels auf dem Host verfügba-
rer Security-Mechanismen isoliert, insbesondere mittels
Virtualisierungs-Mechanismen wie Linux Namespaces,
chroot oder Hypervisor oder mittels Zugriffskontrollme-
chanismen wie einem Nutzerrechtemanagement, SELi-
nux, SMACK oder AppArmor. Zum anderen ist es wichtig,
den Security-Status, z.B. die Integrität der verwendeten
Software- oder Konfigurationskomponenten und das
Verhalten der nachgeladenen Containeranwendungen
während der Laufzeit zu überwachen, um Manipulatio-
nen oder auffälliges Verhalten der Containeranwendun-
gen frühzeitig festzustellen und folglich die Integrität des
Hostsystems dauerhaft gewährleisten zu können. Diese
Überwachung muss jedoch selbst verlässlich funktionie-
ren, um eine Integritätsverletzung zuverlässig erkennen
zu können. Allerdings bilden bekannte Überwachungs-
lösungen eine zentrale Instanz, die Angreifer mit entspre-
chendem Aufwand deaktivieren oder anderweitig mani-
pulieren können.
[0005] Es besteht daher ein Bedarf an einer verbes-
serten Lösung zur Überwachung von Containeranwen-
dungen. Insbesondere sollen die Zuverlässigkeit und
Manipulationssicherheit der Überwachung verbessert
werden.
[0006] Es sind Lösungen für die Überwachung von
Containeranwendungen bekannt, welche Enforcer oder
MicroEnforcer, etwa des Unternehmens AquaSec (htt-
ps://www.aquasec.com/news/aqua-3-0-delivers-runti-
me-security-for-zero-infrastructure-containeras-a-ser-
vice-environments/), einsetzen. Weitere Lösungen für
das Überwachen von Containeranwendungen werden
z.B. von Anbietern wie NeuVector (https://neuvec-
tor.com/) oder Sysdig (https://sysdig.com/) bereitgestellt.
Hierbei werden typischerweise ein oder mehrere Contai-

ner auf schadhaftes Verhalten (unautorisierte Netzwerk-
zugriffe oder Verwendung bestimmter Kommandos/Sys-
temaufrufe) überwacht. Bekannt sind zudem allgemeine
Überwachungssysteme zur Integritätsüberwachung wie
z.B. Wazuh (www.wazuh.com), OSSEC
(www.ossec.net), Nagios (www.nagios.org) Tripwire
(www.tripwire.org) und Falco (www.falco.org). Diese Lö-
sungen unterstützen unter anderem die Erkennung nicht
legitimer Prozesse, unzulässige Modifikation von Datei-
en, Schreibzugriffe oder Aufbau oder Nutzung von Netz-
werkverbindungen durch Prozesse. Werden nicht auto-
risierte Ereignisse bzw. Abweichungen gegenüber einer
Referenz, erkannt, wird ein Alarm, z.B. in Form einer
Lognachricht, generiert.
[0007] Vor diesem Hintergrund ist es daher eine Auf-
gabe der Erfindung, ein verbessertes Verfahren zur
Überwachung von Containeranwendungen auf einem
Hostsystem bereitzustellen. Ferner ist es eine Aufgabe
der Erfindung, eine verbesserte Anlage zu schaffen, mit
der ein solch verbessertes Verfahren ausführbar ist.
[0008] Diese Aufgaben der Erfindung werden mit ei-
nem Verfahren mit den in Anspruch 1 angegebenen
Merkmalen sowie mit einer Anlage mit den in Anspruch
9 angegebenen Merkmalen gelöst. Bevorzugte Weiter-
bildungen der Erfindung sind in den zugehörigen Unter-
ansprüchen, der nachfolgenden Beschreibung und der
Zeichnung angegeben.
[0009] Bei dem Verfahren zur Überwachung von Con-
taineranwendungen auf einem Hostsystem wird zu min-
destens zweien der Containeranwendungen jeweils ein
Überwachungsprozess auf dem Hostsystem gestartet
und, vorzugsweise mittels einer datentechnischer Ver-
knüpfung, zugeordnet, wobei die Überwachungsprozes-
se das aktuelle Verhalten mindestens einer anderen der
Containeranwendungen als der jeweils zugeordneten
Containeranwendung mit einem Referenzverhalten der
mindestens einen anderen Containeranwendung einem
Vergleich unterziehen. Die Zuordnung des Überwa-
chungsprozesses zu einer Containeranwendung mittels
einer datentechnischen Verknüpfung kann in einer be-
vorzugten Weiterbildung der Erfindung insbesondere da-
durch erfolgen, dass der Überwachungsprozess Zugriff
auf eine, vorzugsweise vom Hostsystem verwaltete,
Ressource der Containeranwendung erhält. Dazu kann
der Überwachungsprozess insbesondere einen Datei-
Handle (engl.: "file handle") und/oder einen Pointer
und/oder einen Link und/oder einen Schlüssel (engl.:
"key" oder "magic number") oder eine sogenannte Ca-
pability verwenden, um auf die von einem Hostsystem
verwaltete Ressource der zugeordneten Containeran-
wendung zuzugreifen. Der Überwachungsprozess ver-
fügt dabei über einen Link oder eine Referenz auf die
Ressource der zugeordneten Containeranwendung. Bei
der Ressource handelt es sich bevorzugt um eine Inter-
prozesskommunikations-Ressource und/oder einen ge-
meinsamen Speicherbereich (engl.: "shared memory")
und/oder eine Pipe und/oder eine Nachrichtenwarte-
schlange und/oder einen Socket und/oder einen Na-
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mensraum (engl.: "name space"), und/oder eine Kontroll-
gruppe (engl: "control group") handeln. Der Überwa-
chungsprozess hat dabei vorzugsweise zumindest le-
senden Zugriff auf die vom Betriebssystem verwaltete
Ressource der zugeordneten Container-Anwendung.
Mittels der von einem Betriebssystem verwalteten Res-
source kann der Überwachungsprozess insbesondere
eine vom aktuellen Verhalten der ContainerAnwendung
abhängige LaufzeitintegritätsÜberwachungsinformation
der zugeordneten Containeranwendung ermitteln und
mit einer Referenzinformation der zugeordneten Contai-
neranwendung überprüfen. Bei dem Verfahren gemäß
der Erfindung kann also eine Überwachung der mindes-
tens einen anderen als der jeweils zugeordneten Con-
taineranwendung durch den der Containeranwendung
zugeordneten Überwachungsprozess auch indirekt er-
folgen. Dabei kann deren aktuelles Verhalten dadurch
überprüft werden, dass deren Interaktion mit der dem
Überwachungsprozess zugeordneten Containeranwen-
dung mit der mindestens einen anderen Containeran-
wendung durch den Überwachungsprozess ermittelt und
auf Übereinstimmung mit dem Referenzverhalten der
mindestens einen anderen Containeranwendung vergli-
chen wird. Es erfolgt dabei also eine indirekte Überwa-
chung der anderen Containeranwendung. Insbesondere
kann durch anhand der Interaktion ermittelt werden, ob
die andere Containerüberwachung durch einen ihr zu-
geordneten Überwachungsprozess überwacht wird.
Weiterhin kann die andere Containeranwendung oder
der dieser zugeordnete andere Überwachungsprozess
der Containeranwendung eine Überwachungsinformati-
on explizit bereitstellen, die vom dem dieser Container-
anwendung zugeordneten Überwachungsprozess über-
prüft werden kann.
[0010] Es versteht sich, dass unter einer zu einem
Überwachungsprozess zugeordneten Containeranwen-
dung diejenige Containeranwendung zu verstehen ist,
der der Überwachungsprozess jeweils zugeordnet ist.
Zweckmäßig sind unterschiedlichen Containeranwen-
dungen jeweils unterschiedliche, d. h. nichtidentische,
Überwachungsprozesse zugeordnet.
[0011] Mittels des erfindungsgemäßen Verfahrens
werden Containeranwendungen also nicht mittels einer
zentralen Komponente überwacht, sondern es werden
dezentrale Überwachungsprozesse gestartet und den je-
weiligen Containeranwendungen zugeordnet. Die Über-
wachungsprozesse sind ausgebildet und eingerichtet,
das aktuelle Verhalten mindestens einer anderen Con-
taineranwendung zu erfassen und mit einem Referenz-
verhalten der mindestens einen anderen Containeran-
wendung einem Vergleich zu unterziehen. Auf diese Wei-
se werden mindestens zwei Containeranwendungen von
mindestens zwei Überwachungsprozessen überwacht.
Folglich genügt es für einen Angreifer nicht, einen einzi-
gen zentralen Überwachungsprozess zu manipulieren,
um Containeranwendungen manipulieren zu können,
sondern es müssen mindestens zwei Überwachungspro-
zesse kompromittiert werden, um die Containeranwen-

dungen manipulieren zu können. Besonders bevorzugt
wird jeder der Containeranwendungen jeweils ein unter-
schiedlicher, d. h. ein eigener, Überwachungsprozess
zugeordnet. D. h. Überwachungsprozesse werden je-
weils lediglich einer einzigen der Containeranwendun-
gen, und nicht mehreren Containeranwendungen, zuge-
ordnet. Bevorzugt werden nicht allein mindestens zweien
der Containeranwendungen jeweils ein Überwachungs-
prozess zugeordnet, sondern drei oder vier oder mehre-
ren Containeranwendungen wird jeweils ein eigener
Überwachungsprozess zugeordnet. Je mehr Überwa-
chungsprozesse vorhanden sind, umso schwieriger wird
es für einen Angreifer, alle Überwachungsprozesse in-
dividuell zu manipulieren. Bevorzugt sind alle Überwa-
chungsprozesse eingerichtet, das aktuelle Verhalten
mindestens zweier, vorzugsweise dreier oder mehrerer
oder sämtlicher, anderer der Containeranwendungen als
der jeweils zugeordneten Containeranwendung mit ei-
nem Referenzverhalten der mindestens einen anderen
Containeranwendung einem Vergleich zu unterziehen.
Folglich wird mittels der Überwachungsprozesse nicht
allein eine einzelne Containeranwendung überwacht,
sondern es können mehrere oder sämtliche der auf den
Hostsystem laufenden Containeranwendungen über-
wacht werden. Dies erhöht die Sicherheit des Hostsys-
tems mit auf ihm laufenden Containeranwendungen
deutlich.
[0012] Vorteilhaft wird bei dem erfindungsgemäßen
Verfahren abhängig von dem Vergleich auf eine erfolgte
oder nicht erfolgte Manipulation der dem Vergleich un-
terzogenen mindestens einen Containeranwendung ge-
schlossen. Ergibt der Vergleich eine Abweichung zwi-
schen dem Verhalten der Containeranwendung und dem
Referenzverhalten, so wird auf eine erfolgte Manipulati-
on der Containeranwendung, geschlossen. Daraufhin
kann eine Alarmmeldung oder ein Alarmsignal bereitge-
stellt werden und/oder es kann eine Netzwerkkommuni-
kation der betroffenen Containeranwendung oder des
Hosts begrenzt werden und/oder es kann der Zugriff auf
eine Ein-/Ausgabeschnittstelle des Hosts durch die be-
troffenen Containeranwendung gesperrt oder allgemein
gesperrt werden, und/oder es kann die betroffene Con-
taineranwendung angehalten oder beendet oder neu ge-
startet werden. Weiterhin ist es in einer Weiterbildung
der Erfindung möglich, dass ein Neustart des Programm-
codes, d. h. des Container-Images, der betroffenen Con-
taineranwendung auf dem Host gesperrt wird.
[0013] Zweckmäßig wird bei dem Verfahren gemäß
der Erfindung das Referenzverhalten der Containeran-
wendung den Überwachungsprozessen beim Start
und/oder Stopp und/oder bei einer Änderung der min-
destens einen anderen Containeranwendung mitgeteilt,
d. h. es wird eine Information über das Referenzverhalten
übermittelt. Auf diese Weise kann flexibel auf neu ge-
startete und/oder geänderte und/oder gestoppte Contai-
neranwendungen reagiert werden. Vorzugsweise wird
das Referenzverhalten einer gestoppten Containeran-
wendung nicht weiter berücksichtigt. Vorzugsweise wird
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das Referenzverhalten bei neu gestarteten Containeran-
wendungen ergänzt und das Referenzverhalten wird
zweckmäßig bei geänderten Containeranwendungen
angepasst.
[0014] In einer vorteilhaften Weiterbildung des erfin-
dungsgemäßen Verfahrens wird der Überwachungspro-
zess der jeweiligen Containeranwendung zugeordnet,
indem der Überwachungsprozess als Teil der jeweiligen
Containeranwendung gestartet wird. Besonders bevor-
zugt sind den mindestens zwei Containeranwendungen
die Überwachungsprozesse derart zugeordnet, dass die
Überwachungsprozesse jeweils Teil einer der mindes-
tens zwei Containeranwendungen sind. Auf diese Weise
wird der Überwachungsprozess jeweils automatisch mit
dem Starten der Containeranwendung initialisiert. Mittels
des gemeinsamen Startens von Containeranwendung
und Überwachungsprozess wird in dieser Weiterbildung
der Erfindung der Überwachungsprozess automatisch
der jeweiligen Containeranwendung zugeordnet, indem
das Hostsystem den Überwachungsprozess notwendig
als Teil der Containeranwendung registriert und verwal-
tet und den Überwachungsprozess kontinuierlich der
Containeranwendung intern zuordnet. Der Überwa-
chungsprozess kann insbesondere ein Betriebssystem-
prozess sein. In dieser Weiterbildung lässt sich die Er-
findung auch als Verfahren zur Überwachung von Con-
taineranwendungen auf einem Hostsystem angeben, bei
welchem bei mindestens zweien der Containeranwen-
dungen jeweils ein Überwachungsprozess auf dem Host-
system als Teil der jeweiligen Containeranwendung ge-
startet wird, wobei die Überwachungsprozesse das ak-
tuelle Verhalten mindestens einer anderen der Contai-
neranwendungen als der Containeranwendung, deren
Teil sie jeweils sind, mit einem Referenzverhalten der
mindestens einen anderen Containeranwendung einem
Vergleich unterziehen.
[0015] Bei dem Verfahren wird in einer bevorzugten
Weiterbildung der Erfindung das aktuelle Verhalten der
mindestens einen anderen Containeranwendung mit
dem Referenzverhalten einem Vergleich hinsichtlich ei-
nes Antwortverhaltens auf eine Anfrage, d. h. eine An-
fragenachricht, und/oder hinsichtlich eines Betriebsver-
haltens und/oder hinsichtlich eines Verhaltens bei einem
Manipulationsversuch unterzogen.
[0016] Vorzugsweise teilt bei dem erfindungsgemä-
ßen Verfahren eine Referenzverhaltenskomponente den
Überwachungsprozessen das Referenzverhalten mit.
Die Referenzverhaltenskomponente kann vorteilhaft als
zentrale Komponente vorgesehen sein. In dieser Weiter-
bildung der Erfindung ist die Referenzverhaltenskompo-
nente einfach und zuverlässig administrierbar. Alternativ
und ebenfalls vorteilhaft kann die Referenzverhaltens-
komponente, zweckmäßig redundant, zumindest zwei
oder mehreren Containeranwendungen jeweils zugeord-
net werden oder Teil der zwei oder mehreren Containe-
ranwendungen sein.
[0017] Bevorzugt ist bei dem Verfahren gemäß der Er-
findung die Referenzverhaltenskomponente kryptogra-

phisch geschützt. In dieser Weiterbildung ist die Refe-
renzverhaltenskomponente ihrerseits besonders gegen
Manipulation geschützt. Dabei kann eine von der Refe-
renzverhaltenskomponente verwendete Referenzinfor-
mation bevorzugt kryptographisch geschützt sein, vor-
zugsweise verschlüsselt und/oder durch eine kryptogra-
phische Prüfsumme geschützt. Alternativ oder zusätzlich
und ebenso vorteilhaft kann der Programmcode der Re-
ferenzverhaltenskomponente verschlüsselt oder durch
eine kryptographische Prüfsumme geschützt sein, oder
er kann in obfuszierter Form vorliegen. Weiterhin bevor-
zugt kann die Referenzverhaltenskomponente eine
Selbstintegritätsüberwachungskomponente umfassen,
die die Integrität der Referenzverhaltenskomponente zur
Laufzeit überwacht.
[0018] Zweckmäßig wird bei dem erfindungsgemäßen
Verfahren in einer Weiterbildung der Erfindung die Re-
ferenzverhaltenskomponente mittels einer verteilten Da-
tenbank realisiert. Vorteilhaft ist in dieser Weiterbildung
der Erfindung die Referenzverhaltenskomponente nicht
als zentrale und daher potenziell einfacher manipulier-
bare Komponente vorgesehen, sondern die Referenz-
verhaltenskomponente ist als verteilte Datenbank deut-
lich schwerer zu manipulieren. Denn eine Manipulation
zumindest eines überwiegenden Teils der verteilten Da-
tenbank oder der vollständigen verteilten Datenbank wä-
re in dieser Weiterbildung der Erfindung eine Vorausset-
zung für eine Manipulation der Referenzverhaltenskom-
ponente. Die verteilte Datenbank kann als eine Distribut-
ed-Leger-Datenbank oder als eine Blockchain-Daten-
bank realisiert sein, bei der ein Datensatz durch einen
Block einer Blockkette kryptographisch geschützt bestä-
tigt ist. Neben der Referenzverhaltenskomponente kann
auch die Überwachungsinformation eines Containers in
einer verteilten Datenbank einem oder mehreren Über-
wachungsprozess en zur Prüfung bereitgestellt. In einer
weiteren Variante kann der Überwachungsprozess
durch einen Smart-Contract-Programmcode der verteil-
ten Datenbank realisiert sein.
[0019] Die erfindungsgemäße Anlage weist Containe-
rimages für Containeranwendungen und ein Hostsystem
auf und ist ausgebildet zur Ausführung eines erfindungs-
gemäßen Verfahrens wie vorhergehend beschrieben.
[0020] Die Anlage ist in einer vorteilhaften Weiterbil-
dung der Erfindung eine Fertigungs- und/oder Bearbei-
tungsanlage, vorzugsweise eine Werkzeugmaschine,
ein führerloses Transportsystem oder ein Roboter.
[0021] Nachfolgend wird die Erfindung anhand in der
Zeichnung dargestellter Ausführungsbeispiele näher er-
läutert.
[0022] Die einzige Zeichnungsfigur 1 zeigt eine erfin-
dungsgemäße Anlage mit einem Hostsystem zur Aus-
führung eines erfindungsgemäßen Verfahrens zur Über-
wachung von Containeranwendungen auf einem Host-
system schematisch in einer Prinzipskizze.
[0023] Auf dem Hostsystem H der in Fig. 1 dargestell-
ten erfindungsgemäßen Anlage A wird eine Container-
Laufzeitumgebung gestartet. Innerhalb der Container-
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Laufzeitumgebung werden mittels Containerimages
Containeranwendungen CONT1, CONT2, CONT3 ge-
startet. Anders als im Stand der Technik bekannt, werden
bei dem auf dem Hostsystem H ausgeführten erfindungs-
gemäßen Verfahren die Containeranwendungen
CONT1, CONT2, CONT3 nicht mittels einer zentralen
Überwachungskomponente auf Manipulationsversuche
überwacht. Stattdessen wird mittels des erfindungsge-
mäßen Verfahrens eine dezentrale Überwachung der
Containeranwendungen CONT1, CONT2, CONT3
durchgeführt. Erfindungsgemäß wird im dargestellten
Ausführungsbeispiel die Überwachung der Containeran-
wendungen CONT1, CONT2, CONT3 wechselseitig
durch die Containeranwendungen CONT1, CONT2,
CONT3 selbst durchgeführt. Auf dem erfindungsgemä-
ßen Hostsystem werden zunächst für die Container-
Laufzeitumgebung alle üblichen und an sich bekannten
Härtungsmaßnahmen durchgeführt, hier eine verpflich-
tende Zugangskontrolle (Mandatory Access Control), ei-
ne Kontrolle der Namespaces sowie eine Einschränkung
der Berechtigungen der Containeranwendungen
CONT1, CONT2, CONT3 und/oder Einschränkung der
Kommunikation, etwa mittels Calico oder anderen an
sich bekannten SDN-Lösungen (SDN = engl."Software
Defined Networking"). Mittels der Härtungsmaßnahmen
können Containeranwendungen CONT1, CONT2,
CONT3 auf dem Hostsystem H keine sensiblen Daten
von anderen Containeranwendungen CONT1, CONT2,
CONT3 einsehen.
[0024] Auf dem Hostsystem H ist eine Konfigurations-
komponente KOKO implementiert, die eine Überwa-
chungs-Konfigurations-Information UKONF zu einer ak-
tuell aktiven Laufzeitkonfiguration bereitstellt, d.h. zu ei-
ner Konfiguration aktuell ausgeführter Containeranwen-
dungen. Diese Konfigurationskomponente KOKO kann
beispielsweise die Container-Laufzeitumgebung selbst
sein oder eine davon unabhängige Konfigurationskom-
ponente KOKO und bildet eine Referenzverhaltenskom-
ponente im Sinne der vorliegenden Erfindung.
[0025] Die Überwachungs-Konfigurations-Information
UKONF beinhaltet einen Satz von Referenzwerten für
die Überwachung. Diese Referenzwerte beinhalten im
dargestellten Ausführungsbeispiel Angaben über die Art
und die Anzahl der laufenden Containeranwendungen
und Prüfsummen der laufenden Containeranwendungen
sowie Angaben über Rechte der Containeranwendun-
gen und Angaben über zulässige Netzwerk-Aktivitäten
der Containeranwendungen sowie Angaben über maxi-
male Beanspruchung von Ressourcen wie CPU-Zeit
oder RAM durch die laufenden Containeranwendungen.
In weiteren, nicht eigens dargestellten Ausführungsbei-
spielen können weitere Überwachungs-Konfigurations-
Informationen hinzutreten oder fehlen.
[0026] Die zur jeweiligen Containeranwendung gehö-
rende Überwachungs-Konfigurations-Information
UKONF kann entweder von der Konfigurations-Kompo-
nente KOKO selbst festgelegt oder berechnet werden
oder sie kann bereits im Containerimage enthalten sein.

Beispielsweise kann das Containerimage eine Vorgabe
enthalten, wie viele Netzwerk-Ressourcen oder CPU-
Ressourcen die Containeranwendungen CONT1,
CONT2, CONT3 jeweils benötigen. Diese Vorgaben im
Containerimage werden von der Konfigurationskompo-
nente KOKO überprüft und entweder akzeptiert und in
die Überwachungs-Konfigurations-Information UKONF
übernommen oder abgelehnt. Im letzten Fall wird ein
Start der Containeranwendung abgelehnt.
[0027] Die Konfigurations-Komponente KOKO ist zu-
dem zuständig für Änderungen der Überwachungs-Kon-
figurations-Information UKONF in Fällen, in welchen
Containeranwendungen gestartet oder geändert oder
gestoppt werden. Beispielsweise kann eine Container-
anwendung gestartet oder aktualisiert werden: Die Über-
wachungs-Konfigurations-Information UKONF wird in
solchen Fällen aktualisiert. Beispielsweise werden Re-
ferenzwerte für Netzwerkaktivitäten festgelegt oder ge-
ändert oder es werden Prüfsummen über Inhalte der
Containeranwendungen ermittelt oder neu berechnet.
Die Konfigurations-Komponente KOKO aktualisiert dar-
aufhin entweder selbst die Überwachungs-Konfigurati-
ons-Information UKONF oder veranlasst die Anpassung
der Überwachungs-Konfigurations-Information an die
neu ermittelten oder geänderten Referenzwerte. Werden
Containeranwendungen gestoppt, so werden zur ent-
sprechenden Containeranwendung CONT1, CONT2,
CONT3 zugehörige Elemente der Überwachung-Konfi-
gurations-Information UKONF gelöscht. Zweckmäßig
wird die Überwachungs-Konfigurations-Information
UKONF von der Konfigurationskomponente KOKO und
von den Containeranwendungen CONT1, CONT2,
CONT3, denen sie übermittelt worden ist, gelöscht.
[0028] Im dargestellten Ausführungsbeispiel ist die
Konfigurationskomponente KOKO infolge einer Realisie-
rung als vertrauenswürdige Ausführungsumgebung aus-
gebildet, sodass Manipulationen der Konfigurationskom-
ponente KOKO durch einen Angreifer mit entsprechen-
den Rechten erschwert sind und die Konfigurationskom-
ponente KOKO grundsätzlich als vertrauenswürdig be-
trachtet werden kann. Die Überwachungs-Konfigurati-
ons-Information UKONF wird den Containeranwendun-
gen CONT1, CONT2, CONT3 als Referenzinformation
bereitgestellt, sodass diese jeweils eine Überwachungs-
funktionalität mit einer im Folgenden beschriebenen
Überwachungskomponente UEKO realisieren.
[0029] Die Überwachungskomponente UEKO ist im
dargestellten Ausführungsbeispiel nicht als zentrale
Komponente realisiert, sondern ist jeweils als dezentrale
Überwachungskomponente UEKO der Containeran-
wendungen CONT1, CONT2, CONT3 selbst realisiert,
die jeweils die übrigen Containeranwendungen CONT1,
CONT2, CONT3, überwacht. Die Überwachungskomp-
onenten UEKO der Containeranwendungen CONT1,
CONT2, CONT3 sind ausgebildet, Überwachungsaktio-
nen UEB in Form eines Erfassens von Aktivitäten ande-
rer Containeranwendungen CONT1, CONT2, CONT3
und Vergleiche der erfassten Aktivitäten mit in der Über-
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wachungs-Konfigurations-Information UKONF enthalte-
nen Referenzwerten auszuführen. Zudem umfassen die
Überwachungsaktionen UEB einen Liveliness-Check
von anderen, nicht eigens in Fig. 1 dargestellten, Con-
taineranwendungen und Portscans auf dem Hostsystem
H sowie eine Anforderung von durch andere Container-
anwendungen CONT1, CONT2, CONT3 erfassten Akti-
vitäten von Containeranwendungen CONT1, CONT2,
CONT3 und eine Attestierung von erfassten Aktivitäten
von Containeranwendungen CONT1, CONT2, CONT3
an andere Überwachungskomponenten UEKO.
[0030] Wenn eine Überwachungskomponente UEKO
Abweichungen der erfassten Aktivitäten einer Containe-
ranwendung CONT1 im Vergleich zu den bereitgestell-
ten Referenzwerten feststellt, so leitet sie
Gegenmaßnahmen ein. Dazu gehören beispielsweise
eine Benachrichtigung der anderen Überwachungskom-
ponenten UEKO über die gemessene Abweichung der
überwachten Containeranwendung CONT1 sowie eine
Benachrichtigung einer Komponente außerhalb der Con-
taineranwendungen CONT1, CONT2, CONT3, die wei-
tergehende Maßnahmen, wie beispielsweise das Stop-
pen der überwachten Containeranwendung, ausführt.
[0031] Im dargestellten Ausführungsbeispiel wird die
Überwachungs-Konfigurations-Information UKONF
durch die KonfigurationsKomponente KOKO verwaltet.
Jede Containeranwendung CONT1, CONT2, CONT3
weist dabei eine eigene Überwachungskomponente UE-
KO auf, die für die Überwachung der anderen Containe-
ranwendung CONT1, CONT2, CONT3 auf dem Hostsys-
tem H zuständig ist, und welche die von der Konfigura-
tionskomponente KOKO verwaltete Überwachungs-
Konfigurations-Information UKONF mittels Ladevorgän-
gen LAE lädt. Im dargestellten Ausführungsbeispiel er-
folgt die Überwachung UEB der Containeranwendungen
CONT1, CONT2, CONT3 durch viele Containeranwen-
dungen CONT1, CONT2, CONT3 gleichzeitig und nicht
mehr durch eine zentrale Instanz. Das beschriebene Ver-
fahren hat allerdings den Nachteil, dass die Überwa-
chungs-Konfigurations-Information UKONF mit der zen-
tralen Konfigurationskomponente KOKO selbst wieder
ein zentraler Angriffspunkt für eine mögliche Manipulati-
on ist.
[0032] In einem weiteren, nicht eigens dargestellten
Ausführungsbeispiel wird die Überwachungs-Konfigura-
tions-Information UKONF daher nicht mehr mittels einer
zentralen Konfigurationskomponente KOKO verwaltet,
sondern die Verwaltung erfolgt mittels der Containeran-
wendungen selbst. Dazu wird die aktuelle Überwa-
chungs-Konfigurations-Information UKONF jeweils als
Referenz-Information beim Starten einer Containeran-
wendung CONT1, CONT2, CONT3 in das jeweilige Con-
tainerimage oder in das Dateisystem der geladenen Con-
tainerinstanz eingefügt. Die Konfigurationskomponente
KOKO ist in diesem Ausführungsbeispiel lediglich noch
ausgebildet, beim Starten,
Ändern und Stoppen einer Containeranwendung durch-
zuführende Änderungen der Referenzwerte in der Über-

wachungs-Konfigurations-Information UKONF an alle
Container zu übermitteln. Die Konfigurationskomponen-
te KOKO überwacht dabei allenfalls noch die Konsistenz
der Überwachungs-Konfigurations-Information UKONF
mit den aktuell tatsächlich gestarteten Containeranwen-
dungen CONT1, CONT2, CONT3. Dies erfolgt beispiels-
weise dadurch, dass der aktuelle Überwachungsprozess
so lange gestoppt wird, bis die Änderungen in allen Über-
wachungs-Konfigurations-Informationen UNKONF der
laufenden Containeranwendungen CONT1, CONT2,
CONT3 durchgeführt ist. Alternativ kann ein Zeitfenster
definiert sein, in welchem Überwachungskomponenten
UEKO Abweichungen von Referenzwerten in der Über-
wachungs-Konfigurations-Information UKONF oder feh-
lende oder infolge gestoppter Containeranwendungen
CONT1, CONT2, CONT3 obsolet gewordene Elemente
der Überwachungs-Konfigurations-Information UKONF
akzeptiert.
[0033] Im dargestellten Ausführungsbeispiel ist jeweils
eine Überwachungskomponente UEKO in jede der Con-
taineranwendungen CONT1, CONT2, CONT3 einge-
bracht. Optional kann beim Start einer neuen Containe-
ranwendung geprüft werden, ob eine geeignete Überwa-
chungs-Komponente UEKO im Container-Image der
neunen Containeranwendung vorhanden ist. Andernfalls
wird die Ausführung der neuen Containeranwendung
verhindert. In dieser vorteilhaften Ausgestaltung kann si-
chergestellt werden, dass jede der Containeranwendun-
gen eine Überwachungskomponente UEKO beinhaltet.
[0034] Alternativ kann in weiteren Ausführungsbei-
spielen jeweils beim Bau des auszuführenden Containe-
rimages auf einem Hostsystem, oder mehreren unter-
schiedlichen Hostsystemen eine Überwachungskompo-
nente UEKO in das Containerimage integriert werden.
[0035] In dazu alternativen Ausführungsbeispielen
kann zu jeder Containeranwendung CONT1, CONT2,
CONT3 zugeordnet ein eigenständiger Überwachungs-
prozess auf dem Hostsystem H gestartet werden, der
seine Überwachungs-Konfigurations-Information
UKONF mit den Überwachungsprozessen anderer Con-
taineranwendungen CONT1, CONT2, CONT3 abgleicht.
In diesen Ausführungsbeispielen befinden sich also die
Überwachungs-Konfigurations-Informationen UKONF
und die Überwachungskomponenten UEKO nicht in den
Containeranwendungen CONT1, CONT2, CONT3
selbst, sondern jeweils in zu den Containeranwendun-
gen CONT1, CONT2, CONT3 korrespondierenden
Überwachungsprozessen auf dem Hostsystem H.
[0036] Die Überwachungskomponenten UEKO des
dargestellten Ausführungsbeispiels, welche Bestandtei-
le der jeweiligen Containeranwendungen CONT1,
CONT2, CONT3 sind, können nicht nur weitere Contai-
neranwendungen CONT1, CONT2, CONT3 des glei-
chen Herstellers überwachen, sondern auch Container-
anwendungen anderer Hersteller. Hierbei kann in weite-
ren Ausführungsbeispielen festgelegt sein, dass keine
Informationen in der Überwachungs-Konfigurations-In-
formation UNKONF sensible Daten über die Container-
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anwendung selbst beinhalten. Dies kann beispielsweise
durch eine im Containerimage definierte Policy realisiert
sein, die der beim Starten der jeweiligen Containeran-
wendung des fremden Herstellers der Konfigurations-
komponente KOKO bereitgestellt wird und in der be-
schrieben ist, welche Referenzwerte für die Überwa-
chung UEB erlaubt sind. Die Konfigurationskomponente
KOKO entscheidet dann, ob sie diese Containeranwen-
dung starten will oder ob ein Start verboten ist, etwa weil
die Policy der Containeranwendung CONT1, CONT2,
CONT3 zu restriktiv ist.
[0037] Der Überwachungsprozess selbst, der durch
die Überwachungskomponenten UEKO der einzelnen
Containeranwendungen CONT1, CONT2, CONT3
durchgeführt wird, kann entweder unabhängig von jeder
Containeranwendung CONT1, CONT2, CONT3 selbst
durchgeführt werden oder die Überwachungsprozesse
können einen Peerto-Peer-Mechanismus (P2P-Mecha-
nismus) anwenden, bei dem die Containeranwendungen
die erfassten Aktivitäten austauschen, um sie dann mit
den Referenzwerten in der Überwachungs-Konfigurati-
ons-Information UKONF zu vergleichen.
[0038] Neben dem Vergleich von Referenzwerten in
der Überwachungs-Konfigurations-Information UKONF
können die Überwachungskomponenten UEKO der
Containeranwendungen CONT1, CONT2, CONT3 zu-
dem auch auf einer aktiveren Weise auffällige Aktivitäten
von anderen Containeranwendungen CONT1, CONT2,
CONT3 erfassen:
So können die Aktivitäten von Containeranwendungen
CONT1, CONT2, CONT3 überwacht und als potenziell
gefährlich eingeordnet werden, wenn diese Container-
anwendungen auf einen normalen Request nicht die er-
wartete Antwort liefern. Das Überwachen durch die Über-
wachungskomponenten erstreckt sich folglich nicht allein
auf eine passive Überwachung, sondern kann auch das
aktive Aussenden von Requests an die überwachte Con-
taineranwendung CONT1, CONT2, CONT3 umfassen.
[0039] Die Überwachungskomponenten UEKO kön-
nen eine Überwachung UEB auch aktiv mittels dynami-
sierter Testfragen, d. h. Anfragenachrichten, an andere
Containeranwendungen vornehmen, z.B. Informationen
über interne Hashwerte oder Inhalte von bestimmten Da-
teien abfragen. Die erhaltenen Antworten werden bei-
spielsweise von den Überwachungskomponenten UE-
KO erfasst und mit von den Überwachungskomponenten
UEKO selbst berechneten Werten verglichen.
[0040] Die Überwachungskomponenten UEKO kön-
nen im dargestellten Ausführungsbeispiel zudem Re-
quests, die nicht dem normalen Verhalten entsprechen,
an andere Containeranwendungen stellen. Im Erfolgsfall
gibt die Überwachungskomponente UEKO dann einen
Alarm.

Patentansprüche

1. Verfahren zur Überwachung (UEB) von Container-

anwendungen (CONT1, CONT2, CONT3) auf einem
Hostsystem (H), bei welchem zu mindestens zweien
der Containeranwendungen (CONT1, CONT2,
CONT3) jeweils ein Überwachungsprozess (UEKO)
auf dem Hostsystem (H) gestartet und, vorzugswei-
se mittels einer datentechnischen Verknüpfung, zu-
geordnet wird, wobei die Überwachungsprozesse
(UEKO) das aktuelle Verhalten mindestens einer an-
deren der Containeranwendungen (CONT1,
CONT2, CONT3) als der jeweils zugeordneten Con-
taineranwendung (CONT1, CONT2, CONT3) mit ei-
nem Referenzverhalten (UKONF) der mindestens
einen anderen Containeranwendung (CONT1,
CONT2, CONT3) einem Vergleich unterziehen.

2. Verfahren nach dem vorhergehenden Anspruch, bei
welchem abhängig von dem Vergleich auf eine er-
folgte Manipulation der dem Vergleich unterzogenen
mindestens einen Containeranwendung (CONT1,
CONT2, CONT3) geschlossen wird.

3. Verfahren nach einem der vorhergehenden Ansprü-
che, bei welchem das Referenzverhalten (UKONF)
der Containeranwendung (CONT1, CONT2,
CONT3) den Überwachungsprozessen (UEKO)
beim Start und/oder Stopp und/oder bei einer Ände-
rung der mindestens einen anderen Containeran-
wendung (CONT1, CONT2, CONT3) mitgeteilt wird.

4. Verfahren nach einem der vorhergehenden Ansprü-
che, bei welchem der Überwachungsprozess (UE-
KO) der jeweiligen Containeranwendung (CONT1,
CONT2, CONT3) zugeordnet wird, indem der Über-
wachungsprozess (UEKO) als Teil der jeweiligen
Containeranwendung (CONT1, CONT2, CONT3)
gestartet wird.

5. Verfahren nach einem der vorhergehenden Ansprü-
che, bei welchem das aktuelle Verhalten der min-
destens einen anderen Containeranwendung
(CONT1, CONT2, CONT3) mit dem Referenzverhal-
ten (UKONF) einem Vergleich hinsichtlich eines Ant-
wortverhaltens auf eine Frage und/oder hinsichtlich
eines Betriebsverhaltens und/oder hinsichtlich eines
Verhaltens bei einem Manipulationsversuch unter-
zogen wird.

6. Verfahren nach einem der vorhergehenden Ansprü-
che, bei welchem eine Referenzverhaltenskompo-
nente (KOKO) den Überwachungsprozessen (UE-
KO) das Referenzverhalten (UKONF) mitteilt.

7. Verfahren nach einem der vorhergehenden Ansprü-
che, bei welchem die Referenzverhaltenskompo-
nente (KOKO) kryptographisch geschützt ist.

8. Verfahren nach einem der vorhergehenden Ansprü-
che, bei welchem die Referenzverhaltenskompo-
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nente (KOKO) mittels einer verteilten Datenbank
realisiert wird.

9. Anlage, aufweisend Containerimages für Containe-
ranwendungen (CONT1, CONT2, CONT3) und ein
Hostsystem (H), ausgebildet zur Ausführung eines
Verfahrens nach einem der vorhergehenden An-
sprüche.

10. Anlage nach dem vorhergehenden Anspruch, wel-
che eine Fertigungs- (A) und/oder Bearbeitungsan-
lage ist.

13 14 
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