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(54) METHOD AND SYSTEM TO ESTIMATE SPEAKER CHARACTERISTICS ON-THE-FLY FOR 
UNKNOWN SPEAKER WITH HIGH ACCURACY AND LOW LATENCY

(57) A computer-implemented technique is present-
ed for profiling an unknown speaker. A DNN-based frame
selection allows the system to select the relevant frames
necessary to provide a reliable speaker characteristic es-
timation. A frame selection module selects those frames
that contain relevant information for estimating a given
speaker characteristic and thereby contributes to the ac-
curacy and the low latency of the system. Real-time
speaker characteristics estimation allows the system to
estimate the speaker characteristics from a speech seg-
ment of accumulated selected frames at any given time.
The frame level processing contributes to the low latency
as it is not necessary to wait for the whole speech utter-
ance to predict a speaker characteristic but rather a
speaker characteristic is estimated from only a few reli-
able frames. Different stopping criteria also contribute to
the accuracy and the low latency of the system.
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Description

FIELD

[0001] The present disclosure relates to speaker pro-
filing by means of speaker characteristic estimation from
the speech signal. The speech signal contains specific
characteristic information related to physical (e.g., gen-
der, age, height, weight, BMI), geographical (e.g., lan-
guage, accent), sociolect (e.g., dialect) and/or ethnic
background (e.g., race) of the speaker.

BACKGROUND

[0002] Speech analytics technologies have been ap-
plied to several areas like communication, marketing,
and security. Speech analytics adds value to these areas
in different ways by providing specific information about
speakers. This information can be obtained from the
speech signal. The speech signal contains speaker char-
acteristics which can be extracted automatically to know
specific aspects of a person.
[0003] There is a strong benefit to perform the extrac-
tion of speaker characteristics in real-time, e.g., for se-
curity alerts it is necessary to have a minimum response
time, or for sales agents working in call centers it is very
helpful to make recommendations personalized to a par-
ticular speaker in "conversation time". To get quick re-
sponses, a system low latency is required.
[0004] System accuracy is also critical for these appli-
cations because it is important to make the right decision,
as mistakes can have negative consequences for the
security of the people involved, or provide a bad experi-
ence to customers if the response does not fulfill their
expectations.
[0005] A few prior art systems are noted below. One
system focuses on identifying speakers for call centers.
Call center applications need to work in real-time to pro-
vide an output in a reasonable time interval. However,
this system does not provide information about speaker
characteristics. It only provides the identity of known
speakers, i.e. speakers previously enrolled in the system.
Moreover, the implementation is not based on DNN ar-
chitectures.
[0006] Other speaker identification systems operating
in real-time for applications such as web-based confer-
encing have emerged as well. Most of these speaker
identification/recognition applications have been used to
detect who is speaking along the conversation, also
called speaker diarization, or generating a profile (e.g.,
age, gender, job occupation) about who is speaking with
the goal reinforcing the speaker identification task with
additional speaker characteristics to overcome the lack
of context information, or associate additional speaker
data to a speaker that was previously enrolled. Unlike
these approaches, the system proposed in this disclo-
sure performs speech analytics for unknown speakers
(i.e. not enrolled speakers in the system). The proposed

system provides characteristics ’on-the-fly’ for an un-
known speaker like the gender, age, height, body mass
index (BMI), or language from the speech signal.
[0007] Speaker recognition systems have also been
used to train hierarchical speaker clusters. Voice data
from known speakers and associated label are employed
in the cluster training process. Labels contain information
about gender, age and native language. Clusters are
based on Gaussian Mixture Models (GMMs) and Mel-
Frequency Cepstral Coefficients (MFCCs) were used in
the training process. During the recognition phase a test
speaker is associated to a speaker identity and at the
same time is assigned to a speaker cluster. In contrast,
the proposed system is based on Deep Neural Networks
(DNNs) models, one model for each characteristic.
These models are trained using speech from speakers
who are different from the test ones (unknown speakers).
[0008] The technique presented in this disclosure
makes use of frame selection to extract the relevant
frames of interest. While this disclosure proposes the use
of DNNs to extract the best frames of interest for each
speaker characteristic extracted, other techniques such
as Voice Activity Detection (VAD) could potentially be
used to separate speech for silence, so that only speech
segments would be considered in the estimation of
speaker characteristics. However, while VAD makes use
of a short-term energy analysis, Deep Learning-based
analysis was shown, in the context of a speaker verifica-
tion task, to improve performance to carry out frame se-
lection.
[0009] Other known techniques use physical charac-
teristics to improve the accuracy of the speaker identifi-
cation. It consists in the extraction and analysis of vocal
characteristics and frequently used words in the voice
segment. The extracted information helps to fill a data-
base linking the age, gender even ethnic group with the
speaker identity. Similarly, techniques have been devel-
oped to provide a likely age range associated with the
speaker based on the evaluation of a spoken phrase in
terms of prosody such as speaker rate, number and
length of pauses in the spoken phrase, misarticulation of
a portion of the spoken phrase, and vocal intensity of the
caller’s voice.
[0010] Regarding the topic of speaker characteristics
prediction, there is work in the art related to age predic-
tion, height estimation or BMI classification from speech.
None of these methods need to obtain live results and
they have not been developed using DNN-based algo-
rithms. In contrast, the proposed system achieves speak-
er characteristics ’on-the-fly’ and is based on DNN archi-
tectures.
[0011] Breakthroughs in Deep Learning has led to de-
velopment of accurate methods estimating speaker char-
acteristics offline with DNN-based models (e.g., age es-
timation) and by mixing DNN-models with other technol-
ogies such as facial recognition. In contrast, the proposed
system, which is also based on DNNs architectures, per-
forms live speaker characteristics estimation providing
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results with a very low latency.
[0012] Low latency is one of the main points of this
disclosure. Achieving the extraction of speaker charac-
teristics in the shortest amount of time allows to provide
better services by enhancing the user experience. Such
systems are able to help sales agents working in call
centers or intelligent agents (or bots) making recommen-
dations to offer a customized product or specific services
according to the customer characteristics. Using "on-the-
fly" specific characteristics extraction enables systems
to offer new products, services or specific content to cus-
tomers nearly real-time. Just a few seconds can make a
difference between a high-quality service and a poor
service. Another important point to keep in mind is the
accuracy. The higher the accuracy, the better the serv-
ices will be.
[0013] One of the main challenges to develop the ex-
traction of speaker characteristics "on-the-fly" with high
accuracy is related to the selection of the speech features
to use and to know when a specific speaker characteristic
has been extracted so that a real-time action based on
the extraction of the speaker characteristic can take
place. These challenges have been solved in this disclo-
sure.
[0014] This section provides background information
related to the present disclosure which is not necessarily
prior art.

SUMMARY

[0015] This section provides a general summary of the
disclosure, and is not a comprehensive disclosure of its
full scope or all of its features.
[0016] In one aspect, a computer-implemented meth-
od is provided for profiling an unknown speaker, such
that a profile for a speaker includes a set of speaker char-
acteristics. The method includes: receiving a speech sig-
nal from an unknown speaker, where the speech signal
is comprised of a plurality of data frames; for each speak-
er characteristic in the set of speaker characteristics, se-
lecting a subset of data frames from a corresponding
speech signal in the plurality of speech signals and there-
by exclude other data frames in the corresponding
speech signal from the subset of data frames, where the
data frames in the subset of data frames contain infor-
mation about the speaker characteristic of interest; and
for a given speaker characteristic, generating a feature
vector from the subset of selected data frames corre-
sponding to the given speaker characteristic and predict-
ing a value for the given speaker characteristic from the
feature vector using machine learning. The speaker char-
acteristics may include but are not limited to age, height,
body mass index, gender, accent, dialect and race.
[0017] The speech signal may be captured from the
unknown speaker using a microphone.
[0018] In one embodiment, selecting a subset of data
frames from a speech signal is implemented using at
least one classifier (e.g., a neural network) for each

speaker characteristic.
[0019] Similarly, predicting a value for the given speak-
er characteristic may be implemented using a neural net-
work (e.g., a feed-forward artificial neural network) for
each speaker characteristic.
[0020] The method may further include assessing re-
liability of the predicted value for the given speaker char-
acteristic; and adding the predicted value for the given
speaker characteristic to a profile for the unknown speak-
er when the predicted value for the given speaker char-
acteristic is deemed reliable. In one embodiment, relia-
bility of the predicted value for the given speaker char-
acteristic is assessed by comparing the predicted value
to a prediction interval, and deeming the predicted value
reliable when the predicted value falls within the predic-
tion interval, where the prediction interval is based on a
variance of a difference between predicted values for the
given speaker characteristic and true values for the given
speaker characteristic.
[0021] In another aspect, a computer-implemented
method is provided for profiling an unknown speaker,
such that a profile for a speaker includes a set of speaker
characteristics. The method includes: a) receiving a
speech signal from an unknown speaker, where the
speech signal is comprised of a plurality of data frames;
b) accumulating data frames from the plurality of data
frames in a buffer; c) generating, at a given time, a feature
vector from the data frames accumulated in the data buff-
er; d) predicting a value for a given speaker characteristic
from the feature vector using machine learning, and as-
sessing reliability of the predicted value for the given
speaker characteristic; e) adding the predicted value for
the given speaker characteristic to a profile for the un-
known speaker when the predicted value for the given
speaker characteristic is deemed reliable; and repeating
steps b) - d) when the predicted value for the given speak-
er characteristic is deemed unreliable.
[0022] The speech signal may be captured from the
unknown speaker using a microphone.
[0023] In one embodiment, the reliability of the predict-
ed value for the given speaker characteristic is assessed
by comparing the predicted value to a prediction interval,
and deeming the predicted value reliable when the pre-
dicted value falls within the prediction interval, where the
prediction interval quantifies uncertainty related to the
predicted value, for example based on a variance of a
difference between predicted values for the given speak-
er characteristic and true values for the given speaker
characteristic.
[0024] In another embodiment, the reliability of the pre-
dicted value for the given speaker characteristic is as-
sessed by comparing the predicted value to a prediction
interval, where the prediction interval is based on a var-
iance of a difference between predicted values for the
given speaker characteristic and true values for the given
speaker characteristic; computing a weighted average
using the predicted value and a previous weighted aver-
age when the predicted value falls within the prediction
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interval, where the previous weighted average is com-
puted using at least one predicted value for the given
speaker characteristic predicted from a feature vector
generated at a time earlier than the given time; comparing
the weighted average to another prediction interval; and
deeming the predicted value reliable when the weighted
average falls within the prediction interval.
[0025] For each speaker characteristic in the set of
speaker characteristics, a value for a particular speaker
characteristic is predicted from the feature vector using
a corresponding neural network, where a different neural
network is implemented for each speaker characteristic
in the set of speaker characteristics.
[0026] The steps of accumulating data frames from the
plurality of data frames in a buffer, generating a feature
vector from the data frames accumulated in the data buff-
er, and predicting a value for each speaker characteristic
in the set of speaker characteristics that is deemed un-
reliable are repeated until each speaker characteristic in
the set of speaker characteristics is deemed reliable.
[0027] In some embodiments, the feature vector is
generated from a number of data frames which varies
over time.
[0028] In yet another aspect, a system is presented for
profiling an unknown speaker. The system includes: a
frame extractor, a feature extractor, a speaker estimator
and a speaker profiler. The frame extractor is configured
to receive a speech signal from an unknown speaker and
accumulate data frames from the speech signal in a buff-
er. The feature extractor is configured to generate a fea-
ture vector from the data frames in the buffer. The speak-
er estimator is configured to receive the feature vector
from the feature extractor and, for each speaker charac-
teristic in the set of speaker characteristics, predict a val-
ue for a speak characteristic from the feature vector using
a first set of neural networks, where the speaker estimator
implements a different neural network for each speaker
characteristic in the set of speaker characteristics. The
speaker profiler is configured to receive the predicted
values for each speaker characteristic from the speaker
estimator, where the speaker profiler assesses the reli-
ability of the predicted value for each speaker character-
istic and adds the predicted value for a given speaker
characteristic to a speaker profile when the predicted val-
ue for the given speaker characteristic is deemed relia-
ble. A microphone is configured to capture the speech
signal from the unknown speaker.
[0029] The system may further include a frame selector
configured to receive the speech signal from the frame
extractor. The frame selector selects a subset of data
frames from a corresponding speech signal in the plural-
ity of speech signals and accumulates the subset of data
frames in a buffer corresponding to the speaker charac-
teristic, thereby excluding other data frames in the cor-
responding speech signal from the subset of data frames,
where the data frames in the subset of data frames con-
tain information about the speaker characteristic of inter-
est. The frame selector may select a subset of data

frames from each of the plurality of speech signals using
a second set of neural networks, where the frame selector
implements a different neural network for each speaker
characteristic in the set of speaker characteristics.
[0030] In one embodiment, the speaker profiler as-
sesses reliability of the predicted value for a given speak-
er characteristic by comparing the predicted value to a
prediction interval and deeming the predicted value reli-
able when the predicted value falls within the prediction
interval, where the prediction interval quantifies uncer-
tainty related to the predicted value.
[0031] In other embodiments, the speaker profiler as-
sess reliability of the predicted value by comparing the
predicted value to a prediction interval, where the pre-
diction interval is based on a variance of a difference
between predicted values for the given speaker charac-
teristic and true values for the given speaker character-
istic; computing a weighted average using the predict
value and a previous weighted average when the pre-
dicted value falls within the prediction interval, where the
previous weighted average is computed using at least
one predicted value for the given speaker characteristic
predicted from a feature vector generated at a time earlier
than the given time; comparing the weighted average to
another prediction interval; and deeming the predicted
value reliable when the weighted average falls within the
prediction interval.
[0032] Further areas of applicability will become ap-
parent from the description provided herein. The descrip-
tion and specific examples in this summary are intended
for purposes of illustration only and are not intended to
limit the scope of the present disclosure.

DRAWINGS

[0033] The drawings described herein are for illustra-
tive purposes only of selected embodiments and not all
possible implementations, and are not intended to limit
the scope of the present disclosure.

Figure 1 is a diagram showing a proposed system
for "on-the-fly" speaker characteristics estimation
and user profiling.

Figure 2 is a diagram explaining the frame selection;
the diagram covers the steps from when a live
speech signal is received to the one when a frame
has been selected or not for each characteristic.

Figure 3A is a diagram showing the training data
used for the frame selection process and a module
to select a threshold for reliable-frame criterion,
where the training data is used as input for each
DNN-based classifier.

Figure 3B is a graph depicting an example of frame
confidence score distribution for the age character-
istic to calculate the threshold for the reliable-frame
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selection criterion.

Figure 4 is a diagram showing an example of the test
process at the end of the frame selection module.

Figure 5 is a diagram explaining the live feature ex-
traction workflow from the first step when a vector of
coefficients has been extracted to the last one when
the vector is ready to be used by the speaker char-
acteristics estimation module.

Figure 6 is a diagram showing the training data as
input for each DNN-based classifier, along with dif-
ferent values or classes used for each characteristic.

Figure 7 is a diagram showing an example of the test
process for the gender and age characteristics.

Figure 8 is a diagram showing the workflow for the
stopping criteria from the first step, when a minimum
number of frames criterion has to be satisfied to the
last step when a reliable prediction is provided for
each characteristic.

Figure 9 is a diagram illustrating how the prediction
interval (PI) estimation used for determining the min-
imum number of accumulated frames is estimated
at training time and how the test phase is conducted,
including how the prediction interval (PI) estimation
process is based on the variance of the difference
between the true value and the predicted values (top)
and how the evaluation of a speech segment of ac-
cumulated selected frames at time t by the minimum
accumulated frame number criterion (bottom).

Figure 10 shows the standard Normal z-table for two-
tailed probabilities, where the table represents the
area or percentage under the standard normal curve
corresponding to any z-score.

Figure 11 is a graph showing the age prediction sys-
tem performance as a function of the number of avail-
able frames.

Figure 12 is a diagram illustrating the prediction in-
terval (PI) estimation for the reliable prediction crite-
rion and the evaluation of a speech segment by the
aforementioned criterion, where the prediction inter-
val (PI) process is based on the variance of the dif-
ference between the true value and the predicted
values (top) and the evaluation of the reliable pre-
diction criterion (bottom).

Figure 13 is a diagram illustrating the threshold’s es-
timation for each class from Log-Likelihood Ratios
(LLRs) for speaker characteristics with categorical
values and the minimum number of frames criterion,
where the thresholds’ estimation is based on the

LLRs (top) and the evaluation of the minimum
number of frames criterion during the test phase (bot-
tom).

Figure 14 is a diagram illustrating the threshold’s es-
timation for each class from LLRs and the reliability
prediction criterion, where the thresholds’ estimation
is based on the weighted average LLRs using a train-
ing dataset (top) and the evaluation of the reliable
prediction criterion during the test phase (bottom).

[0034] Corresponding reference numerals indicate
corresponding parts throughout the several views of the
drawings.

DETAILED DESCRIPTION

[0035] Example embodiments will now be described
more fully with reference to the accompanying drawings.
[0036] Figure 1 shows the general system to estimate
’on-the-fly’ speaker characteristics and user profiling. In
a nutshell, the speaker characteristics prediction is per-
formed at each time t. The system will estimate those
characteristics using a segment of N selected frames ac-
cumulated at a time t. As a result, the speaker charac-
teristics estimation is performed in real time (or nearly
real-time).
[0037] The system follows a novel approach for speak-
er characteristics prediction. It performs the predictions
using short-term cepstral features modeling, that is cep-
stral vectors representing the spectral content of speech
window modeled through a generative model such as
Gaussian Mixture Model (GMM), and a DNN-based pre-
diction model. As mentioned, the unique capabilities of
the disclosure as compared to prior art systems lie in the
low latency and high accuracy of the speaker character-
istics extraction process.
[0038] The disclosure includes a frame selection mod-
ule 010, which is one novel component of the disclosure,
contributing to the high accuracy and low latency, a fea-
ture extraction module 020, a speaker characteristics es-
timation module 030 based on DNNs, and novel stopping
decision criteria 040 to provide accurate predictions of
speaker characteristics. As used herein, the term module
may refer to, be part of, or include an Application Specific
Integrated Circuit (ASIC), an electronic circuit, a compu-
ter processor that execute one or more software or
firmware programs, a combinational logic circuit, and/or
other suitable components that provide the described
functionality.
[0039] Figure 2 shows the frame selection 010 work-
flow. For each specific characteristic, the frame selection
module 010 aims at filtering frames which do not contain
relevant information to extract the specific speaker char-
acteristic. As a result, the frames containing very little
information to identify a specific user characteristic will
be eliminated and not be processed. This frame selection
process contributes to a faster convergence towards
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identifying a specific speaker characteristic. Another con-
sequence of processing only relevant frames is an im-
provement in the accuracy of the speaker characteristics
prediction.
[0040] The frame selection module 010 consists of
three sub-modules: frame extraction 011, frame confi-
dence score estimation 012, and reliable-frame criterion
013. In the example embodiment, the voice is collected
at frame level by means of an independent microphone
or one embedded in an electronic device.
[0041] For frame confidence score estimation 012, the
confidence scores are calculated for each frame. This
confidence score will be used to select the most suitable
frames to predict speaker characteristics. In one embod-
iment, this block is designed with several DNN-based
classifiers in parallel. For example, one classifier is im-
plemented per speaker characteristic. Every classifier
may be a Convolutional Neural Networks (CNNs) imple-
mentation.
[0042] Figure 3 explains how the classifiers are trained
and the probabilities of each class, i.e. confidence
scores, are obtained.
[0043] Figure 3 on the left shows the training data pro-
vided as input to each DNN-based classifier. Each clas-
sifier is trained with the speech frames labeled for a spe-
cific characteristic. In this example, gender and age are
the speaker characteristics used.
[0044] The training dataset consists of voice samples
and its associated labels per characteristic. Voice sam-
ples, which have a duration of 25 ms, are raw speech
data to which a Hamming window is applied with a shift
of 10 ms to obtain the next frame at the subsequent iter-
ation.
[0045] The labels corresponding to the characteristics
expressed as numerical values, e.g., age, height and
BMI, are mapped to a number of classes per character-
istic, Kcharacteristic. Each Kcharacteristic value will be chosen
according to the required levels of granularity.
[0046] For the labels corresponding to categorical val-
ues (e.g., gender and language), the number of classes,
Kcharacteristic, will depend on the number of classes which
are in the database. For example, Klanguage value will
depend on the number of languages represented in the
database.
[0047] Figure 3 includes example K values for gender
and age. In case of gender, Kgender = 2 is used to classify
male speech and female speech. In case of age, Kage =
3 is defined after deciding to classify the age in the class-
es: youngs, middle-age and elders. The same process
would apply to the remaining characteristics of interest.
[0048] Throughout the training process a class bal-
anced database is used to train appropriately every class
for each characteristic.
[0049] In the example embodiment, the architecture of
the classifiers is the same for all the characteristics. It is
composed of several filter stages followed by a classifi-
cation stage. The initial filter stages are also known as
feature extraction phases. The architecture consists of

convolutional layers, max-pooling layers, and non-linear
activation functions. The classification stage consists of
a fully-connected layer and a softmax layer. The softmax
layer is used to represent the probability distribution of
each class i for each frame x, p(i|x).
[0050] More specifically, the softmax function is as fol-
lows: 

i = 1, ..., K ;  where the stand-
ard exponential function is applied to each element zi of
the vector z. The values σ(z)i, which represent the prob-
abilities for each class, are normalized to ensure that the
classifier outputs are between 0 and 1. The sum of the
components σ(z) is 1. The probabilities of the classes
represent the confidence scores of those classes.
[0051] Once the classifiers are trained, the confidence
scores are provided as input to the reliable frame selec-
tion module 013. In one example embodiment, each
characteristic classifier has a specific threshold associ-
ated (γcharacteristic). It is used to determine when a frame
is reliable.
[0052] To determine the threshold for a specific char-
acteristic, first run the previous classification step for a
specific dataset using the frame confidence score esti-
mation module. Then, use the classification outputs, i.e.
confidence scores, to calculate the confidence score dis-
tribution.
[0053] Figure 3 on the right depicts an example of a
frame confidence score distribution for the age charac-
teristic. Only the correctly classified frames, i.e. when the
most probable class is the right class, are used according
to the label in the dataset. The distribution is used to
determine the threshold as the reliable-frame criterion
013. In one example, a third quartile Q3 criterion is used
to define the threshold.
[0054] Third quartile is also known as the 75th percen-
tile. The result is a value under which we found the 75%
of the correctly classified samples of the distribution. This
value will be considered the threshold. In this example,
the threshold γage, is 0.8. For future input frames when
the confidence score will be greater than γage, the clas-
sification is considered to be correct. This process will
be carried out for all the characteristics of interest (e.g.,
gender, height, BMI, language).
[0055] During the test process for each characteristic,
the system will select the frames that are relevant for the
characteristic of interest based on the reliable-frame se-
lection criterion 013. Each input frame will be evaluated
for each characteristic as a reliable frame or not.
[0056] Figure 4 shows an example of the test process
for gender and age. One frame will get different confi-
dence scores depending on the characteristic. In the ex-
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ample shown, for the gender characteristic the most
probable class gets a confidence score of 0.91 (corre-
sponding to class i=1 or "Female"). For the age charac-
teristic, the most probable class gets a confidence score
of 0.75 for the class i=2 ("Middle Age").
[0057] If one assumes that the threshold for gender
γgender = 0.85 and the threshold for age γage = 0.80, the
input frame is considered to be reliable for gender, but
not for age since its associated confidence is lower than
the age threshold.
[0058] The above explanation illustrates that one
frame can be more representative of a specific charac-
teristic as compared to others. This mechanism contrib-
utes to reducing the latency as some characteristics will
be predicted before others because a sufficient number
of frames have been selected allowing a reliable charac-
teristic to be extracted. In other words, all the speaker
characteristics are not extracted at the same time.
[0059] After the frame selection module 010, selected
frames are accumulated in a buffer into a speech seg-
ment at time t, and this segment feeds the live feature
extraction module 020.
[0060] Figure 5 shows the live feature extraction mod-
ule 020 workflow. The live feature extraction module 020
consists of three sub-modules: feature vector extraction
021, feature vector modeling 022, and class separation
maximization 023.
[0061] For feature vector extraction 021, 40-dimen-
sional Mel Cepstrum coefficients (MFCCs) vectors are
used in an example embodiment. Hamming windows
(e.g., 25 ms) are slided by 10 ms at each iteration. Then
a Cepstral Mean Variance Normalization (CMVN) is ap-
plied. It should be noted that other types of feature vector
(e.g., Linear Predictive Coding, Cepstrum coefficients or
Fast Fourier Transform coefficients) can be used.
[0062] For features vector modeling 022, an i-vector
extractor module based on a gender-independent UBM-
GMM of 512 components is used with a total variability
subspace of dimensionality 400. It should be noted that
other feature vector modeling algorithms can be used,
such as DNN-based embeddings.
[0063] For class separation maximization 023, a Linear
Discriminant Analysis (LDA) is used. LDA applies a di-
mensionality reduction to 200 components, and projects
the orthogonal axes to a new space to better discriminate
between different classes.
[0064] The output of the live feature extraction module
020, which are i-vectors projected in a smaller dimen-
sional space by the LDA, is used as input to the speaker
characteristics estimation module 030.
[0065] The speaker characteristics estimation module
030 is designed with several DNN-based models in par-
allel. In an example embodiment, one model per speaker
characteristic, e.g., gender, age, height, BMI, language,
is implemented. Every model consists of a four layer,
fully-connected DNN.
[0066] Figure 6 shows the training data used in the
training process. In this example, gender and age are

the speaker characteristics used.
[0067] The training dataset consists of voice samples
and its associated labels per characteristic. Voice sam-
ples are raw speech utterances. Every speech utterance
has a duration around 3 or 4 s., but it could be different
depending on the training dataset.
[0068] The labels are expressed with numerical values
for characteristics, such as age, height and BMI, and cat-
egorical values for characteristics such as gender and
language.
[0069] Figure 6 shows an example of the training stage
for categorical values (i.e. gender) and numerical values
(i.e. age). For gender (categorical value), utterances are
classified in two classes: male and female. For age (nu-
merical value), N values are used as classes. These val-
ues correspond to ages in the database, in this example
ages between 15 and 90 years old are used. The same
method would apply to the remaining characteristics of
interest.
[0070] Throughout the training process a class-bal-
anced database is used to properly train every class for
each characteristic. The training process includes the
frame selection 010, feature extraction 020, and the
speaker characteristics estimation 030 modules. During
the training stage, speech utterances of 3-4s are used
as input to the frame selection module 010. As output, a
segment of selected accumulated frames is provided.
Feature extraction 020 is performed on the speech seg-
ment. The extracted feature vectors along with their la-
bels corresponding to each speaker characteristics are
used to train each DNN-based model in the speaker char-
acteristic estimation module 030.
[0071] In one example, the DNN architecture consists
of four fully-connected layers. The two hidden layers
have 256 units and a hyperbolic tangent (tanh) activation
function each. More specifically, the tanh function is de-
fined as follows: 

[0072] The output layer consists of N units and an ac-
tivation function. The number of units N and the activation
function in the output layer depend on each characteris-
tic.
[0073] In case of characteristics expressed as cate-
gorical values (e.g., gender and language), the output
layer consists of a layer with N units, where N is the
number of classes of the characteristic of interest. For
instance, for gender one can use N = 2 corresponding to
female and male speech; for language, N is equal to the
number of languages trained in the DNN. Finally, the ac-
tivation function for these characteristics is a softmax
function.
[0074] In case of characteristics expressed as numer-
ical values (e.g., age, height and BMI), the output layer
consists of a single unit which does the prediction. The
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activation function for these characteristics is a linear
function.
[0075] More specifically, the linear function is defined
as follows: 

where the value of f(z) increases proportionally with the
value of z. The weight is represented by a, and b is the
bias.
[0076] It should be noted that other DNN architectures
can be used, e.g., Recurrent Neural Network (RNN) or
Convolutional Neural Networks (CNNs).
[0077] Figure 7 shows an example of the test process
for gender and age. Starting with selected frames in 010,
a segment is progressively assembled with the accumu-
lated frames at time t and it is processed by the live fea-
ture extraction module 020. Finally, the speaker charac-
teristics estimation module 030 is applied.
[0078] In this example, the frames have been selected
for both gender and age. Thus, speaker characteristics
estimation module 030 gets a value for each character-
istic for the segment of selected frames at time t. As it
has been mentioned before, some characteristics are ex-
pressed as numerical values (e.g., age, height and BMI)
and the other ones as categorical values (e.g., gender
and language). In the example shown in the figure, the
outputs are: "Female" for gender and "22.4" for age.
[0079] The speaker characteristics prediction module
030 produces estimations that are then provided to the
stopping criteria module 040. The stopping criteria mod-
ule 040 includes a set of methods to decide if the speaker
characteristics predictions (e.g., age, height, gender, lan-
guage, BMI), obtained from the speech segment of rel-
evant accumulated frames at time t by the module 030,
are reliable enough to provide an accurate estimation.
[0080] Figure 8 shows the stopping criteria 040 work-
flow. The stopping criteria module 040 consists of three
sub-modules: minimum accumulated frames number cri-
terion 042, weighted average estimation 043, and reliable
prediction criterion 044.
[0081] Different methods could be applied for the stop-
ping criteria, according to the type of speaker character-
istics. In case of characteristics expressed as numerical
values, Prediction Intervals (Pis) are used. For the cate-
gorical values, the criteria are based on the Log-likeli-
hood ratios (LLRs). It should be noted that for both meth-
ods, Pis or LLRs are used for both the minimum accu-
mulated frames number criterion 042 and the reliable pre-
diction criterion 044.
[0082] For characteristics expressed as numerical val-
ues (e.g., age, height and BMI), the stopping criteria mod-
ule 040 makes use of Prediction Intervals (Pis) estimated
at training time. The Pis represent the variance of the
characteristics prediction error; that is, the difference be-
tween the predicted and true values of the speaker char-
acteristics. For instance, at a time t, first, the incoming

frames, that were selected as relevant for a given char-
acteristic in 010, are evaluated by the minimum accumu-
lated frames number criterion 042. If the criterion is sat-
isfied, then predictions from the following selected frames
are accumulated using the weighted average estimation
043. Then, the reliability of the prediction is assessed. It
is important to point out that these criteria are matched
with each speaker characteristic.
[0083] For the minimum accumulated frames number
criterion 042, as the first speech frames may present poor
speaker-characteristics information, i.e. they may not all
be reliable for the estimation of speaker characteristics,
one can estimate a minimum number of accumulated
frames via the minimum accumulated frames criterion to
avoid providing estimations which would not be accurate
enough.
[0084] The minimum accumulated frames number cri-
terion 042 is based on the prediction interval (PI) estima-
tion. In the context of the speaker characteristics predic-
tion task, different Pis will be obtained for each value
belonging to each speaker characteristic. The prediction
interval (PI) is defined as the quantification of the uncer-
tainty on a prediction. This quantification is based on the
variance of the differences between the predicted values
and the true values. As a result, it will provide probabilistic
upper and lower bounds that contains, with a specified
degree of confidence, a future randomly selected obser-
vation from a distribution.
[0085] Before the evaluation of the minimum accumu-
lated frames number criterion 042, the Pis must be esti-
mated at training time. The PI estimation process con-
sists of estimating each speaker characteristics from a
training dataset, and then obtaining the Pis estimation
associated to each characteristic.
[0086] Figure 9 on the top depicts the prediction inter-
val estimation process for the minimum accumulated
frames criterion for the age prediction task. The predic-
tions, corresponding to a specific true speaker charac-
teristic value, are used to estimate the PI for that true
value. For the interval prediction (PI) estimation, one can
use a training dataset S containing N speech utterances
with their respective speaker characteristics information
(e.g., age, height, BMI). The dataset can be defined as
follows: 

where xn denotes the speech utterances of 3-4 seconds

duration and  denotes the correspond-
ing true values or classes of the speaker characteristic
(e.g., age, height, BMI, weight). The predicted charac-
teristic values yn obtained by the speaker characteristics
estimation module 030 from the speech utterances xn
along with their respective speaker characteristics values
(e.g., age, height, BMI, weight) are used to estimate the
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prediction intervals (Pis). All predictions (Nc predictions)
corresponding to that true value obtained by the speaker
characteristics estimation module 030, are used to cal-
culate the variance of the difference between the true
value and the predicted values. The variance σc can be
defined as follows: 

[0087] Figure 10 shows the Standard Normal z-table
for two-tailed probabilities. It represents the area or per-
centage under the standard normal curve corresponding
to any z-score. That is, the probability of observing a z-
value that is within the given 6 z-score. For instance, the
aforementioned probability for a z = 1.44 (i.e. tenths =
1.4 and hundredths = 0.04 in Figure 10), is 85.01% (i.e
1 - 0.14987).
[0088] Assuming that the variance of difference be-
tween the true and the predicted values σc shows a nor-
mal distribution, the interval of uncertainty for a specific
true value can be calculated as follows: 

where the z value is provided by the standard normal
distribution table in Figure 10. The PI around the true
value yc can be calculated as follows: 

[0089] For the minimum number of accumulated
frames criterion 042, the characteristic prediction from
the speech segment of accumulated selected frames,
obtained via the speaker characteristics estimation mod-
ule 030, must be between the PI bounds at a probability
determined by the z value.
[0090] Figure 9 shows the prediction interval estima-
tion process for the age prediction task. In this example,
the predicted age values had to be between the PI
bounds at 85% probability, where z value is 1.44.
[0091] Once the criterion’s condition is satisfied in 041
at time t, the prediction is calculated by means of a weight-
ed average estimation 043. Thus, the following speech
frames at time t + 1, t + 2, t + 3, ... are no longer evaluated
by the minimum number of accumulated frames criterion
042 since it was already satisfied in 041.
[0092] Figure 9 on the bottom represents the evalua-
tion of a speech segment of accumulated selected
frames at a time t by the minimum accumulated frames
number criterion 042 for the age prediction task. During
the evaluation of the speech segment, once the predicted

^age yfp from the first accumulated selected speech
frames at time t was obtained by means of the speaker
characteristics estimation module 030, first a PI must be
selected. This is performed by finding the minimum ab-
solute difference δ between the true age yc and the pre-
dicted age yfp. The difference is defined as follows: 

Once the PI is selected, the minimum accumulated
frames number criterion 042 is satisfied if the PI contains
the predicted age.
[0093] For instance, for a predicted age value yfp =
22.3 of a speech segment, the selected PI which corre-
sponds to a minimum δc is PI22. Since the predicted age
of the first accumulated frames yfp = 22.3 is between the
bounds of the PI22 that PI is selected and the prediction
is calculated by means of a weighted average estimation
043. Thus, the following speech frames at time t + 1, t +
2, t + 3, ... are no longer evaluated by the minimum
number of accumulated frames criterion. It must be noted
that z-value can be used as a parameter to constrain the
prediction interval. Thus, if we desire a more conservative
system, we must choose a smaller z-value.
[0094] For a predicted age value yfp = 22.6 of a speech
segment, the selected PI which corresponds to a mini-
mum δc is PI22, however the predicted value is not be-
tween PI22 bounds. Thus, the minimum accumulated
frames number criterion 042 is not satisfied, then the
process continues to the frame extraction module 011.
[0095] It should be noted that there is a chance that
the predicted value is contained in two Pis. For instance,
a predicted age value yfp = 21.5 of a speech segment is
contained in PI21 and PI22. In an example embodiment,
if that is the case, the final PI will correspond with the
lower one, that is the PI21. Other solutions could be adopt-
ed such as selecting the PI corresponding to the higher
age value or the PI which corresponds to the lowest in-
terval. Furthermore, to eliminate false alarms (meaning
dealing with estimated values which has quite far from
the true age value) a more conservative approach can
be used by setting a smaller z-value.
[0096] In the example embodiment, a weighted aver-
age method is applied by the weighted average estima-
tion module 043 to avoid that outlier values resulting from
the estimation of the characteristics degrade the sys-
tem’s performance.
[0097] Figure 11 shows the system performance for
the age prediction task. It is shown that the greater
number of frames, the better the prediction (lower Mean
Absolute Error) is and ultimately get close to the offline
performance. However, there is a chance that the coming
frames at t+1, t+2, t+3, ... could degrade the predicted
value at time t due, for example, to an error in the frame
selection.
[0098] To avoid this issue, one can use a weighted
average making use of the frame at time t and the accu-
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mulated frames at time t-1.
[0099] The predict value V at time t is defined as fol-
lows: 

 where St is the predicted value at current time t and Vt-1
is the previous weighted value at time t - 1, and β works
as a hyperparameter which weights last accumulated val-
ues and the current predicted value. Since the more
frames available, the better prediction, the chosen value
for β is 0.9. This way, the estimation from previous frames
have a higher weight in the final decision. This approach
is based on the Stochastic Gradient Descendent (SDG)
method with momentum used in DNNs training. Never-
theless, the β values could be tuned as necessary for
each use case or application.
[0100] The reliable prediction criterion 044, is similar
to the minimum number of accumulated frames criterion.
It evaluates if the prediction from accumulated frames at
time t, provided by the weighted average estimation 043,
is reliable enough to be provided as the final estimation
of the speaker characteristic with a certain confidence.
If the criterion is satisfied, no more speech frames are
processed and the speaker characteristic estimation is
used and included in the speaker profile by means of
speaker profiling module 050.
[0101] The reliable prediction criterion 044 is based on
both the prediction interval (PI) estimation and the PI
bounds definition at a probability determined by the z
value as performed for the minimum accumulated frames
number criterion 042.
[0102] Figure 12 on the top depicts the prediction in-
terval (PI) estimation process for the reliable prediction
criterion for the age prediction task. In this case, the cri-
terion is that predicted age values must be between the
PI bounds at 60% probability, where z value is 0.84.
[0103] Figure 12 on the bottom represents the evalu-
ation of a speech segment of accumulated selected
frames at a time t by the reliable prediction criterion 044
for the age prediction task. The evaluation method is sim-
ilar to the one performed for the minimum accumulated
frames number criterion 042.
[0104] Once the criterion’s condition is satisfied, the
prediction calculated by the weighted average estimation
043 is provided as a final estimation. The final result is
used by the module 050 to create a speaker profile.
[0105] In case of speaker characteristics expressed as
categorical values (e.g., gender, dialect, language), the
stopping criteria module makes use of Log-Likelihood
Ratios (LLRs), instead of Pis. LLRs are estimated at train-
ing time.
[0106] Given a segment of selected speech frames of
an unknown speaker, the classification model will provide
a decision whether it is likely or not that the predicted
class (e.g., English or Chinese for the language speaker
characteristics) can be included in the speaker profile.

For speaker characteristics expressed as categorical val-
ues, the prediction task can be restated as a basic hy-
pothesis test between a null-hypothesis (H0) that the pre-
dicted class does not correspond to a given speaker char-
acteristic and an alternative hypothesis (H1) that the pre-
dicted class corresponds to the speaker characteristic.
In a mathematical form, the problem can be defined by
means of a Log-Likelihood Ratio (LLR) between the like-
lihoods obtained for the null-hypothesis (H0) and the al-
ternative hypothesis (H1), as shown in the following equa-
tion: 

where P(X|Hij), i = 0,1,2, ... M class, j = 0,1, is the prob-
ability or score for the hypothesis Hij evaluated for the
observed X segment of selected speech frames of an
unseen speaker (also referred to likelihood), and λi is the
decision threshold for accepting or rejecting the class i
hypothesis. The higher the LLR is, the greater is the con-
fidence that it is the correct class. As shown in Figure 13.
and Figure 14, for the class i and P(X|Hi1), the log-likeli-
hood of the null-hypothesis is calculated using the equa-
tion Log(1 - P(X|Hi1)).
[0107] Figure 8 shows the stopping criteria 040 work-
flow, which is used for both speaker characteristics with
numerical values and speaker characteristics with cate-
gorical values.
[0108] The minimum accumulated frames number cri-
terion 042 for characteristics expressed as categorical
values is based on the decision thresholds estimated
from the distribution of LLRs of each class. Different de-
cision thresholds λi will be obtained for each class i be-
longing to each speaker characteristic. These thresholds
will decide if the alternative hypothesis (Hi1) of the class
i is accepted or rejected.
[0109] Before the evaluation of the minimum accumu-
lated frames number criterion 042, the decision thresh-
olds must be estimated at training time. To determine the
decision thresholds for each class of a specific charac-
teristic, first calculate the LLRs from the scores obtained
by the module 030 for a specific class. Then, a decision
threshold for each class is determined from the LLR dis-
tributions.
[0110] Figure 13 on the top depicts the decision thresh-
old estimation process for the minimum accumulated
frames criterion for the language prediction task. Differ-
ent decision thresholds are estimated for each class.
From the scores obtained by the speaker characteristics
estimation module 030 LLRs are calculated. From the
LLR distributions corresponding to the true class and the
other possible classes, the decision threshold λ is esti-
mated. The selected threshold will determine if we want
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the model to yield acceptance (score higher than the
threshold) or rejection (score lower than the threshold)
for every test speech segment. Two type of errors can
occur: false alarm (or false acceptance), if the LLR is
higher than the threshold for a non-target sample, and
non-detection (or false rejection) if the LLR is lower than
the threshold for a target sample. Therefore, as the LLR
distributions overlap, whatever the detection threshold
is, a percentage of false acceptances and false rejections
will occur. The higher the threshold is, the lower the false
alarms and the higher the false rejections will be. Thus,
the decision threshold chosen (in most case manually)
constitutes a tradeoff between the false positives and the
false negative rates of the system.
[0111] For the decision threshold estimation, one can
use a training dataset S containing N speech utterances
with their respective speaker characteristics information,
e.g., language, gender. The dataset can be defined as
follows: 

where xn denotes the speech utterances of 3-4 seconds

duration and  denotes the correspond-
ing true values of the speaker characteristic classes. The
scores of predicted characteristic values yn obtained from
the module 030 and the speech utterances xn are used
to calculate LLRs. From the distributions of LLRs for each
class, a decision threshold λ is set based on the tradeoff
chosen between the false positive and false negative
rates.
[0112] For the minimum number of accumulated
frames criterion 042, one can make sure that the maxi-
mum LLR, which corresponds to LLRi of the most likely
class i, must be greater than the decision threshold λi,
i.e. the threshold associated to the most likely class.
[0113] Figure 13 on the bottom represents the evalu-
ation of a speech segment of accumulated selected
frames at a time t by the minimum accumulated frames
number criterion 042 for the language prediction task.
During the evaluation of the test speech segment, LLRs
are calculated from the scores obtained for each class.
Then, the maximum LLR value, which corresponds to
the most likely class, is selected. The maximum LLR val-
ue is compared to the decision threshold of the most likely
class. The minimum accumulated frames number crite-
rion 042 is satisfied if there is only one maximum LLR
value that is greater than the decision threshold of the
most likely class.
[0114] For instance, in case of the language prediction
task, the predicted language class is Spanish with an
LLR of 0.82. If the decision threshold for the Spanish
class is 0.55, then the LLR for the Spanish class (which
is the maximum LLR) is greater than the decision thresh-
old. As the 042 condition is satisfied, the LLR is accumu-

lated by means of a weighted average estimation 043.
Thus, the following speech frames at time t + 1, t + 2, t
+ 3, ... are no longer evaluated by the minimum number
of accumulated frames criterion 042 since it was already
satisfied in 041.
[0115] In case there is more than one maximum LLR
greater than their respective threshold, the minimum
number of accumulated frame criterion 042 will not be
satisfied. Then the workflow will continue to the frame
selection module 011 until there is only one LLR greater
than its respective threshold.
[0116] The weighted average estimation 043 is similar
to the one performed in the case when speaker charac-
teristics are expressed as numerical values. There are
two main differences for speaker characteristics with cat-
egorical values:
[0117] The first one is the weighted average models
LLRs values instead of predicted values. The LLR value
V at time t is defined as the same way as before: 

where, St is the LLR value for a specific class at current
time t and Vt-1 is the previous weighted average LLR
value at time t - 1, and β works as a hyperparameter, as
before. In this case, the chosen value for β is also 0.9.
[0118] The second one is that the weighted average
estimation is carried out for each class of a specific char-
acteristic. Thus, there are as many weighted average
LLRs values as classes. Once the minimum accumulated
frames number criterion 042 is satisfied, the weighted
average LLR is estimated for each class. Then, the
weighted average LLR values for all the classes are com-
pared among each other, at time t, and the maximum
value is chosen. This value is considered the maximum
LLR at time t.
[0119] The reliable prediction criterion 044 for a speak-
er characteristic with categorical values is similar to the
minimum number of accumulated frames criterion 042.
It is based on both LLRs and decision thresholds as for
the minimum accumulated frames number criterion 042.
It evaluates if the estimated maximum LLR from accu-
mulated frames, provided by the weighted average esti-
mation 043 at time t, is reliable enough to provide the
final class of the speaker characteristic.
[0120] The weighted average estimation 043 provides
the weighted average LLR values for each class to the
reliable prediction criterion 044, which is satisfied once
the maximum LLR value is greater than its respective
decision threshold, i.e. the decision threshold of the most
likely class. The thresholds selected for the reliability cri-
teria can be the same as the ones used for the minimum
number of frames criterion or more restrictive (meaning
higher thresholds could be set) as the reliability prediction
criterion is the last one to be satisfied before the speaker
characteristics is included in the speaker profile.
[0121] In case of more than one maximum LLR greater
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than their respective threshold, the reliable prediction cri-
terion 044 will not be satisfied. Then the workflow will
continue to the frame selection module 011. If the crite-
rion is satisfied, no more speech frames are processed
and the speaker characteristic estimation is used and
included in the speaker profile by means of module 050.
[0122] Figure 14 on the top depicts the decision thresh-
olds’ estimation process (which is the same process used
in Figure 13 repeated here for clarity) for the reliable pre-
diction criterion and the language prediction task. As
mentioned earlier, for the reliability prediction criterion
the thresholds selected can be different than the ones
selected in Figure 13.
[0123] Figure 14 on the bottom represents the evalu-
ation of a speech segment of accumulated selected
frames at a time t by the reliable prediction criterion 044
for the language prediction task.
[0124] During the evaluation of the test speech seg-
ment, LLRs estimation for each class are provided by the
reliable prediction module 044. Then, the maximum LLR
value, which corresponds to the most likely class, is se-
lected. The maximum LLR value is compared to the de-
cision threshold of the most likely class. The reliable pre-
diction criterion 044 is satisfied if the maximum LLR value
is greater than the decision threshold for the most likely
class. Thus, as final class the most likely class is provid-
ed.
[0125] For instance, in case of the language prediction
task, the maximum LLR value from the weighted average
LLR values is 1.19, corresponding to English language.
Assuming the decision threshold for English is 1.00, the
LLR is greater than the threshold which satisfies the re-
liability prediction criterion. The English language class
is then used by the speaker profiling module 050 to be
included in the speaker profile.
[0126] For speaker profiling 050, all the characteristics
estimated from the speech signal (e.g., age, gender,
height, BMI and language) are used to fill out a speaker
profile in the example embodiment. Each characteristic
is added to the profile progressively as soon as a reliable
estimate of the characteristic has been obtained.
[0127] In summary, the novelty of the present disclo-
sure relies on three important modules which allow the
system to achieve a high accuracy with a low latency.
Those modules are the DNN-based frame selection 010,
the real-time speaker characteristics estimation 030, and
the stopping criteria 040.
[0128] The DNN-based frame selection allows to se-
lect the relevant frames necessary to provide a reliable
speaker characteristic estimation. The frame selection
module 010 selects those frames that contain relevant
information for estimating a given speaker characteristic.
This module contributes to the accuracy and the low la-
tency of the system.
[0129] The real-time speaker characteristics estima-
tion allows to estimate the speaker characteristics from
a speech segment of accumulated selected frames at a
time t. The frame level processing contributes to the low

latency as it is not necessary to wait for the whole speech
utterance to predict a speaker characteristic, in contrast
with state-of-the-art systems. We estimate a speaker
characteristic with only a few reliable frames.
[0130] The stopping criteria includes two different sub-
modules that contribute to the accuracy and the low la-
tency of the system: the minimum accumulated frames
criterion 042 and the reliable speaker characteristic pre-
diction 044. The first one determines if a speech segment
of accumulated selected frames is accurate enough with
a certain degree of reliability to be accumulated by the
weighted average estimation 043. The second criterion
044 evaluates if the speaker characteristic estimation at
time t is reliable enough to be provided as a final predic-
tion that will be included in a speaker profile by means
of module 050.
[0131] The techniques described herein may be imple-
mented by one or more computer programs executed by
one or more processors. The computer programs include
processor-executable instructions that are stored on a
non-transitory tangible computer readable medium. The
computer programs may also include stored data. Non-
limiting examples of the non-transitory tangible computer
readable medium are nonvolatile memory, magnetic
storage, and optical storage.
[0132] Some portions of the above description present
the techniques described herein in terms of algorithms
and symbolic representations of operations on informa-
tion. These algorithmic descriptions and representations
are the means used by those skilled in the data process-
ing arts to most effectively convey the substance of their
work to others skilled in the art. These operations, while
described functionally or logically, are understood to be
implemented by computer programs. Furthermore, it has
also proven convenient at times to refer to these arrange-
ments of operations as modules or by functional names,
without loss of generality.
[0133] Unless specifically stated otherwise as appar-
ent from the above discussion, it is appreciated that
throughout the description, discussions utilizing terms
such as "processing" or "computing" or "calculating" or
"determining" or "displaying" or the like, refer to the action
and processes of a computer system, or similar electronic
computing device, that manipulates and transforms data
represented as physical (electronic) quantities within the
computer system memories or registers or other such
information storage, transmission or display devices.
[0134] Certain aspects of the described techniques in-
clude process steps and instructions described herein in
the form of an algorithm. It should be noted that the de-
scribed process steps and instructions could be embod-
ied in software, firmware or hardware, and when embod-
ied in software, could be downloaded to reside on and
be operated from different platforms used by real time
network operating systems.
[0135] The present disclosure also relates to an appa-
ratus for performing the operations herein. This appara-
tus may be specially constructed for the required purpos-
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es, or it may comprise a computer selectively activated
or reconfigured by a computer program stored on a com-
puter readable medium that can be accessed by the com-
puter. Such a computer program may be stored in a tan-
gible computer readable storage medium, such as, but
is not limited to, any type of disk including floppy disks,
optical disks, CD-ROMs, magnetic-optical disks, read-
only memories (ROMs), random access memories
(RAMs), EPROMs, EEPROMs, magnetic or optical
cards, application specific integrated circuits (ASICs), or
any type of media suitable for storing electronic instruc-
tions, and each coupled to a computer system bus. Fur-
thermore, the computers referred to in the specification
may include a single processor or may be architectures
employing multiple processor designs for increased com-
puting capability.
[0136] The algorithms and operations presented here-
in are not inherently related to any particular computer
or other apparatus. Various systems may also be used
with programs in accordance with the teachings herein,
or it may prove convenient to construct more specialized
apparatuses to perform the required method steps. The
required structure for a variety of these systems will be
apparent to those of skill in the art, along with equivalent
variations. In addition, the present disclosure is not de-
scribed with reference to any particular programming lan-
guage. It is appreciated that a variety of programming
languages may be used to implement the teachings of
the present disclosure as described herein.
[0137] The foregoing description of the embodiments
has been provided for purposes of illustration and de-
scription. It is not intended to be exhaustive or to limit the
disclosure. Individual elements or features of a particular
embodiment are generally not limited to that particular
embodiment, but, where applicable, are interchangeable
and can be used in a selected embodiment, even if not
specifically shown or described. The same may also be
varied in many ways. Such variations are not to be re-
garded as a departure from the disclosure, and all such
modifications are intended to be included within the
scope of the disclosure.

Claims

1. A computer-implemented method for profiling an un-
known speaker, such that a profile for a speaker in-
cludes a set of speaker characteristics, comprising:

receiving a speech signal from an unknown
speaker, where the speech signal is comprised
of a plurality of data frames;
for each speaker characteristic in the set of
speaker characteristics, selecting a subset of
data frames from a corresponding speech signal
in the plurality of speech signals and thereby
exclude other data frames in the corresponding
speech signal from the subset of data frames,

where the data frames in the subset of data
frames contain information about the speaker
characteristic of interest; and
for a given speaker characteristic, generating a
feature vector from the subset of selected data
frames corresponding to the given speaker
characteristic and predicting a value for the giv-
en speaker characteristic from the feature vector
using machine learning.

2. The computer-implemented method of claim 1
wherein speaker characteristics are selected from a
group consisting of age, height, body mass index,
gender, accent, dialect and race.

3. The computer-implemented method of claim 1
wherein selecting a subset of data frames further
comprises implementing at least one classifier for
each speaker characteristic.

4. The computer-implemented method of claim 1
wherein predicting a value for the given speaker
characteristic further comprises implementing a neu-
ral network for each speaker characteristic.

5. The computer-implemented method of claim 1 fur-
ther comprises

assessing reliability of the predicted value for
the given speaker characteristic;
adding the predicted value for the given speaker
characteristic to a profile for the unknown speak-
er when the predicted value for the given speak-
er characteristic is deemed reliable.

6. The computer-implemented method of claim 5
wherein assessing reliability of the predicted value
for the given speaker characteristic further compris-
es comparing the predicted value to a prediction in-
terval, and deeming the predicted value reliable
when the predicted value falls within the prediction
interval, where the prediction interval is based on a
variance of a difference between predicted values
for the given speaker characteristic and true values
for the given speaker characteristic.

7. The computer-implemented method of claim 5
wherein assessing reliability of the predicted value
for the given speaker characteristic further compris-
es comparing a log-likelihood ratio to a decision
threshold, and deeming the predicted value reliable
when the log-likelihood ratio exceeds the decision
threshold, where the log-likelihood ratio evaluates a
null-hypothesis that the predicted value does not cor-
respond to a given speaker characteristic and an al-
ternative hypothesis that the predicted value corre-
sponds to the given speaker characteristic.
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8. A computer-implemented method for profiling an un-
known speaker, such that a profile for a speaker in-
cludes a set of speaker characteristics, comprising:

a) receiving a speech signal from an unknown
speaker, where the speech signal is comprised
of a plurality of data frames;
b) accumulating data frames from the plurality
of data frames in a buffer;
c) generating, at a given time, a feature vector
from the data frames accumulated in the data
buffer;
d) predicting a value for a given speaker char-
acteristic from the feature vector using machine
learning, and assessing reliability of the predict-
ed value for the given speaker characteristic;
e) adding the predicted value for the given
speaker characteristic to a profile for the un-
known speaker when the predicted value for the
given speaker characteristic is deemed reliable;
and
f) repeating steps b) - d) when the predicted val-
ue for the given speaker characteristic is
deemed unreliable.

9. The computer-implemented method of claim 8
wherein speaker characteristics in the set of speaker
characteristics are selected from a group consisting
of age, height, body mass index, gender, accent, di-
alect and race.

10. The computer-implemented method of claim 8
wherein the feature vector is generated from a
number of data frames which varies over time.

11. The computer-implemented method of claim 8
wherein assessing reliability of the predicted value
for the given speaker characteristic further compris-
es comparing the predicted value to a prediction in-
terval, and deeming the predicted value reliable
when the predicted value falls within the prediction
interval, where the prediction interval quantifies un-
certainty related to the predicted value

12. The computer-implemented method of claim 8
wherein assessing reliability of the predicted value
for the given speaker characteristic further compris-
es comparing the predicted value to a prediction in-
terval, and deeming the predicted value reliable
when the predicted value falls within the prediction
interval, where the prediction interval is based on a
variance of a difference between predicted values
for the given speaker characteristic and true values
for the given speaker characteristic.

13. The computer-implemented method of claim 8
wherein assessing reliability of the predicted value
for the given speaker characteristic further compris-

es

comparing the predicted value to a prediction
interval, where the prediction interval is based
on a variance of a difference between predicted
values for the given speaker characteristic and
true values for the given speaker characteristic;
computing a weighted average using the pre-
dicted value and a previous weighted average
when the predicted value falls within the predic-
tion interval, where the previous weighted aver-
age is computed using at least one predicted
value for the given speaker characteristic pre-
dicted from a feature vector generated at a time
earlier than the given time;
comparing the weighted average to another pre-
diction interval; and
deeming the predicted value reliable when the
weighted average falls within the prediction in-
terval.

14. The computer-implemented method of claim 8
wherein assessing reliability of the predicted value
for the given speaker characteristic further compris-
es comparing a log-likelihood ratio to a decision
threshold, and deeming the predicted value reliable
when the log-likelihood ratio exceeds the decision
threshold, where the log-likelihood ratio evaluates a
null-hypothesis that the predicted value does not cor-
respond to a given speaker characteristic and an al-
ternative hypothesis that the predicted value corre-
sponds to the given speaker characteristic.

15. The computer-implemented method of claim 8 fur-
ther comprises
for each speaker characteristic in the set of speaker
characteristics, predicting a value for a particular
speaker characteristic from the feature vector using
a corresponding neural network, where a different
neural network is implemented for each speaker
characteristic in the set of speaker characteristics.

16. The computer-implemented method of claim 8 fur-
ther comprises repeating steps of accumulating data
frames from the plurality of data frames in a buffer,
generating a feature vector from the data frames ac-
cumulated in the data buffer, and predicting a value
for each speaker characteristic in the set of speaker
characteristics that is deemed unreliable, such that
these steps are repeated until each speaker charac-
teristic in the set of speaker characteristics are
deemed reliable.

17. A system for profiling an unknown speaker, compris-
ing:

a microphone configured to capture a speech
signal from an unknown speaker;
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a frame extractor configured to receive the
speech signal from the microphone and accu-
mulate data frames from the speech signal in a
buffer;
a feature extractor configured to generate a fea-
ture vector from the data frames in the buffer;
a speaker estimator configured to receive the
feature vector from the feature extractor and, for
each speaker characteristic in the set of speaker
characteristics, predict a value for a speak char-
acteristic from the feature vector using a first set
of neural networks, where the speaker estimator
implements a different neural network for each
speaker characteristic in the set of speaker char-
acteristics; and
a speaker profiler configured to receive the pre-
dicted values for each speaker characteristic
from the speaker estimator, where the speaker
profiler assesses the reliability of the predicted
value for each speaker characteristic and adds
the predicted value for a given speaker charac-
teristic to a speaker profile when the predicted
value for the given speaker characteristic is
deemed reliable.

18. The system of claim 17 wherein speaker character-
istics in the set of speaker characteristics are select-
ed from a group consisting of age, height, body mass
index, gender, accent, dialect and race.

19. The system of claim 17 further comprises a frame
selector configured to receive the speech signal from
the frame extractor, wherein, for each speaker char-
acteristic, the frame selector selects a subset of data
frames from a corresponding speech signal in the
plurality of speech signals and accumulates the sub-
set of data frames in a buffer corresponding to the
speaker characteristic, thereby excluding other data
frames in the corresponding speech signal from the
subset of data frames, where the data frames in the
subset of data frames contain information about the
speaker characteristic of interest.

20. The system of claim 19 wherein the frame selector
selects a subset of data frames from each of the
plurality of speech signals using a second set of neu-
ral networks, where the frame selector implements
a different neural network for each speaker charac-
teristic in the set of speaker characteristics.

21. The system of claim 17 wherein the speaker profiler
assesses reliability of the predicted value for a given
speaker characteristic by comparing the predicted
value to a prediction interval, and deeming the pre-
dicted value reliable when the predicted value falls
within the prediction interval, where the prediction
interval quantifies uncertainty related to the predict-
ed value.

22. The system of claim 17 wherein the speaker profiler
assess reliability of the predicted value by comparing
the predicted value to a prediction interval, where
the prediction interval is based on a variance of a
difference between predicted values for the given
speaker characteristic and true values for the given
speaker characteristic; computing a weighted aver-
age using the predict value and a previous weighted
average when the predicted value falls within the pre-
diction interval, where the previous weighted aver-
age is computed using at least one predicted value
for the given speaker characteristic predicted from
a feature vector generated at a time earlier than the
given time; comparing the weighted average to an-
other prediction interval; and deeming the predicted
value reliable when the weighted average falls within
the prediction interval.
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