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Description
TECHNICAL FIELD

[0001] Embodiments of this application relate to the automotive field, and in particular, to an interaction method and
an electronic device.

BACKGROUND

[0002] With development of modern economies and technologies, automobiles have become most important means
of transportation in people’s daily life. In order to improve interior experience of a driver or a passenger, a human-
computer interaction function is introduced into a cockpit of the automobile. In other words, the driver or the passenger
may interact with a device in the automobile by using a gesture in the cockpit of the automobile, to implement different
functions. For example, when music is played, the driver or the passenger can switch between songs by using a hand
action (for example, sliding to the left or to the right). For another example, when music or radio is paused, the driver or
the passenger can resume the play by using a gesture (for example, an OK gesture or a V-shaped gesture).

[0003] The hand action or the gesture is recognized by a camera in the cockpit of the automobile. Currently, the camera
in the cockpit of the automobile can recognize limited hand actions or gestures. Therefore, fewer and simpler functions
are implemented by the driver or the passenger by interacting with the device in the automobile by using the gestures.

SUMMARY

[0004] Embodiments of this application provide an interaction method and an electronic device. A direction pointed to
by a finger can be recognized, so that a user can interact with the device based on the direction pointed to by the finger,
to implement rich functions.

[0005] To achieve the foregoing objective, the following technical solutions are used in the embodiments of this ap-
plication. According to a first aspect, an embodiment of this application provides an interaction method, applied to a
smart cockpit, and the method includes: obtaining first spatial coordinates of a finger, where the first spatial coordinates
are coordinates in a three-dimensional coordinate system; determining, based on the first spatial coordinates, a first
direction to which the finger points; and adjusting a parameter of a target device, or displaying information about a target
object based on the first direction.

[0006] According to the method in the first aspect, the first spatial coordinates of the finger may be obtained, the first
direction to which the finger points may be determined based on the first spatial coordinates, and the parameter of the
target device is adjusted or information about the target object is displayed based on the first direction. In the smart
cockpit, the finger may point to any direction, and different directions may correspond to different functions of the smart
cockpit. For example, the smart cockpit is used as a cockpit of an automobile. The finger pointing upwards may be used
to close a window and the finger pointing downwards may be used to open the window. The finger pointing forwards
can be used to open a sunroof, and the finger pointing backwards can be used to close the sunroof. Therefore, the
different functions can be implemented based on the direction to which the finger points. In addition, compared with that
in which a device in the smart cockpit is adjusted based on a gesture, the method provided in this embodiment of this
application may further display the information about the target object based on the direction pointed to by the finger. In
this way, a human-machine interaction manner is increased.

[0007] With reference to the first aspect, in a possible implementation, before the obtaining first spatial coordinates of
a finger, the method further includes: obtaining second spatial coordinates of the finger, where the second spatial
coordinates are coordinates in the three-dimensional coordinate system; determining, based on the second spatial
coordinates, a second direction to which the finger points; and determining a device at the second direction as the target
device. According to the foregoing method, before the first spatial coordinates of the finger are obtained, the target
device may be first determined based on the second spatial coordinates of the finger, so that the parameter of the target
device is subsequently adjusted based on the first direction.

[0008] With reference to the first aspect and the various possible implementations of the first aspect, in a possible
implementation, the obtaining first spatial coordinates of a finger includes: obtaining the first spatial coordinates of the
finger when detecting, within a preset time period, that a direction to which the finger points falls within a first range,
where the first range is a range in which an included angle with an initial direction of the finger is less than or equal to
a first threshold, and the initial direction is a finger direction that is detected at an initial moment of the preset time period.
According to the foregoing method, the first spatial coordinates of the finger may be obtained when it is detected that
the direction pointed to by the finger does not change within the preset time period, so as to avoid triggering obtaining
the first spatial coordinates of the finger due to a misoperation.

[0009] With reference to the first aspect and the various possible implementations of the first aspect, in a possible



10

15

20

25

30

35

40

45

50

55

EP 4 086 731 A1

implementation, the obtaining first spatial coordinates of a finger includes: obtaining image coordinates of the finger in
an image shot by a camera, where the image coordinates of the finger are coordinates in a two-dimensional coordinate
system; and obtaining the first spatial coordinates based on the image coordinates of the finger, an intrinsic parameter
matrix of the camera, and a physical transformation matrix, where the intrinsic parameter matrix of the camera and the
physical transformation matrix are used to indicate a transformation relationship between the two-dimensional coordinate
system and the three-dimensional coordinate system. According to the foregoing method, the image coordinates of the
finger in the image shot by the camera may be obtained, and the first spatial coordinates are obtained based on the
image coordinates of the finger and the transformation relationship between the two-dimensional coordinate system and
the three-dimensional coordinate system. In this way, the first direction can be quickly obtained based on the first spatial
coordinates.

[0010] With reference to the first aspect and the various possible implementations of the first aspect, in a possible
implementation, the method further includes: obtaining image coordinates of a plurality of estimation points and spatial
coordinates of the plurality of estimation points in the image shot by the camera, where the image coordinates of the
plurality of estimation points are coordinates in the two-dimensional coordinate system, and the spatial coordinates of
the plurality of estimation points are coordinates in the three-dimensional coordinate system; and obtaining the physical
transformation matrix based on the intrinsic parameter matrix of the camera, the image coordinates of the plurality of
estimation points, and the spatial coordinates of the plurality of estimation points. According to the foregoing method,
the image coordinates of the plurality of estimation points and the spatial coordinates of the plurality of estimation points
may be obtained, and the physical transformation matrix is obtained based on the intrinsic parameter matrix, the image
coordinates of the plurality of estimation points, and the spatial coordinates of the plurality of estimation points. In this
way, the transformation relationship between the two-dimensional coordinate system and the three-dimensional coor-
dinate system may be learned, and the image coordinates of the finger in the image shot by the camera may be
subsequently converted into the first spatial coordinates based on the transformation relationship, so as to determine a
direction to which the finger points.

[0011] With reference to the first aspect and the possible implementations of the first aspect, in a possible implemen-
tation, the physical transformation matrix is preset. According to the foregoing method, the physical transformation matrix
may be presetin the smart cockpit. Inthis way, before the first spatial coordinates are obtained, the physical transformation
matrix does not need to be calculated, and a calculation amount of the device in a cockpit of an automobile is reduced.
[0012] With reference to the first aspect and the possible implementations of the first aspect, in a possible implemen-
tation, the camera is a monocular camera, a binocular camera, or a depth camera. According to the foregoing method,
images may be shot by a plurality of types of cameras, for example, a monocular camera, a binocular camera, or a depth
camera.

[0013] With reference to the first aspect and the possible implementations of the first aspect, in a possible implemen-
tation, the target object is an object in an interaction area; and the interaction area is an area covered by the first direction.
According to the foregoing method, information about the object in the area covered at the first direction may be displayed
based onthe firstdirection, so thatthe userlearns the information about the target object, and user experience is improved.
[0014] With reference to the first aspect and the possible implementations of the first aspect, in a possible implemen-
tation, the two-dimensional coordinate system is a coordinate system corresponding to the camera; and the three-
dimensional coordinate system is a coordinate system corresponding to a three-dimensional model of the smart cockpit,
or a coordinate system corresponding to a three-dimensional drawing of the smart cockpit. According to the foregoing
method, the coordinate system corresponding to the camera may be associated with the coordinate system corresponding
to the three-dimensional model of the smart cockpit, or the coordinate system corresponding to the camera may be
associated with the coordinate system corresponding to the three-dimensional drawing of the smart cockpit. In this way,
the first spatial coordinates may be obtained based on the image coordinates of the finger. With reference to the first
aspect and the various possible implementations of the first aspect, in a possible implementation, the smart cockpit is
a cockpit in a vehicle, and the adjusting a parameter of a target device based on the first direction includes: adjusting a
parameter of a window in the vehicle based on the first direction; or adjusting a parameter of a sunroof in the vehicle
based on the first direction; or adjusting a parameter of an air conditioner in the vehicle based on the first direction.
According to the foregoing method, the window, the sunroof, and the air conditioner in the vehicle may be adjusted
based on a direction to which the finger points. Compared with that in which the foregoing device is adjusted by using
a button, hardware costs can be reduced. In addition, a continuous dynamic adjustment is not required when a device
in the vehicle is adjusted, and the device can be adjusted in one step through a direction pointed to by using the finger,
so to improve user experience. For example, the window can be gradually closed by using the finger pointing upwards
until a point where the window is wanted to be closed is reached, and the finger is moved to stop the closing operation.
[0015] According to a second aspect, an embodiment of this application provides an electronic device, to implement
the method in any one of the first aspect or the possible implementations of the first aspect. The electronic device includes
a corresponding unit or component configured to perform the method. The units included in the electronic device may
be implemented in a software and/or hardware manner.
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[0016] According to a third aspect, an embodiment of this application provides an electronic device, including a proc-
essor, where the processor is coupled to a memory, the memory is configured to store programs or instructions, and
when the programs or the instructions are executed by the processor, the electronic device is enabled to implement the
method in any one of the first aspect or the possible implementations of the first aspect.

[0017] According to a fourth aspect, an embodiment of this application provides an electronic device. The electronic
device is configured to implement the method in any one of the first aspect or the possible implementations of the first
aspect. According to a fifth aspect, an embodiment of this application provides a computer-readable medium. The
computer-readable medium stores computer programs or instructions, and when the computer programs or instructions
are executed, a computer is enabled to perform the method in any one of the first aspect or the possible implementations
of the first aspect.

[0018] According to a sixth aspect, an embodiment of this application provides a computer program product. The
computer program product includes computer program code. When the computer program code is run on a computer,
the computer is enabled to perform the method in any one of the first aspect or the possible implementations of the first
aspect.

[0019] According to a seventh aspect, an embodiment of this application provides a chip, including a processor, where
the processor is coupled to a memory, the memory is configured to store programs or instructions, and when the programs
or the instructions are executed by the processor, the chip is enabled to implement the method in any one of the first
aspect or the possible implementations of the first aspect.

[0020] According to an eighth aspect, an embodiment of this application provides a vehicle, including the electronic
device according to the second aspect, the electronic device according to the third aspect, the electronic device according
to the fourth aspect, or the chip according to the seventh aspect.

[0021] It may be understood that any one of the electronic device, the chip, the computer-readable medium, the
computer program product, the vehicle, or the like provided above is configured to perform a corresponding method
provided above. Therefore, for beneficial effects that can be achieved by the electronic device, the chip, the computer-
readable medium, the computer program product, the vehicle, or the like, refer to beneficial effects in the corresponding
method. Details are not described herein.

BRIEF DESCRIPTION OF DRAWINGS
[0022]

FIG. 1 is a schematic diagram of a transformation relationship between an image coordinate system and a spatial
coordinate system according to an embodiment of this application;

FIG. 2 is a schematic diagram of an interaction system according to an embodiment of this application;

FIG. 3 is a schematic diagram of a hardware structure of an electronic device according to an embodiment of this
application;

FIG. 4 is a schematic flowchart 1 of an interaction method according to an embodiment of this application;

FIG. 5(a) and FIG. 5(b) each are a schematic diagram of an image shot by a camera according to an embodiment
of this application;

FIG. 6 is a schematic diagram 1 of a direction pointed to by a finger according to an embodiment of this application;
FIG. 7(a), FIG. 7(b) and FIG. 7(c) each are a schematic diagram 2 of a direction pointed to by a finger according to
an embodiment of this application;

FIG. 8 is a schematic diagram 3 of a direction pointed to by a finger according to an embodiment of this application;
FIG. 9 is a schematic flowchart 2 of an interaction method according to an embodiment of this application;

FIG. 10 is a schematic diagram of an estimation point according to an embodiment of this application;

FIG. 11 is a schematic flowchart 3 of an interaction method according to an embodiment of this application;

FIG. 12 is a schematic flowchart 4 of an interaction method according to an embodiment of this application;

FIG. 13 is a schematic diagram of a structure of an electronic device according to an embodiment of this application;
and

FIG. 14 is a schematic diagram of a structure of a chip according to an embodiment of this application.

DESCRIPTION OF EMBODIMENTS

[0023] To facilitate understanding of the solutions in the embodiments of this application, a transformation relationship
between an image coordinate system and a spatial coordinate system is first described.

[0024] The image coordinate system is a coordinate system established on an image shot by a camera. The image
coordinate system may use a center of the image shot by the camera as an origin, and the image coordinate system is
a two-dimensional coordinate system. The spatial coordinate system is a coordinate system corresponding to a three-
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dimensional drawing of a smart cockpit, or a coordinate system corresponding to a three-dimensional model of a smart
cockpit. For example, the spatial coordinate system is a coordinate system corresponding to a computer-aided design
(computer-aided design, CAD) drawing of the smart cockpit. The spatial coordinate system is a three-dimensional
coordinate system. The spatial coordinate system may alternatively be referred to as a coordinate system corresponding
to a three-dimensional model of a smart cockpit or a three-dimensional coordinate system.

[0025] Further, information about the three-dimensional drawing or information about the three-dimensional model
may be pre-stored in a device in the smart cockpit, or may be downloaded from a network. The information about the
three-dimensional drawing is used to indicate coordinates of an apparatus or adevice in the smart cockpitin the coordinate
system corresponding to the three-dimensional drawing. The information about the three-dimensional model of the smart
cockpit is used to indicate coordinates of an apparatus or a device in the smart cockpit in the coordinate system corre-
sponding to the three-dimensional model.

[0026] The transformation relationship between the image coordinate system and the spatial coordinate system may
be shown in FIG. 1. In FIG. 1, a two-dimensional coordinate system o-xy is an image coordinate system on an image q
shot by a camera. An intersection point of an x axis and a y axis is o, that is, o is an origin of the image coordinate
system, and coordinates of any point on an image plane g may be represented by image coordinates (x, y). A three-
dimensional coordinate system O-XYZ is a spatial coordinate system, and any plane in the spatial coordinate system
may be referred to as a spatial plane. A spatial plane Q is any plane in the spatial coordinate system (that is, the spatial
plane Qis any plane in O-XYZ). Coordinates of any point on the spatial plane Q may be represented by spatial coordinates
(X,Y, Z). The following transformation relationship exists between the image plane q and the spatial plane Q: q = sHQ.
[0027] Herein, q represents image coordinates of a point on the image plane, Q represents spatial coordinates of a

S 0 ¢
M=0 f ¢
0 0 1

point on the spatial plane, s represents a scale factor, and a homography matrix is H = MW.
M represents an intrinsic parameter matrix of the camera, f, represents a product of a physical focal length of a lens in

the camera and a size of each imaged unit in the x direction, f, represents a product of the physical focal length of the
lens in the camera and the size of each imaged unit in the y direction, ¢, represents an offset of a projection coordinate
center relative to an optical axis in the x direction, and ¢, represents an offset of the projection coordinate center relative

to the optical axis in the y direction. The size of each imaged unit may be one pixel in the image shot by the camera.
[0028] W =[R, 1], where W is an extrinsic parameter matrix of the camera, R is a 3 x 3 orthogonal identity matrix, which
is also referred to as a rotation matrix, and t is a three-dimensional translation vector.

[0029] Inthe embodiments of this application, the foregoing transformation relationship is mainly applied to the following
two example cases.

[0030] Case 1: If the foregoing transformation relationship exists between the image plane q and the spatial plane Q,
and image coordinates of a point on q, the scale factor, and the homography matrix H are known, spatial coordinates
of the point on Q may be calculated based on the foregoing transformation relationship between the image plane and
the spatial plane.

[0031] Forexample, in FIG. 1, the image coordinates of the point on the plane q are (x4, y4). If the intrinsic parameter

matrix of the camera is M, the extrinsic parameter matrix of the camera is W, and the scale factor is s, an equation in
which X, Y4, and Z, are unknown numbers may be obtained based on the transformation relationship between the

Xl
X
H Yl
N |=5
11 “
image plane and the spatial plane: 1 . H=MW. The equation is solved to obtain the coordinates (Xy,

[0032] Y., Z,) of the point on the spatial plane Q.

[0033] Case 2: If the foregoing transformation relationship exists between the image plane q and the spatial plane Q,
and image coordinates of a plurality of points on q, spatial coordinates of the plurality of points on the spatial plane Q,
and the intrinsic parameter matrix of the camera are known, a product of the scale factor and the extrinsic parameter
matrix of the camera may be calculated based on the transformation relationship between the image plane and the
spatial plane.

[0034] For example, in FIG. 1, Q, is a rectangle on the spatial plane Q, and a rectangle q, is a rectangle mapped to

the rectangle Q4 on the image plane q based on the foregoing transformation relationship between the image plane and
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the spatial plane. If image coordinates of four corners of the rectangle q, are respectively (x4, y4), (X, ¥2), (X3, ¥3), and
(x4, y,4), spatial coordinates of four corners of the rectangle Q, are respectively (X4, Y4, Zy), (X5, Yo, Z5), (X3, Y3, Z3),
and (X4, Y4, Z4), and the intrinsic parameter matrix of the camera is M, an overdetermined equation in which sH is an
unknown number may be obtained based on the transformation relationship between the image plane and the spatial

X X, X, X,

X X, X X
R A A
=S
R R P A
1 1 1 1 . o ,
plane: . The overdetermined equation is solved by using a

constrained least square method or a random sample consensus method, to obtain sH. Then, sH is divided by the
intrinsic parameter matrix M of the camera, to obtain the product of the scale factor and the extrinsic parameter matrix
of the camera.

[0035] The following describes in detail implementations of the embodiments of this application based on the trans-
formation relationship between the image coordinate system and the spatial coordinate system with reference to the
accompanying drawings.

[0036] A method provided in the embodiments of this application may be applied to any interaction system in which
a finger direction needs to be recognized. For example, the interaction system may be an interaction system in a smart
cockpit, or may be another interaction system such as a smart home system in which a finger direction needs to be
recognized. The smart cockpit may be a smart cockpit of a vehicle, a smart cockpit of a train, a smart cockpit of an
aircraft, or the like. The method provided in the embodiments of this application is described by using the smart cockpit
of the vehicle as an example. For a case in which the method provided in the embodiments of this application is applied
to another type of interaction system, refer to the descriptions in the embodiments of this application. Details are not
described. The following describes the method provided in the embodiments of this application only by using an interaction
system shown in FIG. 2 as an example.

[0037] FIG. 2 is a schematic architectural diagram of an interaction system according to an embodiment of this appli-
cation. The interaction system shown in FIG. 2 includes a head unit control apparatus 201 and a visual perception
apparatus 202. The head unit control apparatus 201 and the visual perception apparatus 202 are connected in a wired
or wireless manner (for example, Bluetooth communication).

[0038] The head unit control apparatus 201 may control or adjust a vehicle-mounted device. For example, the head
unit control apparatus 201 may adjust an air outlet of an in-vehicle air conditioner. For another example, the head unit
control apparatus 201 may control an augmented reality (augmented reality, AR) head-up display (head-up display,
HUD) to display corresponding information.

[0039] The visual perception apparatus 202 may be a conventional camera or a smart camera. The conventional
camera is a camera with a camera capability. The smart camera provides an image processing function and an artificial
intelligence algorithm function in addition to the camera capability. The visual perception apparatus 202 may be deployed
above a rearview mirror, or at another location in the smart cockpit of the vehicle. This is not limited.

[0040] Optionally, the visual perception apparatus 202 is a monocular camera, a binocular camera, or a depth camera.
It may be understood that the visual perception apparatus 202 may alternatively be a tri-lens camera or a multi-lens
camera. This is not limited.

[0041] In some embodiments, the visual perception apparatus 202 is the conventional camera, and the head unit
control apparatus 201 may obtain first spatial coordinates of a finger; determine, based on the first spatial coordinates,
a first direction to which the finger points; and adjust a parameter of a target device, or display information about a target
object based on the first direction. For details, refer to descriptions in the following method shown in FIG. 4 or FIG. 9.
[0042] Optionally, in this case, information about a three-dimensional drawing of a smart cockpit of a vehicle or infor-
mation about a three-dimensional model of a smart cockpit of a vehicle is stored or pre-configured in the head unit control
apparatus 201.

[0043] It may be understood that, before using coordinate system information corresponding to the three-dimensional
drawing of the smart cockpit of the vehicle or coordinate system information corresponding to the three-dimensional
model of the smart cockpit of the vehicle, the head unit control apparatus 201 may download, from a network, the
coordinate system information corresponding to the three-dimensional drawing of the smart cockpit of the vehicle, or
the coordinate system information corresponding to the three-dimensional model of the smart cockpit of the vehicle.
[0044] In some embodiments, the visual perception apparatus 202 is the smart camera, and the camera may obtain
first spatial coordinates of a finger, and send information about the first spatial coordinates to the head unit control
apparatus 201. The head unit control apparatus 201 receives the information about the first spatial coordinate; may
determine, based on the information about the first spatial coordinate, a first direction to which the finger points; and
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adjust a parameter of a target device, or display information about a target object based on the first direction. For details,
refer to descriptions in the following method shown in FIG. 11 or FIG. 12.

[0045] Optionally, in this case, information about a three-dimensional drawing of a smart cockpit of a vehicle or infor-
mation about a three-dimensional model of a smart cockpit of a vehicle is stored or pre-configured in the head unit control
apparatus 201 and the visual perception apparatus 202.

[0046] It may be understood that, before using coordinate system information corresponding to the three-dimensional
drawing of the smart cockpit of the vehicle or coordinate system information corresponding to the three-dimensional
model of the smart cockpit of the vehicle, the head unit control apparatus 201 and the visual perception apparatus 202
may download, from a network, the coordinate system information corresponding to the three-dimensional drawing of
the smart cockpit of the vehicle, or the coordinate system information corresponding to the three-dimensional model of
the smart cockpit of the vehicle.

[0047] It should be noted that the interaction system shown in FIG. 2 is merely used as an example and is not intended
to limittechnical solutions of this application. A person skilled in the art should understand that, in a specificimplementation
process, the interaction system may further include another device.

[0048] Optionally, the apparatuses in FIG. 2 in this embodiment of this application, for example, the head unit control
apparatus 201 or the visual perception apparatus 202, may be one function module in an apparatus. It may be understood
that the functional module may be an element in a hardware device, for example, a communications chip or a commu-
nications component in a terminal device or a network device, or may be a software functional module running on
hardware, or a virtualized function instantiated on a platform (for example, a cloud platform).

[0049] For example, the apparatuses in FIG. 2 may be implemented by using an electronic device 300 in FIG. 3. FIG.
3 is a schematic diagram of a hardware structure of an electronic device applicable to an embodiment of this application.
The electronic device 300 may include at least one processor 301, a communications line 302, a memory 303, and at
least one communications interface 304.

[0050] The processor 301 may be a general-purpose central processing unit (central processing unit, CPU), a micro-
processor, an application-specific integrated circuit (application-specific integrated circuit, ASIC), or one or more inte-
grated circuits configured to control program execution of the solutions in this application.

[0051] The communicationsline 302 may include a path for transferring information between the foregoing components,
such as a bus.

[0052] The communications interface 304 uses any apparatus of a transceiver type, to communicate with another
device or a communications network, for example, an Ethernet interface, a radio access network (radio access network,
RAN) interface, or a wireless local area network (wireless local area networks, WLAN) interface.

[0053] The memory 303 may be, but not limited to, a read-only memory (read-only memory, ROM) or another type of
static storage device capable of storing static information and an instruction, or a random access memory (random
access memory, RAM) or another type of dynamic storage device capable of storing information and an instruction, or
may be an electrically erasable programmable read-only memory (electrically erasable programmable read-only memory,
EEPROM), acompactdisc read-only memory (compact disc read-only memory, CD-ROM) or other compact disc storage,
optical disc storage (including a compressed optical disc, a laser disc, an optical disc, a digital universal optical disc, a
blue-ray optical disc, and the like), a magnetic disk storage medium or another magnetic storage device, or any other
medium capable of carrying or storing expected program code in a form of instructions or data structures and capable
of being accessed by a computer. The memory may exist independently, and is connected to the processor by using
the communications line 302. The memory may alternatively be integrated with the processor. The memory provided in
this embodiment of this application may usually be non-volatile. The memory 303 is configured to store computer-
executable instructions for executing the solutions of this application, and the processor 301 controls the execution. The
processor 301 is configured to execute the computer-executable instructions stored in the memory 303, to implement
the method provided in the embodiments of this application.

[0054] Optionally, the computer-executable instructions in the embodiments of this application may also be referred
to as application program code. This is not specifically limited in the embodiments of this application.

[0055] During specific implementation, in an embodiment, the processor 301 may include one or more CPUs, for
example, a CPU 0 and a CPU 1in FIG. 3.

[0056] In specific implementation, in an embodiment, the electronic device 300 may include a plurality of processors,
for example, the processor 301 and a processor 307 in FIG. 3. Each of the processors may be a single-core (single-
CPU) processor, or may be a multi-core (multi-CPU) processor. The processor herein may be one or more devices,
circuits, and/or processing cores configured to process data (for example, a computer program instruction).

[0057] In specific implementation, in an embodiment, the electronic device 300 may further include an output device
305 and an input device 306. The output device 305 communicates with the processor 301, and may display information
in a plurality of manners. For example, the output device 305 may be a liquid crystal display (liquid crystal display, LCD),
a light emitting diode (light emitting diode, LED) display device, a cathode ray tube (cathode ray tube, CRT) display
device, or a projector. The input device 306 communicates with the processor 301, and may receive an input of a user
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in a plurality of manners. For example, the input device 306 may be a mouse, a keyboard, a touchscreen device, or a
sensing device.

[0058] It should be noted that if a visual perception apparatus is a smart camera, and the visual perception apparatus
is implemented by using the electronic device 300, a CPU in the electronic device 300 may be replaced with a graphics
processing unit (graphics processing unit, GPU).

[0059] The following specifically describes the interaction method in the embodiments of this application with reference
to FIG. 1, FIG. 2, and FIG. 3. An apparatus in the following embodiments may have the components shown in FIG. 3.
It should be noted that, in the following embodiments of this application, the word "example" "optional” or "for example"
is used to represent giving an example, an illustration, or a description. Any following embodiment or design scheme
described as an "example" "optional" or "for example" in the embodiments of this application should not be explained
as being more preferred or having more advantages than another embodiment or design scheme. Exactly, use of the
word " example" "optional" or "for example" or the like is intended to present a relative concept in a specific manner.
[0060] It should be noted that, in descriptions of this application, a word such as "first" or "second" is merely used for
distinction and description, and shall not be understood as an indication or implication of relative importance or an
indication or implication of an order. For directions with different numbers, such as "first direction" in this application, the
numbers are merely used for contextual convenience, and different sequence numbers do not have specific technical
meanings. For example, first direction or second direction may be understood as one or any one of a series of directions.
[0061] It may be understood that a same step or a step or a message having a same function in the embodiments of
this application may be mutually referenced in different embodiments.

[0062] It may be understood that, in the embodiments of this application, the visual perception apparatus or the head
unit control apparatus may perform some or all of steps in the embodiments of this application. The se steps are merely
examples. In the embodiments of this application, other steps or variations of various steps may be alternatively per-
formed. In addition, the steps may be performed in a sequence different from a sequence presented in the embodiments
of this application, and it is possible that not all the steps in the embodiments of this application need to be performed.
[0063] In this embodiment of this application, a specific structure of an execution body of an interaction method is not
particularly limited in this embodiment of this application, provided that communication may be performed by running a
program that records code of the interaction method in the embodiments of this application. For example, an interaction
method provided in this embodiment of this application may be executed by a visual perception apparatus, ora component
applied to the visual perception apparatus, for example, a chip or a processor. This is not limited in this application.
Alternatively, the interaction method provided in this embodiment of this application may be executed by a head unit
control apparatus, or a component applied to a head unit control apparatus, for example, a chip or a processor. This is
not limited in this application. In the following embodiments, an example in which an interaction method is executed by
a visual perception apparatus and a head unit control apparatus is used for description.

[0064] First, an example in which the visual perception apparatus is a conventional camera is used to describe the
interaction method provided in this embodiment of this application.

[0065] FIG. 4 shows an interaction method according to an embodiment of this application. The interaction method
includes step 401 to step 403.

[0066] Step 401: A head unit control apparatus obtains first spatial coordinates of a finger.

[0067] The head unitcontrolapparatus may be the head unit control apparatus 201 in FIG. 2. Thefirst spatial coordinates
are coordinates in a three-dimensional coordinate system. For example, the first spatial coordinates are coordinates in
a coordinate system corresponding to a three-dimensional drawing (for example, a CAD drawing) of a smart cockpit of
a vehicle, or coordinates in a coordinate system corresponding to a three-dimensional model of a smart cockpit of a
vehicle. The vehicle is a vehicle on which the head unit control apparatus is located. The first spatial coordinates include
spatial coordinates of at least two points on the finger.

[0068] Optionally, to avoid a misoperation, the head unit control apparatus obtains, within a preset time period, the
first spatial coordinates of the finger when the head unit control apparatus detects that a direction to which the finger
points is within a first range.

[0069] The first range is a range in which an included angle with an initial direction of the finger is less than or equal
to a first threshold. The initial direction of the finger is a finger direction detected at an initial moment of the preset time
period. The first threshold may be set before delivery. For example, a proper first threshold is set based on big data
statistics. Alternatively, the first threshold may be set by a user after delivery.

[0070] Forexample, the preset time period is 2 seconds and the first threshold is 10°. If at a moment within 2 seconds,
the included angle between the initial direction and the direction to which the finger points and that is detected by the
head unit control apparatus is 30°, the head unit control apparatus does not trigger an operation of obtaining the first
spatial coordinates of the finger. If, at any moment within 2 seconds, the included angle between the initial direction and
the direction to which the finger points and that is detected by the head unit control apparatus is less than or equal to
10°, the head unit control apparatus obtains the first spatial coordinates of the finger.

[0071] Optionally, the head unit control apparatus obtains the first spatial coordinates in the following manner: The
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head unit control apparatus obtains image coordinates of the finger in an image shot by a camera; and obtains the first
spatial coordinates based on the image coordinates of the finger, an intrinsic parameter matrix of the camera, and a
physical transformation matrix.

[0072] The image coordinates of the finger are coordinates in a two-dimensional coordinate system. For example, the
image coordinates of the finger are coordinates of the finger in a coordinate system of the camera. The coordinate
system of the camera may alternatively be referred to as a coordinate system established on the image shot by the
camera. The camera may be the visual perception apparatus 202 in FIG. 2. The intrinsic parameter matrix and the
physical transformation matrix of the camera may be used to indicate a transformation relationship between the two-
dimensional coordinate system and the three-dimensional coordinate system.

[0073] First, an example process in which the head unit control apparatus obtains the image coordinates of the finger
in the image shot by the camera is described.

[0074] In a possible implementation, that the head unit control apparatus obtains the image coordinates of the finger
in the image shot by the camera includes: The head unit control apparatus receives the image shot by the camera from
the camera; and the head unit control apparatus obtains, based on the image shot by the camera, the image coordinates
of the finger in the image shot by the camera.

[0075] For example, the image shot by the camera may be shown in FIG. 5(a). The image coordinates of the finger
are coordinates of key pixels of the finger in the image shot by the camera. The key pixels of the finger may include a
plurality of pixels that can reflect a direction to which the finger points. For example, the key pixels of the finger include
at least two pixels on finger joints. For example, the key pixels of the finger may be shown in FIG. 5(b). Further, the head
unit control apparatus determines the key pixels of the finger in the image shot by the camera, and obtains the image
coordinates of the finger. For example, the head unit control apparatus may determine, by using a method such as deep
learning, the key pixels of the finger in the image shot by the camera.

[0076] Further, to reduce a calculation amount of the head unit control apparatus, the head unit control apparatus may
first crop a hand in the image shot by the camera, and then obtain the image coordinates of the finger based on the
cropped hand. For example, the head unit control apparatus determines a hand frame in the image shot by the camera,
and crops the hand frame. The head unit control apparatus determines the key pixels of the finger in the hand frame,
and obtains the image coordinates of the finger.

[0077] There are a wrist and a hand in the hand frame. For example, the hand frame determined by the head unit
control apparatus may be shown in FIG. 5(a), and the hand frame cropped by the head unit control apparatus may be
shown in FIG. 5(b).

[0078] For example, the head unit control apparatus may determine, by using a target detector, for example, an SSD
(single shot multibox detector) or a YOLO (you only look once) version 3 (v3), a position of the hand frame in the image
shot by the camera. It may be understood that the SSD and YOLO v3 are merely examples, and the head unit control
apparatus may further determine the position of the hand frame by using another target detector. This is not limited. For
example, the head unit control apparatus may determine the key pixels of the finger based on an Openpose model. It
may be understood that, in actual application, the head unit control apparatus may further determine the key pixels of
the finger by using another model or software. This is not limited.

[0079] In a possible implementation, the head unit control apparatus obtains, in the following cases, the image coor-
dinates of the finger in the image shot by the camera.

[0080] Case 1: The head unit control apparatus receives the image shot by the camera from the camera, and obtains
the image coordinates of the finger in the image shot by the camera. In this case, the image shot by the camera has a
hand. In other words, when detecting that the hand exists in the shot image, the camera sends the shot image to the
head unit control apparatus. The head unit control apparatus receives the shotimage, and obtains the image coordinates
of the finger in the shot image.

[0081] Case 2: The head unit control apparatus receives the image shot by the camera from the camera, and when
detecting that a hand exists in the image shot by the camera, obtains the image coordinates of the finger in the image
shot by the camera. In this case, the camera does not necessarily have the hand in the image. In other words, the
camera sends the shot image to the head unit control apparatus after shotting the image.

[0082] The following describes a specific process of obtaining the first spatial coordinates based on the image coor-
dinates of the finger, the intrinsic parameter matrix of the camera, and the physical transformation matrix.

[0083] The intrinsic parameter matrix of the camera may reflect an attribute of the camera, for example, an intrinsic
parameter of the camera. The intrinsic parameter of the camera may include a field of view (field of view, FOV), a focal
length, a distortion amount, and the like of the camera. For example, the intrinsic parameter matrix of the camera may
be obtained by using a checkerboard grid method of Zhang Zhengyou.

[0084] The physical transformation matrix is sW. In other words, the physical transformation matrix is a product of a
scale factor and an extrinsic parameter matrix of the camera. The extrinsic parameter matrix of the camera may reflect
an external attribute of the camera, for example, extrinsic parameters of the camera. The external parameters of the
camera include but are not limited to a position of the camera, a height of the camera, a pitch angle of the camera, and
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the like.

[0085] Inapossibleimplementation, the physical transformation matrix may be obtained by using the following method:
The head unit control apparatus obtains an intrinsic parameter matrix of a camera; the head unit control apparatus
obtains image coordinates of a plurality of estimation points and spatial coordinates of the plurality of estimation points
in an image shot by the camera; and the head unit control apparatus obtains the physical transformation matrix based
on the intrinsic parameter matrix of the camera, the image coordinates of the plurality of estimation points, and the spatial
coordinates of the plurality of estimation points. Specifically, refer to the following method shown in FIG. 9. Details are
not described again.

[0086] It should be noted that a process in which the head unit control apparatus obtains the physical transformation
matrix is a preprocessing process. In other words, the head unit control apparatus obtains the physical transformation
matrix before performing the method shown in FIG. 4. It may be understood that if the external parameter of the camera
does not change, the head unit control apparatus does not need to obtain the physical transformation matrix again.
[0087] It may be understood that the physical transformation matrix may alternatively be presetin the head unit control
apparatus. In other words, when the vehicle is delivered from a factory, the physical transformation matrix may be preset
in the head unit control apparatus. Subsequently, if the extrinsic parameter of the camera changes, the head unit control
apparatus may obtain the physical transformation matrix again by using the method shown in FIG. 9.

[0088] In a possible implementation, that the head unit control apparatus obtains the first spatial coordinates based
on the image coordinates of the finger, the intrinsic parameter matrix of the camera, and the physical transformation
matrix includes: The head unit control apparatus performs coordinate transformation on the image coordinates of the
finger, the physical transformation matrix, and the intrinsic parameter matrix of the camera, to obtain the first spatial
coordinates.

[0089] Thefirstspatial coordinates include spatial coordinates of atleast two points on the finger. The image coordinates
of the finger are in a one-to-one correspondence with the first spatial coordinates. Coordinates of any key pixel in the
image coordinates of the finger and spatial coordinates corresponding to the coordinates of the key pixel meet a formula:

X

X
—y |/ smw
ANEa
1
1

. (x, y) is the coordinates of any key pixel in the image coordinates of the finger, (X,
[0090] Y, Z)isthe spatial coordinates corresponding to the coordinates of the key pixel, sW is the physical transformation
matrix, and M is the intrinsic parameter matrix of the camera.
[0091] Forexample, the image coordinates of the finger include (x4, y4) and (x,, y,), the physical transformation matrix

is sW, and the intrinsic parameter matrix of the camera is M. The first spatial coordinates include (X4, Y4, Z4) and (X5,
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[0092] Step 402: The head unit control apparatus determines, based on the first spatial coordinates, a first direction
to which the finger points.

[0093] Optionally, thatthe head unit control apparatus determines, based on the first spatial coordinates, a first direction
to which the finger points includes: The head unit control apparatus fits a straight line based on the spatial coordinates
of the at least two points included in the first spatial coordinates, where a direction of the straight line is the first direction.
The direction of the straight line is pointed from a point, in the at leasttwo points, close to the wrist to a point far from the wrist.
[0094] For example, the straight line fitted by the head unit control apparatus based on the spatial coordinates of the
at least two points included in the first spatial coordinates may be shown in FIG. 6. The first spatial coordinates in FIG.
6 include spatial coordinates of three points. The head unit control apparatus fits a straight line based on the spatial
coordinates of the three points, and a direction to which the finger points is pointed from a point, in the three points,
close to a wrist to a point far from the wrist.

[0095] It may be understood that, a larger quantity of points included in the first spatial coordinate indicates that the
straight line fitted by the head unit control apparatus is closer to the gesture of the finger, and the direction to which the
finger points and that is determined by the head unit control apparatus is more accurate. In addition, because the first
spatial coordinates are in a one-to-one correspondence with the image coordinates of the finger, the more coordinates
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of the key pixel points of the finger in the image coordinates of the finger that is obtained by the head unit control apparatus
in step 401 indicates the more accurate direction to which the finger points.

[0096] Step 403: The head unit control apparatus adjusts a parameter of a target device or displays information about
a target object based on the first direction.

[0097] First, an example process in which the head unit control apparatus adjusts the parameter of the target device
based on the first direction is described.

[0098] Optionally, the target device may be determined in any one of the following manners: The head unit control
apparatus determines based on a second direction to which the finger points; the user selects the target device by
pressing a button; or the user selects the target device in a voice interaction manner.

[0099] Further, the second direction to which the finger points may be obtained based on second spatial coordinates
of the finger that are used to determine the target device. For example, the head unit control apparatus obtains the
second spatial coordinates of the finger; the head unit control apparatus determines, based on the second spatial
coordinates, the second direction to which the finger points; and the head unit control apparatus determines a device
at the second direction as the target device. The second spatial coordinates are coordinates in the three-dimensional
coordinate system.

[0100] It may be understood that, for a process in which the head unit control apparatus obtains the second spatial
coordinates of the finger, and determines, based on the second spatial coordinates, the second direction to which the
finger points, refer to the process in which the head unit control apparatus obtains the first direction in step 401 and step
402. Details are not described again.

[0101] Further, the head unit control apparatus may determine a first device at the second direction as the target
device. For example, the head unit control apparatus determines that the first device at the second direction is a window,
and uses the window as the target device.

[0102] In a possible implementation, the adjusting a parameter of a target device based on the first direction includes:
adjusting a parameter of a window in the vehicle based on the first direction; adjusting a parameter of a sunroof in the
vehicle based on the first direction; or adjusting a parameter of an air conditioner in the vehicle based on the first direction.
[0103] For example, as shown in FIG. 7(a), FIG. 7(b) and FIG. 7(c), a finger direction shown in FIG. 7(a) may adjust
the parameter of the window, for example, reduce a parameter for controlling an on/off degree of the window. A finger
direction shown in FIG. 7(b) may adjust the parameter of the sunroof in the vehicle, for example, reduce a parameter
for controlling an on/off degree of the sunroof. A finger direction shown in FIG. 7(c) may adjust the parameter of the air
conditioner, for example, increase a parameter for controlling an air outlet direction of the air conditioner.

[0104] The following describes a specific process in which the head unit control apparatus displays the information
about the target object based on the first direction.

[0105] The target objectis an object in an interaction area, or the target object is a first object at the first direction. The
interaction area is an area covered at the first direction. For example, the interaction area is an area whose included
angle with the first direction is less than or equal to a second threshold. For example, the interaction area may be shown
in 803 in FIG. 8.

[0106] Optionally, the target object is all or some objects in the interaction area. When the target object is some objects
in the interaction area, the target object is an object whose included angle with the first direction is less than or equal to
a third threshold in the interaction area. The second threshold is greater than the third threshold.

[0107] Thesecond threshold orthe third threshold may be set before delivery. For example, the proper second threshold
or the third threshold is set based on big data statistics. Alternatively, the second threshold or the third threshold may
be set by the user after delivery.

[0108] It may be understood that the second threshold may be the same as or different from the first threshold. The
third threshold may be the same as or different from the first threshold.

[0109] In a possible implementation, the target object is an object in the interaction area, and the head unit control
apparatus controls, based on the first direction, an AR-HUD to display related information about the object on a display
interface (for example, a windshield of the vehicle).

[0110] For example, as shown in FIG. 8, an area 801 is an image displayed by the AR-HUD on the windshield. The
head unit control apparatus controls, based on the first direction, the AR-HUD to display related information of the target
object 802, such as a specific hotel name, on the windshield.

[0111] In another possible implementation, the target object is the first object at the first direction, and the head unit
control apparatus controls, based on the first direction, the AR-HUD to display the information about the target object
on the display interface (for example, a windshield of the vehicle). For example, if the first object at the first direction is
the air conditioner, the head unit control apparatus controls the AR-HUD to display, on the windshield, an in-vehicle
temperature, an in-vehicle humidity, an air exhaust mode, and the like.

[0112] Based on the method shown in FIG. 4, the head unit control apparatus may obtain the first spatial coordinates,
determine, based on the first spatial coordinates, the first direction to which the finger points, and adjust the parameter
of the target device or display the information about the target object based on the first direction. In the smart cockpit of
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the vehicle, the finger may point to any direction, and different directions may correspond to different functions of the
smart cockpit of the vehicle. Therefore, different functions may be implemented based on the direction pointed to by the
finger. In addition, compared with that in which a device in the smart cockpit of the vehicle is adjusted based on a gesture,
the method provided in this embodiment of this application may further display the information about the target object
based on the direction pointed to by the finger. In this way, a human-machine interaction manner is increased.

[0113] Further optionally, as shown in FIG. 9, in the method shown in FIG. 4, the physical transformation matrix may
be obtained by using step 404 to step 406.

[0114] Step 404: A head unit control apparatus obtains an intrinsic parameter matrix of a camera.

[0115] In a possible implementation, the head unit control apparatus may obtain the intrinsic parameter matrix of the
camera by using the checkerboard grid method of Zhang Zhengyou.

[0116] Step 405: The head unit control apparatus obtains image coordinates of a plurality of estimation points and
spatial coordinates of the plurality of estimation points in an image shot by the camera.

[0117] The image coordinates of the plurality of estimation points are coordinates in the two-dimensional coordinate
system. For example, the image coordinates of the plurality of estimation points are coordinates of the plurality of
estimation points in the image shot by the camera. The spatial coordinates of the plurality of estimation points are
coordinates in the three-dimensional coordinate system. For example, the spatial coordinates of the plurality of estimation
points are coordinates of the plurality of estimation points in the coordinate system corresponding to the three-dimensional
drawing ofthe smart cockpit of the vehicle, or coordinates in the coordinate system corresponding to the three-dimensional
model of the smart cockpit of the vehicle. In this case, the head unit control apparatus stores information about the three-
dimensional drawing or information about the three-dimensional model.

[0118] The plurality of estimation points may be easily recognized points in the smart cockpit of the vehicle, for example,
corner points of components in the smart cockpit of the vehicle. In this way, an error in calculating the physical trans-
formation matrix can be reduced. For example, the plurality of estimation points may be shown in FIG. 10.

[0119] In a possible implementation, the head unit control apparatus determines the plurality of estimation points; the
head unit control apparatus obtains the image shot by the camera, and obtains the image coordinates of the plurality of
estimation points based on the image shot by the camera; and the head unit control apparatus obtains the spatial
coordinates of the plurality of estimation points based on the three-dimensional drawing of the vehicle.

[0120] It should be noted that the quantity of estimation points is not limited in this embodiment of this application.
However, a person skilled in the art should understand that a larger quantity of estimation points indicates a more
accurate physical transformation matrix obtained through calculation.

[0121] Step 406: The head unit control apparatus obtains the physical transformation matrix based on the intrinsic
parameter matrix of the camera, the image coordinates of the plurality of estimation points, and the spatial coordinates
of the plurality of estimation points.

[0122] Optionally, that the head unit control apparatus obtains the physical transformation matrix based on the intrinsic
parameter matrix of the camera, the image coordinates of the plurality of estimation points, and the spatial coordinates
of the plurality of estimation points includes: The head unit control apparatus obtains, based on the image coordinates
of the plurality of estimation points, the spatial coordinates of the plurality of estimation points, and the intrinsic parameter
matrix of the camera, an equation set whose physical transformation matrix is an unknown number, solves the equation
set, and obtains the physical transformation matrix corresponding to the extrinsic parameter of the camera. For example,
a quantity of the plurality of estimation points is 8, and spatial coordinates of the eight estimation points are respectively
(X1, Y1, Z4), (X, Yo, Z3), (X3, Y3, Z3), (X, Yo, Z4), (X, Y, Zs), (X, Yo, Zg), (X7, Y7, Z7), and (Xg, Yg, Zg). An example
in which image coordinates of the eight estimation points are respectively (X1, ¥4), (X2, ¥2), (X3, ¥3), (X4, Ya), (X5, ¥5), (Xg,
Ye), (X7, y7), and (Xg, yg) is used. Based on the spatial coordinates of the plurality of estimation points, the image
coordinates of the plurality of estimation points, and the intrinsic parameter matrix (M in the following equation set) of
the camera, the following equation set whose physical transformation matrix is an unknown number may be obtained:

X, X, X, X, X, X, X,
X, X. X. X, X, X, X. X,
1 2 3 4 5 6 7 8 Yl Y2 Y3 Y4 Y5 Y6 Y7

Vi Vs Vi Ve Vs Ve Vo Vs |=SWM
1 1 1 1 1 1 1 1

- N
- N
- N
- N
- N
- N
- N
— N X

[0123] The foregoing equation may be solved by using a constrained least square method or a random sample con-
sensus method, to obtain sW, namely, the physical transformation matrix.

[0124] Based on the method shown in FIG. 9, a head unit control apparatus may obtain an intrinsic parameter matrix
of a camera, image coordinates of a plurality of estimation points, and spatial coordinates of the plurality of estimation
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points, and obtain the physical transformation matrix based on the intrinsic parameter matrix, the image coordinates of
the plurality of estimation points, and the spatial coordinates of the plurality of estimation points. In this way, the head
unit control apparatus may determine a transformation relationship between a two-dimensional coordinate system and
a three-dimensional coordinate system, and may subsequently convert, based on the transformation relationship, image
coordinates of a finger in the image shot by the camera into spatial coordinates of the finger, so as to determine a
direction to which the finger points.

[0125] The foregoing describes the interaction method provided in this embodiment of this application by using an
example in which the visual perception apparatus is the conventional camera. In addition, the visual perception apparatus
may alternatively be a smart camera. An example in which the visual perception apparatus is the smart camera is used
below to describe an interaction method provided in an embodiment of this application.

[0126] FIG. 11 is still another interaction method according to an embodiment of this application. The interaction
method includes step 1101 to step 1104.

[0127] Step 1101: A camera obtains first spatial coordinates of a finger.

[0128] The camera may be the visual perception apparatus 202 in FIG. 2. For a specific process of step 1101, refer
to the corresponding descriptions in step 401. Details are not described again.

[0129] Step 1102: The camera sends information about the first spatial coordinates to a head unit control apparatus.
[0130] The head unit control apparatus may be the head unit control apparatus 201 in FIG. 2. The information about
the first spatial coordinate may be used to indicate the first spatial coordinate.

[0131] Step 1103: The head unit control apparatus receives the information from the first spatial coordinates of the
camera, and determines, based on the first spatial coordinates, a first direction to which the finger points.

[0132] For a process in which the head unit control apparatus determines, based on the first spatial coordinates, the
first direction to which the finger points, refer to corresponding descriptions in step 402. Details are not described again.
Step 1104: The head unit control apparatus adjusts a parameter of the target device, or displays information about a
target object based on the first direction.

[0133] For description of step 1104, refer to the foregoing step 403. Details are not described again.

[0134] Based on the method shown in FIG. 11, the camera may obtain the first spatial coordinates, and send the
information about the first spatial coordinates to the head unit control apparatus. The head unit control apparatus receives
the information about the first spatial coordinate; may determine, based on the first spatial coordinate, the first direction
to which the finger points; and adjust the parameter of the target device, or display the information about the target object
based on the first direction. In a smart cockpit of a vehicle, the finger may point to any direction, and different directions
may correspond to different functions of the smart cockpit of the vehicle. Therefore, different functions may be imple-
mented based on the direction pointed to by the finger. In addition, compared with that in which a device in the smart
cockpit of the vehicle is adjusted based on a gesture, the method provided in this embodiment of this application may
further display the information about the target object based on the direction pointed to by the finger. In this way, a
human-machine interaction manner is increased.

[0135] Further optionally, as shown in FIG. 12, in the method shown in FIG. 11, the physical transformation matrix
may be obtained by using step 1105 to step 1107.

[0136] Step 1105: The camera obtains an intrinsic parameter matrix of the camera.

[0137] Step 1106: The camera obtains image coordinates of a plurality of estimation points and spatial coordinates
of the plurality of estimation points in an image shot by the camera.

[0138] Step 1107: The camera obtains the physical transformation matrix based on the intrinsic parameter matrix of
the camera, the image coordinates of the plurality of estimation points, and the spatial coordinates of the plurality of
estimation points.

[0139] For descriptions of step 1105 to step 1107, refer to descriptions corresponding to step 404 to step 406. Details
are not described again.

[0140] Based on the method shown in FIG. 12, the camera may obtain the intrinsic parameter matrix of the camera,
the image coordinates of the plurality of estimation points, and the spatial coordinates of the plurality of estimation points,
and obtain the physical transformation matrix based on the intrinsic parameter matrix, the image coordinates of the
plurality of estimation points, and the spatial coordinates of the plurality of estimation points. In this way, the camera
may determine a transformation relationship between a two-dimensional coordinate system and a three-dimensional
coordinate system, and subsequently convert, based on the transformation relationship, image coordinates of the finger
in the image shot by the camera into the first spatial coordinates, so as to send the information about the first spatial
coordinates to the head unit control apparatus. In this way, the head unit control apparatus determines the direction
pointed to by the finger.

[0141] Theforegoing mainly describes the solutions provided in the embodiments of this application from a perspective
of interaction between network elements. It may be understood that, to implement the foregoing functions, the head unit
control apparatus or the camera includes a corresponding hardware structure and/or software module for performing
each function. A person skilled in the art should easily be aware that, in combination with units and algorithm operations
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of the examples described in the embodiments disclosed in this specification, this application may be implemented by
hardware or acombination of hardware and computer software. Whether a function is performed by hardware or hardware
driven by computer software depends on particular applications and design constraints of the technical solutions. A
person skilled in the art may use different methods to implement the described functions for each particular application,
but it should not be considered that the implementation goes beyond the scope of this application.

[0142] In the embodiments of this application, the head unit control apparatus or the camera may be divided into
function modules according to the foregoing method examples. For example, function modules may be obtained through
division based on corresponding functions, or two or more functions may be integrated into one processing module. The
integrated module may be implemented in a form of hardware, or may be implemented in a form of a software functional
module. It should be noted that, in this embodiment of this application, module division is an example, and is merely a
logical function division. In actual implementation, another division manner may be used.

[0143] For example, when the functional modules are obtained through division in an integration manner, FIG. 13 is
a schematic diagram of a structure of an electronic device. The electronic device may be a chip or a system on chip in
the head unit control apparatus or the camera, and the electronic device may be configured to perform a function of the
head unit control apparatus or the camera in the foregoing embodiments.

[0144] In a possible implementation, the electronic device shown in FIG. 13 includes an obtaining module 1301 and
a determining module 1302.

[0145] The obtaining module 1301 is configured to obtain first spatial coordinates of a finger, where the first spatial
coordinates are coordinates in a three-dimensional coordinate system.

[0146] The determining module 1302 is configured to determine, based on the first spatial coordinates, a first direction
to which the finger points.

[0147] Thedetermining module 1302 is further configured to adjust a parameter of a target device, or display information
about a target object based on the first direction.

[0148] Optionally, the obtaining module 1301 is further configured to obtain second spatial coordinates of the finger,
where the second spatial coordinates are coordinates in the three-dimensional coordinate system. The determining
module 1302 is further configured to determine, based on the second spatial coordinates, a second direction to which
the finger points. The determining module 1302 is further configured to determine a device at the second direction as
the target device.

[0149] Optionally, the obtaining module 1301 is specifically configured to obtain the first spatial coordinates of the
finger when detecting, within a preset time period, that a direction to which the finger points falls within a first range. The
first range is a range in which an included angle with an initial direction of the finger is less than or equal to a first
threshold, and the initial direction is a finger direction that is detected at an initial moment of the preset time period.
Optionally, the obtaining module 1301 is specifically configured to obtain image coordinates of the finger in an image
shot by a camera, where the image coordinates of the finger are coordinates in a two-dimensional coordinate system.
The obtaining module 1301 is further specifically configured to obtain the first spatial coordinates based on the image
coordinates of the finger, an intrinsic parameter matrix of the camera, and a physical transformation matrix, where the
intrinsic parameter matrix of the camera and the physical transformation matrix are used to indicate a transformation
relationship between the two-dimensional coordinate system and the three-dimensional coordinate system. Optionally,
the obtaining module 1301 is further configured to obtain image coordinates of a plurality of estimation points and spatial
coordinates of the plurality of estimation points in the image shot by the camera, where the image coordinates of the
plurality of estimation points are coordinates in the two-dimensional coordinate system. The spatial coordinates of the
plurality of estimation points are coordinates in the three-dimensional coordinate system. The determining module 1302
is further configured to obtain the physical transformation matrix based on the intrinsic parameter matrix of the camera,
the image coordinates of the plurality of estimation points, and the spatial coordinates of the plurality of estimation points.
[0150] Optionally, the physical transformation matrix is preset.

[0151] Optionally, the camera is a monocular camera, a binocular camera, or a depth camera.

[0152] Optionally, the target object is an object in an interaction area. The interaction area is an area covered by the
first direction.

[0153] Optionally, the two-dimensional coordinate system is a coordinate system corresponding to the camera. The
three-dimensional coordinate system is a coordinate system corresponding to a three-dimensional model of the smart
cockpit, or a coordinate system corresponding to a three-dimensional drawing of the smart cockpit.

[0154] Optionally, the determining module 1302 is specifically configured to adjust a parameter of a window in a vehicle
based on the first direction. The determining module 1302 is specifically configured to adjust the parameter of the sunroof
in the vehicle based on the first direction; or the determining module 1302 is specifically configured to adjust the parameter
of the air conditioner in the vehicle based on the first direction.

[0155] Allrelated content of the operations in the foregoing method embodiments may be cited in function description
of the corresponding functional modules. Details are not described herein again.

[0156] Inthis embodiment, the electronic device is presented in a form of functional modules obtained through division
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in an integrated manner. The "module" herein may be a specific ASIC, a circuit, a processor that executes one or more
software or firmware programs and a memory, an integrated logic circuit, and/or another component that can provide
the foregoing functions. In a simple embodiment, a person skilled in the art may figure out that the electronic device may
be in a form shown in FIG. 3.

[0157] For example, the processor 301 in FIG. 3 may invoke computer-executable instructions stored in the storage
303, so that the electronic device performs the interaction method in the foregoing method embodiment.

[0158] For example, functions/implementation processes of the obtaining module 1301 and the determining module
1302 in FIG. 13 may be implemented by the processor 301 in FIG. 3 by invoking the computer-executable instructions
stored in the memory 303.

[0159] Because the electronic device provided in this embodiment may perform the foregoing interaction methods,
for a technical effect that can be achieved by the electronic device, refer to the foregoing method embodiments. Details
are not described herein again.

[0160] FIG. 14 is a schematic diagram of a structure of a chip according to an embodiment of this application. A chip
140 includes one or more processors 1401 and an interface circuit 1402. Optionally, the chip 140 may further include a
bus 1403. Details are as follows:

The processor 1401 may be an integrated circuit chip and has a signal processing capability. In an implementation
process, steps in the foregoing methods can be implemented by using a hardware integrated logical circuit in the
processor 1401, or by using instructions in a form of software. The processor 1401 may be a general purpose processor,
a digital communicator (DSP), an application-specific integrated circuit (ASIC), a field programmable gate array (FPGA)
or another programmable logic device, a discrete gate or a transistor logic device, or a discrete hardware component.
The methods and steps disclosed in the embodiments of this application may be implemented or performed. The general
purpose processor may be a microprocessor, or the processor may be any conventional processor or the like.

[0161] The interface circuit 1402 is configured to send or receive data, instructions, or information. The processor
1401 may perform processing by using the data, the instructions, or other information received by the interface circuit
1402, and may send processed information by using the interface circuit 1402.

[0162] Optionally, the chip 140 furtherincludes a memory. The memory may include a read-only memory and a random
access memory, and provide operation instructions and data for the processor. A part of the memory may further include
a non-volatile random access memory (NVRAM).

[0163] Optionally, the memory stores an executable software module or a data structure, and the processor 1401 may
perform a corresponding operation by invoking an operation instruction (the operation instruction may be stored in an
operating system) stored in the memory.

[0164] Optionally, the chip 140 may be used in the electronic device in the embodiments of this application. Optionally,
the interface circuit 1402 may be configured to output an execution result of the processor 1401. For the interaction
method provided in one or more embodiments of this application, refer to the foregoing embodiments. Details are not
described herein again.

[0165] It should be noted that functions corresponding to each of the processor 1401 and the interface circuit 1402
may be implemented by using a hardware design, may be implemented by using a software design, or may be imple-
mented by combining software and hardware. This is not limited herein.

[0166] The foregoing descriptions about implementations allow a person skilled in the art to understand that, for the
purpose of convenient and brief description, division of the foregoing function modules is taken as an example for
illustration. In actual application, the foregoing functions can be allocated to different modules and implemented according
to a requirement. In other words, an inner structure of an apparatus is divided into different function modules to implement
all or some of the functions described above.

[0167] In the several embodiments provided in this application, it should be understood that the disclosed apparatus
and method may be implemented in other manners. For example, the described apparatus embodiment is merely an
example. For example, the module or unit division is merely logical function division and may be other division in actual
implementation. For example, a plurality of units or components may be combined or integrated into another apparatus,
or some features may be ignored or not performed. In addition, the displayed or discussed mutual couplings or direct
couplings or communication connections may be implemented by using some interfaces. The indirect couplings or
communication connections between the apparatuses or units may be implemented in electronic, mechanical, or other
forms.

[0168] The units described as separate parts may or may not be physically separate, and parts displayed as units
may be one or more physical units, may be located in one place, or may be distributed on different places. Some or all
of the units may be selected based on actual requirements to achieve the objectives of the solutions of the embodiments.
[0169] In addition, functional units in the embodiments of this application may be integrated into one processing unit,
or each of the units may exist alone physically, or two or more units are integrated into one unit. The integrated unit may
be implemented in a form of hardware, or may be implemented in a form of a software functional unit.

[0170] When the integrated unit is implemented in the form of a software functional unit and sold or used as an
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independent product, the integrated unit may be stored in a readable storage medium. Based on such an understanding,
the technical solutions of this application essentially, or the part contributing to the conventional technology, or all or
some of the technical solutions may be implemented in the form of a software product. The software product is stored
in a storage medium and includes several instructions for instructing a device (which may be a single-chip microcomputer,
a chip or the like) or a processor (processor) to perform all or some of the steps of the methods described in the
embodiments of this application. The foregoing storage medium includes: any medium that can store program code,
such as a USB flash drive, a removable hard disk, a ROM, a RAM, a magnetic disk, or an optical disc.

[0171] The foregoing descriptions are merely specific implementations of this application, but are not intended to limit
the protection scope of this application. Any variation or replacement within the technical scope disclosed in this application
shall fall within the protection scope of this application. Therefore, the protection scope of this application shall be subject
to the protection scope of the claims.

Claims
1. Aninteraction method, applied to a smart cockpit, wherein the method comprises:

obtaining first spatial coordinates of a finger, wherein the first spatial coordinates are coordinates in a three-
dimensional coordinate system;

determining, based on the first spatial coordinates, a first direction to which the finger points; and

adjusting a parameter of a target device, or displaying information about a target object based on the first direction.

2. The method according to claim 1, wherein before the obtaining first spatial coordinates of a finger, the method further
comprises:

obtaining second spatial coordinates of the finger, wherein the second spatial coordinates are coordinates in
the three-dimensional coordinate system;

determining, based on the second spatial coordinates, a second direction to which the finger points; and
determining a device at the second direction as the target device.

3. The method according to claim 1 or 2, wherein the obtaining first spatial coordinates of a finger comprises:
obtaining the first spatial coordinates of the finger when detecting, within a preset time period, that a direction to
which the finger points falls within a first range, wherein the first range is a range in which an included angle with
an initial direction of the finger is less than or equal to a first threshold, and the initial direction is a finger direction
that is detected at an initial moment of the preset time period.

4. Themethod according to any one of claims 1 to 3, wherein the obtaining first spatial coordinates of a finger comprises:

obtaining image coordinates of the finger in an image shot by a camera, wherein the image coordinates of the
finger are coordinates in a two-dimensional coordinate system; and

obtaining the first spatial coordinates based on the image coordinates of the finger, an intrinsic parameter matrix
of the camera, and a physical transformation matrix, wherein the intrinsic parameter matrix of the camera and
the physical transformation matrix are used to indicate a transformation relationship between the two-dimen-
sional coordinate system and the three-dimensional coordinate system.

5. The method according to claim 4, wherein the method further comprises:

obtaining image coordinates of a plurality of estimation points and spatial coordinates of the plurality of estimation
points in the image shot by the camera, wherein the image coordinates of the plurality of estimation points are
coordinates in the two-dimensional coordinate system, and the spatial coordinates of the plurality of estimation
points are coordinates in the three-dimensional coordinate system; and

obtaining the physical transformation matrix based on the intrinsic parameter matrix of the camera, the image
coordinates of the plurality of estimation points, and the spatial coordinates of the plurality of estimation points.

6. The method according to claim 4, wherein the physical transformation matrix is preset.

7. The method according to any one of claims 4 to 6, wherein the camera is a monocular camera, a binocular camera,
or a depth camera.
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The method according to any one of claims 1 to 7, wherein the target object is an object in an interaction area; and
the interaction area is an area covered by the first direction.

The method according to claim 4 or 5, wherein the two-dimensional coordinate system is a coordinate system
corresponding to the camera; and the three-dimensional coordinate system is a coordinate system corresponding
to a three-dimensional model of the smart cockpit, or a coordinate system corresponding to a three-dimensional
drawing of the smart cockpit.

The method according to any one of claims 1 to 9, wherein the smart cockpit is a cockpit in a vehicle, and the
adjusting a parameter of a target device based on the first direction comprises:

adjusting a parameter of a window in the vehicle based on the first direction; or
adjusting a parameter of a sunroof in the vehicle based on the first direction; or
adjusting a parameter of an air conditioner in the vehicle based on the first direction.

An electronic device, wherein the electronic device is applied to a smart cockpit, and the electronic device comprises
an obtaining module and a determining module, wherein

the obtaining module is configured to obtain first spatial coordinates of a finger, wherein the first spatial coor-
dinates are coordinates in a three-dimensional coordinate system;

the determining module is configured to determine, based on the first spatial coordinates, a first direction to
which the finger points; and

the determining module is further configured to adjust a parameter of a target device, or display information
about a target object based on the first direction.

The electronic device according to claim 11, wherein

the obtaining module is further configured to obtain second spatial coordinates of the finger, wherein the second
spatial coordinates are coordinates in the three-dimensional coordinate system;

the determining module is further configured to determine, based on the second spatial coordinates, a second
direction to which the finger points; and

the determining module is further configured to determine a device at the second direction as the target device.

The electronic device according to claim 11 or 12, wherein

the obtaining module is specifically configured to obtain the first spatial coordinates of the finger when detecting,
within a preset time period, that a direction to which the finger points falls within a first range, wherein the first range
is a range in which an included angle with an initial direction of the finger is less than or equal to a first threshold,
and the initial direction is a finger direction that is detected at an initial moment of the preset time period.

The electronic device according to any one of claims 11 to 13, wherein

the obtaining module is specifically configured to obtain image coordinates of the finger in an image shot by a
camera, wherein the image coordinates of the finger are coordinates in a two-dimensional coordinate system; and
the obtaining module is further specifically configured to obtain the first spatial coordinates based on the image
coordinates of the finger, an intrinsic parameter matrix of the camera, and a physical transformation matrix,
wherein the intrinsic parameter matrix of the camera and the physical transformation matrix are used to indicate
a transformation relationship between the two-dimensional coordinate system and the three-dimensional coor-
dinate system.

The electronic device according to claim 14, wherein

the obtaining module is further configured to obtain image coordinates of a plurality of estimation points and
spatial coordinates of the plurality of estimation points in the image shot by the camera, wherein the image
coordinates of the plurality of estimation points are coordinates in the two-dimensional coordinate system, and
the spatial coordinates of the plurality of estimation points are coordinates in the three-dimensional coordinate
system; and

the determining module is further configured to obtain the physical transformation matrix based on the intrinsic
parameter matrix of the camera, the image coordinates of the plurality of estimation points, and the spatial
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coordinates of the plurality of estimation points.
The electronic device according to claim 14, wherein the physical transformation matrix is preset.

The electronic device according to any one of claims 14 to 16, wherein the camera is a monocular camera, a binocular
camera, or a depth camera.

The electronic device according to any one of claims 11 to 17, wherein the target object is an object in an interaction
area; and the interaction area is an area covered by the first direction.

The electronic device according to claim 14 or 15, wherein the two-dimensional coordinate system is a coordinate
system corresponding to the camera; and the three-dimensional coordinate system is a coordinate system corre-
sponding to a three-dimensional model of the smart cockpit, or a coordinate system corresponding to a three-
dimensional drawing of the smart cockpit.

The electronic device according to any one of claims 11 to 19, wherein the smart cockpit is a cockpit in a vehicle; and

the determining module is specifically configured to adjust a parameter of a window in the vehicle based on the
first direction; or

the determining module is specifically configured to adjust a parameter of a sunroof in the vehicle based on the
first direction; or

the determining module is specifically configured to adjust a parameter of an air conditioner in the vehicle based
on the first direction.

An electronic device, comprising a processor, wherein the processor is coupled to a memory, the memory is con-
figured to store a program or instructions, and when the program or the instructions is/are executed by the processor,

the electronic device is enabled to perform the method according to any one of claims 1 to 10.

A vehicle, comprising the electronic device according to any one of claims 11 to 20.
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