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Description
FIELD OF INVENTION

[0001] The invention relates to the fields of artificial in-
telligence and computer assisted surgery. Further, the
invention relates to systems and methods providing in-
formation related to objects based on X-ray images. In
particular, the invention relates to systems and methods
for automatically registering, i.e., determining the relative
3D positions and orientations, of potentially moving ob-
jectsin nearreal time. The methods may be implemented
as a computer program executable on a processing unit
of the systems.

BACKGROUND OF THE INVENTION

[0002] In a case in which a long bone is fractured, the
pieces of the bone may be stabilized by an implant like
an intramedullary nail, which may be inserted into the
medullary canal of the bone, or a bone plate, which may
be affixed to the surface of the bone, as support for the
healing of the fracture. The surgical procedure for im-
planting such implants may be minimally invasive and
may require repeated acquisition of X-ray images to en-
able the surgeon to correctly place the implant. The im-
plant may also be connected to one or more sub-im-
plants, e.g., a screw or a blade.

[0003] There are various critical and difficult steps of
an intramedullary nailing procedure of a long bone, in-
cluding a sufficiently correct reduction of a fracture (en-
suring the correct positioning of bone fragments), deter-
mining an entry point for inserting the implantinto a bone,
and locking of the implant by inserting a screw through
a hole in the implant.

[0004] A critical step for the implantation of a nail into
a long bone is the determination of the entry point. A
suboptimal choice for an entry point may lead to non-
optimal positioning of the nail and hence also to an un-
suitable position of connected sub-implants such as a
neck screw or blade. Moreover, if, for a given entry point,
the surgeon has already performed reaming, the canal
within which the nail will be positioned has been defined
and may no longer be corrected.

[0005] There are two principal methods of determining
an entry point: by palpating or based on X-rays. When
palpating, after performing an initial cut, the surgeonfeels
with a finger the region of the entry point (for instance, in
the case of implanting a cephalomedullary nail in the fe-
mur, this is the tip of the greater trochanter) and deter-
mines the location of the entry point based on the sus-
pected bone surface and a rule of thumb (e.g., the so-
called 1/3-2/3-rule). A disadvantage of such a procedure
is that by feeling, the bone surface may be determined
only imperfectly, which may lead to a substantial devia-
tion from the optimal entry point. Moreover, rules ofthumb
(e.g., the 1/3-2/3-rule) may be rather suboptimal, de-
pending on the particular anatomy of the patient.
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[0006] An entry point may also be determined based
on X-rays. In case of implanting a cephalomedullary nail
into the femur, an anterior-posterior (AP) X-ray image
may first be acquired, in which an opening instrument is
placed on the tip of the trochanter. Then, a lateral X-ray
image is acquired such that the femur shaft and neck are
parallel. The tip of the opening instrument is moved in
dorsal or ventral direction until the tip is placed in the
middle between the two axes (which is checked by X-ray
images). Disadvantages of this procedure are that, firstly,
acquiring the lateral X-ray image from the right direction
is difficult, and secondly, determining the two axes based
on X-ray images may only be done imprecisely.

[0007] Minimally invasively determining an entry point
for inserting a nail into a humerus is even more difficult
because a correct reduction of a fracture in the vicinity
of neck and head is typically performed while inserting
the implant. A correct entry point lies approximately on
the most proximal point of the anatomical neck (collum
anatomicum), or at a defined distance in medial direction
from this point. With a correct reduction of any fracture,
the entry point is visible in a perfect anterior-posterior
(AP) X-ray image because the most proximal point of the
jointoutline may be identified in such animage. However,
ensuring the correct AP imaging direction is difficult and
may even be impossible depending on the physical setup
of patient and X-ray imaging device in the operation room
(OR). Moreover, even in a perfect AP imaging direction,
there is a substantial uncertainty in determining the entry
point’s position with respect to imaging depth. Acquiring
an image from a different viewing direction (e.g., axial
direction) may not solve this problem because the entry
point may not be identifiable in such an X-ray image.
[0008] Even the combination of the two methods for
determining an entry point (palpating and acquisition of
X-rays) may not generally improve accuracy sufficiently.
Sofar, thereis no established computer-assisted surgery
(CAS) technique for this problem.

[0009] Another challenge in any osteosynthesis pro-
cedure is that a sufficiently correct reduction of a fracture
is essential for a satisfactory clinical outcome. Typically,
fractures heal satisfactorily only if the reduction was cor-
rectly performed. Reductions of long bones in particular
are often difficult to evaluate during minimally invasive
surgery, especially concerning a correct angle of antever-
sion (in the case of a femur) or angle of torsion (in the
case of a humerus or tibia). Anincorrect angle of antever-
sion or torsion is often noticed only after completed sur-
gery. At this stage, an incorrect angle of anteversion or
torsion causes major discomfort and restrictions to the
patient, even if the fracture itself has healed. Thus, a
sufficiently correct angle of anteversion or torsion is es-
sential for a satisfactory clinical outcome, especially for
osteosynthesis of the femur, tibia, or humerus. Similar
comments apply to the caput-collum-diaphysis (CCD)
angle and leg length, which are also critical for satisfac-
tory clinical outcomes.

[0010] Malrotation of bone fragmentsis one of the most
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common reasons for revision surgeries when treating
fractures of tibia and femur. A nonpathological angle of
anteversion (AV angle) for the femoral neck is typically
between 10 and 20 degrees. A malrotation with respect
to the optimum (e.g., the other, healthy leg) of up to 10
degrees may be compensated by the patient, but larger
malrotations may cause discomfort and problems when
walking. Determining the AV angle intraoperatively is
challenging and often performed incorrectly or not at all.
Studies indicate that between 10% and 25% of osteo-
synthesis procedures on a leg produce deviations of
more than 10 degrees from the ideal value. A reliable
intraoperative procedure for determining the AV angle is
therefore of great importance.

[0011] A difficulty of determining an angle of antever-
sion or torsion is that the long bones are too long to fitin
one X-ray image. Moreover, the geometries required for
determining the angle of anteversion or torsion are locat-
ed at the most proximal and most distal parts of the bone,
e.g., for the femur, the neck axis and the condyles.
Hence, the geometries, which are depicted in separate
proximal and distal X-ray images, mustbe related to each
other.

[0012] The prior art proposes different approaches to
determine the angle of anteversion. In case of a femur
and a cephalomedullary nail, one approach is to deter-
mine by hand whether the knee is pointing upwards to
the ceiling of the operating room and to judge subjectively
whether the screw (or head element), which should in-
tersect the nail axis and the center of the femoral head,
makes an angle of approximately 10 degrees with the
floor of the operating room. A CAS approach is proposed
by Blau et al. (US 2015/0265361 A1 and WO
2019/077388 A1) where two reference bodies with me-
tallic markers, one in the distal region and one in the
proximal region of the femur, and two proximal X-ray im-
ages and one distal X-ray image, all depicting the respec-
tive reference body, are used.

[0013] Anotherdifficult step inanintramedullary nailing
procedure is locking. The main difficulty with locking us-
ing long nails is the nail’'s bending and torsion as the nail
to some extent follows the medullary canal. This prevents
a simple static mechanical locking procedure, which is
employed in the case of short nails. Free-hand locking
is challenging and time-consuming and may require ac-
quisition of many X-ray images. For this reason, some
manufacturers offer a flexible mechanical solution (here
called "long aiming device") that adjusts to the bending
of the nail. While a long aiming device simplifies the pro-
cedure, its application is still not straightforward because
X-ray images showing the long aiming device must be
interpreted correctly and the C-arm position adjusted ac-
cordingly. Only after correct adjustment of the C-arm may
the long aiming device be adjusted properly.

[0014] A typical conventional freehand locking proce-
dure without computer assistance may lead to a high rate
of misdrillings. This is particularly true if the distance to
bedrilledis long, e.g., when locking an antegrade femoral
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nail close to the condyles. A conventional approach con-
sists of the surgeon estimating an appropriate position
of the drill tip and estimating an appropriate drill angle.
Misdrillings may not always be problematic and may
sometimes be corrected simply by drilling a new hole.
However, in order to avoid the new drilling ending up in
the same drill canal as the previous drilling, it may be
advisable to choose a new start position for the drill. Yet
in some cases (e.g., locking holes that have an inner
thread, or combined implants of plate and nail), this may
hardly be possible. In these cases, it is paramount that
the drilling be correct in the first drilling attempt, which
requires not only a precise correct determination of the
initial drill tip position and drill angle, but also maintaining
this drill angle while drilling.

[0015] In such cases, and especially in scenarios
where drilling is performed close to critical structures
(such as when placing sacroiliac or pedicle screws), sup-
port during drilling in form of continual verification of the
drilling angle and trajectory would be desirable. In a con-
ventional procedure this would require repeated adjust-
ments of the C-arm and acquisition of X-rays from differ-
ent viewing directions in order to estimate the 3D position
and orientation of the drill relative to the target object
(e.g., the nail).

[0016] It is an aim of this invention to address these
challenges in a dynamically changing situation (e.g., drill-
ing a hole in a bone, repositioning of bone fragments,
inserting an implant into the bone). Existing technologies
such as computer assisted surgery systems and/or sur-
gical robotics typically require a time-consuming, and of-
tentimes invasive, prior registration procedure. Since
2002 there exists a noninvasive procedure to register
anatomy to a reference body/tracker (Fluoroscopy-to-CT
matching by Brainlab AG) based on intraoperative X-ray
as a basis for real-time tracking of movements, but this
is still combined with a tracking system with attached
trackers/reference bodies.

SUMMARY OF THE INVENTION

[0017] This invention proposes systems and methods,
which require neither reference bodies nor trackers, to
register, at a desired point in time, a plurality of objects
that may move relative to each other. It may be an object
of the invention to provide such a registration, i.e. deter-
mination of relative 3D positions and orientations, of ob-
jects in near real time, possibly within fractions of a sec-
ond, based only on a current X-ray image and a priori
information extracted from a previous X-ray image, al-
lowing for a movement of those objects relative to each
other in between acquisition of the current and the pre-
vious X-ray image. It may also be an object of the inven-
tion to determine specific points or curves of interest on
or within an object, possibly relative to another object. It
may also be an object of the invention to provide arelative
3D orientation and 3D position between multiple objects
at least partially depicted in the X-ray images.
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[0018] At least the one or the other of the mentioned
objects is solved by the device according to claim 1 and
by the method according to claim 13. Further embodi-
ments in accordance with the invention are described in
the respective dependent claims.

[0019] Generally, a device is provided with a process-
ing unit configured to process X-ray images. A software
program is provided so as to be executed by the process-
ing unit. By way of the computer software program, the
following steps can be performed by the processing unit
of the device.

[0020] Firstof all, a first X-ray image is received which
is a projection image of an at least partially visible object.
Then, a model of the object is received, and the model
is applied to localize the object in the first X-ray image,
and a point is identified in the first X-ray image, wherein
a 3D position of the point relative to the object is known.
In other words, the position of the point is known at the
patient in 3D space and the point is visible in the 2D
projection image.

[0021] Like thefirst X-rayimage, a second X-rayimage
is received which is a projection image of an at least
partially visible tool together with the at least partially vis-
ible object. The model of the object is again applied to
localize the object in the second X-ray image. In relation
to the tool, a coordinate system is defined, and an axis
is determined and identified in the coordinate system.
[0022] Finally, a 3D position and orientation of the tool
relative to the object is determined based on the second
X-ray image, a 3D model of the tool, the localized object,
knowledge that the 3D position of the point relative to the
object is the same when generating the first X-ray image
and when generating the second X-ray image, and
knowledge about the distance between the point and the
axis.

[0023] As used herein, an "object" may be any object
at least partially visible in an X-ray image, e.g., an ana-
tomical structure or an implant. When considering the
"object" as an implant, it will be understood that the im-
plant may already be placed within an anatomical struc-
ture. A "tool" may also be at least partially visible in an
X-ray image, e.g., a drill, a k-wire, a screw, or the like. In
a more specific example, with the "object" being a bone,
the "tool" may also be an implant like a bone nail which
is intended to be, but not yet inserted into the bone. It
can be said that a "tool" is an object which shall be in-
serted, and an "object" is an anatomical structure or an
object like an implant which is already place within the
anatomical structure. It is again noted that the present
invention does not require the use of any reference body
or tracker.

[0024] The term "3D representation" may refer to a
complete or partial description of a 3D volume or 3D sur-
face, and it may also refer to selected geometric aspects,
such as a radius, a curve, a plane, an angle, or the like.
The present invention may allow the determination of
complete 3D information about the 3D surface or volume
of an object, but methods that determine only selected
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geometric aspects are also considered in this invention.
[0025] Because X-ray imaging is a 2D imaging modal-
ity, it is not generally possible to uniquely determine the
3D pose (i.e., 3D position and 3D orientation) of individual
objects depicted in an X-ray image, nor is it generally
possible to uniquely determine the relative 3D position
and 3D orientation between objects depicted in an X-ray
image.

[0026] The physical dimensions of an object are relat-
ed to the dimensions of its projection in an X-ray image
through the intercept theorem because the X-ray beams
originate from the X-ray source (the focal point) and are
detected by an X-ray detector in the image plane. There
is generally an ambiguity in determining the imaging
depth, which is the distance from the image plane, also
called "z-coordinate" in the sequel. Throughout this in-
vention, the terms "localize" and "localization" mean a
determination of the 3D orientation of an object with re-
spect to the chosen coordinate system and a determina-
tion of the 2D spatial position of the projection of that
object onto the image plane, but without determination
of the z-coordinate.

[0027] If a 3D model of an object depicted in an X-ray
image is available, this may allow localizing the object.
Provided that the object is sufficiently big and has suffi-
cient structure, it may even allow approximately deter-
mining (or estimating) the z-coordinate of that object.
However, there are also cases where neither localization
nor determination of the z-coordinate is possible, even
though a deterministic 3D model of a known object shown
inan X-ray image s available. As an example, this applies
in particular to thin objects such as a drill or a k-wire.
Without knowing the imaging depth of the drill’s tip, there
are multiple 3D poses of the drill that lead to the same
or nearly the same projection in the 2D X-ray image.
Hence, it may not generally be possible to determine the
relative 3D position and 3D orientation of the drill relative
to, say, an implant also shown in the X-ray image. On
the other hand, if the imaging depth of such an object
can be determined through other means or is known a
priori, this may allow determining the 3D position and 3D
orientation of that object.

[0028] Itis an aim of the present invention to enable
the localization of an object whose geometry is such that
it may not be localizable without further information about
itsimaging depth, and to determine the 3D position and/or
3D orientation of such an object relative to another object.
[0029] Forexample, the object may include an implant
with a hole. In that case, the 3D position of the point
relative to the object may be determined in accordance
with an embodiment of the invention based on an axis of
the hole in the implant. It is noted that the implant may
be an intramedullary nail with transverse extending
through holes for locking bone structure at the nail. Such
a hole may be provided with a screw thread. The axis of
that hole will cut the outer surface of the bone so as to
define an entry point for a locking screw. In another ex-
ample, a combination of a nailwhich may be placed inside
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of a long bone and a plate which may be placed outside
of said long bone can be combined and fixed together
by at least one screw extending both through a hole in
the plate and a hole in the nail. Also here, an entry point
for the screw may be defined by an axis extending
through those holes.

[0030] In a further example, the object may be consid-
ered a nail already implanted in a bone and the X-ray
images also show at least a part of a tool like a drill. In
this case, the tool is at least partially visible in the first X-
ray image and the identified point is a point at the tool,
e.g. the tip of the tool. Based on a second X-ray image,
the 3D position and orientation of the tool relative to the
object may be determined, although the tool has moved
relative to the object between the generation of the first
X-ray image and the generation of the second X-ray im-
age. The determination of the 3D position and orientation
of the drill relative to the implant in the bone, at a time as
depicted in the second X-ray image, may help assessing
whether the drilling is in a direction which aims to the hole
in the implant through which, e.g., a screw shall extend
when later implanted along the drilling hole.

[0031] The 3D position of the point which is identified
in the X-ray images, may be determined by different
ways. On the one hand, the 3D position of the point rel-
ative to the object may be determine based on knowledge
about the position of a bone surface and knowledge that
the point is positioned at the bone surface. For example,
the tip of a drill may be positioned on the outer surface
of the bone, when the first X-ray image is generated. That
point may still be the same, even if the drill will be drilled
intothe bone, when the second X-rayimage is generated.
Thus, the point in both X-ray images may be the entry
point, although defined by the tip of the drill only in the
first X-ray image.

[0032] On the other hand, the 3D position of the point
relative to the object may be determined based on a fur-
ther X-ray image from another viewing direction. For ex-
ample, a C-arm based X-ray system may be rotated be-
fore generating the further X-ray image.

[0033] Further, the 3D position of the point relative to
the object may be determined based on a determination
of a 3D position and orientation of the tool relative to the
object based on the first X-ray image. That is, when al-
ready knowing the 3D position and orientation at a time
of generating a first X-ray image, the knowledge can be
used for determining the 3D position and orientation at
a later time and after a movement of the tool relative to
the object. In fact, that procedure can be repeated again
and again in a sequence of X-ray images.

[0034] In acase in which the tip of the tool is visible in
the X-ray image, the determination of the 3D position and
orientation of the tool relative to the object may further
be based on the tip of the tool defining a further point. It
is noted that the further point may just be a point in the
projection image, i.e. a 2D point. However, together with
the known 3D position of the point, e.g. an entry point, a
progress of a movement between X-ray images may be
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determined taking into account the further point.

[0035] A few circumstances may make it more difficult
to determine the 3D position and orientation of the tool
relative to the object. For example, at least the part of
the tool, which part is visible in the X-ray image, may be
rotationally symmetrical, like a drill which rotates during
the generation of an X-ray image. According to an em-
bodiment of the invention, the 3D position and orientation
of the tool relative to the object can nevertheless be de-
termined, atleast with a sufficientaccuracy. Forexample,
when considering a thin and long tool like a drill or a K-
wire, or a thin and long implant, a single projection may
not show enough details so as to be able to distinguish
orientations of the tool in the 3D space, wherein those
orientations may result in a similar or same projection.
However, when comparing more than one projection im-
age, there will be a likelihood for a specific orientation
which can, thus, be assumed. Moreover, additional as-
pects like a visible tool tip may be taken into account.
[0036] In another example, when generating an X-ray
image showing an object together with a tool, the tool
may be partially occluded. It may occur that the tip of the
tool is occluded by an implant or that a shaft of a drill is
mainly occluded by a tube, the tube protecting surround-
ing soft tissue from injuries during drilling of a bone. In
those cases, a third X-ray image may be received which
is generated from another viewing direction as the pre-
vious X-ray image. Such a third X-ray image may provide
suitable information in addition to information which can
be taken from images generated with a main viewing
direction. For example, the tip of the tool may be visible
in the third X-ray image. The 3D position of the tip may
be determined, although not visible in the second X-ray
image, due to the facts that the axis of the tool, as visible
inthe second X-ray image, defines a plane in the direction
towards the focal point of the X-ray imaging device when
generating the second X-ray image, and that the tip of
the tool must consequently be on that plane. Further, the
tip of the tool can be considered as defining a line in the
direction of the focal point of the X-ray imaging device
when generating the third X-ray image. The line defined
by the tip, i.e. defined by a visible point in the third X-ray
image, cuts the plane in 3D space defined based on the
second X-ray image. It will be understood that the second
and third X-ray images are registered, e.g. by localization
of the object in both images.

[0037] Based on the processed X-ray images, the de-
vice may be configured to provide instructions to a user.
In particular, the device may be configured to compare
adetermined 3D position and orientation of a tool relative
to an object with an expected or intended 3D position
and orientation. Automatically generated instructions
may provide guidance for a user. Not only an appropriate
orientation at the start of a drilling, but also a monitoring
during drilling is possible. For example, the device may
assess during drilling whether a direction of the drilling
would finally hit a target structure, and may provide in-
struction for correction of the drilling direction, if neces-
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sary. The device may take into account at least one of
an already executed drilling depth, a density of the object,
a diameter of the drill, and a stiffness of the drill, when
providing instructions. It will be understood that tilting of
a drill during drilling may cause bending of the drill or
shifting of the drill axis in dependency of the properties
of the surrounding material, e.g. bone. Those aspects,
which can be expected to some extent, may be taken
into account by the device when providing instructions.
[0038] One possible solution proposed by EP
19217245 is to utilize a priori information about the im-
aging depth. For example, it may be known, from a prior
X-ray image acquired from a different imaging direction
(which describes the direction in which the X-ray beam
passes through the object), that the tip of the k-wire lies
on the trochanter, thus restricting the imaging depth of
the k-wire’s tip relative to another object. This may be
sufficient to resolve any ambiguity about the 3D position
and 3D orientation of the k-wire relative to another object
in the current imaging direction.

3D registration of two or more X-rays

[0039] Another possible solution is to utilize two or
more X-ray images acquired from different imaging di-
rections and to register these images. The more different
the imaging directions are (e.g., AP and ML images), the
more helpful additional images may be in terms of a de-
termination of 3D information. Image registration may
proceed based on a uniquely localizable object depicted
in the images whose 3D model is known, and which must
not move between images. As mentioned above, the
most common approach in the art is to use a reference
body or tracker. However, it is generally preferable to not
use any reference bodies because this simplifies both
product development and use of the system. If the C-arm
movements are precisely known (e.g., if the C-arm is
electronically controlled), image registration may be pos-
sible solely based on these known C-arm movements.
[0040] However, C-arm movements are typically not
known precisely. As described in LU101009B1, a rigid
object of known geometry such as an implant may at
least allow determining the imaging direction, even
though an implant may only be localizable and may not
allow determining the imaging depth.

[0041] Yet there are also many scenarios where no
such rigid object is present in the X-ray image. For in-
stance, when determining an entry point for implanting a
nail, there is no implant in the X-ray image. The present
invention teaches systems and methods that allow the
3D registration of multiple X-ray images in the absence
of a single rigid object of known geometry that would
generally allow unique and sufficiently accurate 3D reg-
istration. The approach proposed here is to use a com-
bination of features of two or more objects or at least two
or more parts of one object, each of which might not allow
unique and sufficiently accurate 3D registration by itself,
but which together enable such registration, and/or to
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restrict the allowable C-arm movements between the ac-
quisition of images (e.g., only a rotation around a specific
axis of an X-ray imaging device such as a C-arm axis, or
a translation along a specific axis may be allowed). The
objects used for registration may be man-made and of
known geometry (e.g., a drill or a k-wire) or they may be
parts of anatomy. The objects or parts of objects may
also be approximated using simple geometrical models
(for instance, the femoral head may be approximated by
a ball), or only a specific feature of them may be used
(which may be a single point, for instance, the tip of a k-
wire or drill). The features of the objects used for regis-
tration must not move between the acquisition of images:
if such a feature is a single point, then it is only required
that this point not move. For instance, if a k-wire tip is
used, then the tip must notmove betweenimages, where-
as the inclination of the k-wire may change between im-
ages.

[0042] According to an embodiment, X-ray images
may be registered, with each of the X-ray images showing
at least a part of an object. A first X-ray image may be
generated with a first imaging direction and with a first
position of an X-ray source relative to the object. A sec-
ond image may be generated with a second imaging di-
rection and with a second position of the X-ray source
relative to the object. Such two X-ray images may be
registered based on a model of the object together with
at least one of the following conditions:

- A point with a fixed 3D position relative to the object
is definable and/or detectable in both X-ray images,
i.e., identifiable and/or localizable in both X-ray im-
ages. Itis noted that a single point may be sufficient.
It is further noted that the point may have a known
distance to a structure of the object like the surface
thereof.

- Two identifiable points with a fixed 3D position rela-
tive to the object are in both X-ray images.

- A part of a further object with a fixed 3D position is
visible in both X-ray images. In such a case, a model
of the further object may be utilized when registering
the X-ray images. Itis contemplated that even a point
may be considered as the part of the further object.

- Between the acquisition of the first and second X-
ray images, the only movement of the X-ray source
relative to the object is a translation.

- Between the generation of the first and second X-
ray images, the only rotation of the X-ray source is
a rotation around an axis perpendicular to the imag-
ing direction. For example, the X-ray source may be
rotated around a C-axis of a C-arm based X-ray im-
aging device.

[0043] It will be understood that a registration of X-ray
images based on a model of the object may be more
accurate together with more than one of the mentioned
conditions.

[0044] According to an embodiment, a point with a
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fixed 3D position relative to the object may be a point of
a further object, allowing movement of the further object
as long as the point is fixed. It will be understood that a
fixed 3D position relative to an object may be on a surface
of that object, i.e., a contact point, but may also be a point
with a defined distance (greater than zero) from the ob-
ject. Thatmay be a distance from the surface of the object
(which would allow a position outside or inside the object)
or a distance to a specific point of the object (e.g., the
center of the ball if the object is a ball).

[0045] According to an embodiment, a further object
with a fixed 3D position relative to the object may be in
contact with the object or at a defined distance to the
object. It is noted that an orientation of the further object
relative to the object may either be fixed or variable,
wherein the orientation of the further object may change
due to a rotation and/or due to a translation of the further
object relative to the object.

[0046] It will be understood that a registration of X-ray
images may also be performed with three or more ob-
jects.

[0047] According to various embodiments, the follow-
ing are examples allowing an image registration (without
reference body):

1. Using an approximation of a femoral head or an
artificial femoral head (as part of a hip implant) by a
ball (Object 1) and the tip of a k-wire or drill (Object
2), while also restricting the allowable C-arm move-
ment between images.

2. Using an approximation of a bone shaft or a ver-
tebral body by a cylinder (Object 1) and the tip of a
k-wire or drill (Object 2), wherein the allowable C-
arm movement may or may not be restricted be-
tween images.

3. Using an approximation of a femoral head or an
artificial femoral head (as part of a hip implant) by a
ball (Object 1) and an approximation of a femoral
shaft by a cylinder (Object 2), wherein the allowable
C-arm movement between images need not be re-
stricted.

4. Using a guide rod (a guide rod has a stop that
prevents it from being inserted too far) or k-wire fix-
ated within a bone, while also restricting the allowa-
ble C-arm movement between images. In this case,
only one objectis used, and the method is embodied
by the restricted C-arm movements between imag-
es.

5. Using a guide rod or k-wire (Object 1) fixated within
a bone and an approximation of a femoral head by
a ball (Object 2).

[0048] Itis noted that this method may also be used to
either enhance registration accuracy or to validate other
results. That is, when registering images using multiple
objects or atleast multiple parts of an object, one or more
of which might even allow 3D registration by itself, and
possibly also restricting the allowable C-arm movements,
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this overdetermination may enhance registration accu-
racy compared to not using the proposed method. Alter-
natively, images may be registered based on a subset
of available objects or features. Such registration may
be used to validate detection of the remaining objects or
features (which were not used for registration), or it may
allow detecting movement between images (e.g., wheth-
er the tip of an opening instrument has moved).

[0049] Yet another embodiment of this approach may
be to register two or more X-ray images that depict dif-
ferent (but possibly overlapping) parts of an object (e.g.,
one X-ray image showing the proximal part of a femur
and another X-ray image showing the distal part of the
same femur) by jointly fitting a model to all available X-
ray projection images, while restricting the C-arm move-
ments that are allowed between X-ray images (e.g., only
translations are allowed). The model fitted may be a full
or partial 3D model (e.g., a statistical shape or appear-
ance model), or it may also be a reduced model that only
describes certain geometrical aspects of an object (e.g.,
the location of an axis, a plane or select points).

[0050] As will be described in detail below, a 3D recon-
struction of an object may be determined based on reg-
istered X-ray images. It will be understood that a regis-
tration of X-ray images may be performed and/or en-
hanced based on a 3D reconstruction of the object (or at
least one of multiple objects). A 3D reconstruction deter-
mined based on registered X-ray images may be used
for a registration of further X-ray images. Alternatively, a
3D reconstruction of an object may be determined based
on a single or first X-ray image together with a 3D model
of the object and then used when registering a second
X-ray image with the first X-ray image.

[0051] Generally, a registration and/or 3D reconstruc-
tion of X-ray images may be of advantage in the following
situations:

* Adetermination of an angle of anteversion ata femur
is of interest.

* A determination of an angle of torsion at a tibia or
humerus is of interest.

¢ A determination of a CCD angle between head and
shaft of a femur is of interest.

* A determination of an antecurvation of a long bone
is of interest.

* A determination of a length of a bone is of interest.

¢ A determination of an entry point for an implant at a
femur, tibia or humerus is of interest.

[0052] In the following, examples of object combina-
tions are listed for illustration.

e Object 1 is a humeral head and a point is the tip of
an opening instrument or a drill.

e Object 1 is a vertebra and a point is the tip of an
opening instrument or a drill positioned on the sur-
face of the vertebra.

e Object 1is atibia and a point is the tip of an opening
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instrument.

e Object 1is a tibia and object 2 is a fibula, a femur or
a talus or another bone of the foot.

e Object 1 is a proximal part of a femur and object 2
is an opening instrument at the surface of the femur.

e Object 1 is a distal part of a femur and object 2 is an
opening instrument at the surface of the femur.

e Object 1is a distal part of a femur and object 2 is a
proximal part of the femur, wherein at least one X-
ray image is depicting the distal part of the femur and
at least one X-ray image is depicting the proximal
part of the femur and a further object is an opening
instrument positioned on the proximal part of the fe-
mur.

e Object1is an llium and object 2 is a sacrum a point
is the tip of an opening instrument or a drill

¢ Object 1isanintramedullary nail implanted inabone
and object 2 is the bone.

¢ Object 1isanintramedullary nail implanted inabone
and object 2 is the bone and a point is the tip of an
opening instrument, a drill or a sub-implant like a
locking screw.

Computing a 3D representation/reconstruction

[0053] Once two or more X-ray images have been reg-
istered, they may be used to compute a 3D representa-
tion or reconstruction of the anatomy at least partially
depicted in the X-ray images. According to an embodi-
ment, this may proceed along the lines suggested by P.
Gamageetal., "3D reconstruction of patient specific bone
models from 2D radiographs forimage guided orthopedic
surgery," DOI: 10.1109/DICTA.2009.42. In a first step,
features (typically characteristic bone edges, which may
include the outer bone contours and also some charac-
teristic interior edges) of the bone structure of interest
are determined in each X-ray image, possibly using a
neural network trained for segmentation. In a second
step, a 3D model of the bone structure of interest is de-
formed such that its 2D projections fit the features (e.g.,
characteristic bone edges) determined in the first step in
all available X-ray images. While the paper by Gamage
etal. uses a generic 3D model for the anatomy of interest,
other 3D models, e.g., a statistical shape model, may
also be used. It is noted that this procedure not only re-
quires the relative viewing angle between images (pro-
vided by the registration of images), but also the imaging
direction for one of the images. This direction may be
known (e.g., because the surgeon was instructed to ac-
quire an image from a specific viewing direction, say,
anterior-posterior (AP) or medial-lateral (ML)), or it may
be estimated based on various approaches (e.g., by us-
ing LU100907B1). While the accuracy of the 3D recon-
struction may be increased if the relative viewing angles
between images are more accurate, the accuracy of de-
termining the imaging direction for one of the images may
not be a critical factor.

[0054] The accuracy of the determined 3D represen-
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tation may be enhanced by incorporating prior informa-
tion about the 3D position of one or more points, or even
a partial surface, on the bone structure of interest. For
instance, in the 3D reconstruction of a femur with an im-
planted nail, a k-wire may be used to indicate a particular
point on the femur’s surface in an X-ray image. From
previous procedural steps, the 3D position of this indi-
cated pointin the coordinate system given by the implant-
ed nail may be known. This knowledge may then be used
to more accurately reconstruct the femur’s 3D surface.
If such a priori information about the 3D position of a
particular point is available, this may even allow a 3D
reconstruction based on a single X-ray image. Moreover,
in case an implant (such as a plate) matches the shape
of part of a bone and has been positioned on this match-
ing part of the bone, this information may also be used
for 3D reconstruction.

[0055] As an alternative approach, 3D reconstruction
of an object (e.g., a bone) may also be performed without
prior image registration, i.e., image registration and 3D
reconstruction may also be performed jointly as suggest-
ed by LU101009B1. It is taught in this disclosure to in-
crease accuracy and resolve ambiguities by restricting
allowable C-arm movements and/or utilizing an easily
detectable feature of another object (e.g., a drill or k-wire)
present in at least two of the images on which joint reg-
istration and reconstruction is based. Such an easily de-
tectable feature may for instance be the tip of a k-wire or
drill, which either lies on the surface of the object to be
reconstructed or at a known distance fromiit. This feature
must not move between the acquisition of images. In the
case of a k-wire or drill, this means that the instrument
itself may change its inclination, as long as its tip remains
in place. Reconstruction without prior image registration
may work better if more than two images are being used
for such reconstruction. It is noted that a jointimage reg-
istration and 3D reconstruction may in general outper-
form an approach where registration is performed first
because a joint registration and 3D reconstruction allows
joint optimization of all parameters (i.e., for both registra-
tion and reconstruction). This holds in particular in the
overdetermined case, for instance, when reconstructing
the 3D surface of a bone with implanted nail or plate and
a priori information about the 3D position of a point on
the surface.

[0056] For a joint image registration and 3D recon-
struction, a first X-ray image showing a first part of a first
object may be received, wherein the first X-ray image is
generated with a first imaging direction and with a first
position of an X-ray source relative to the first object, and
at least a second image showing a second part of the
first object may be received, wherein the second X-ray
image is generated with a second imaging direction and
with a second position of the X-ray source relative to the
first object. By using a model of the first object, the pro-
jections of the first object in the two X-ray images may
be jointly matched so that the spatial relation of the im-
ages can be determined because the model can be de-
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formed and adapted to match the appearances in the X-
ray images. The result of such joint registration and 3D
reconstruction may be enhanced by at least one point
having a fixed 3D position relative to the first object,
wherein the point is identifiable and detectable in at least
two of the X-ray images (it will be understood that more
than two images may also be registered while improving
the 3D reconstruction). Furthermore, at least a part of a
second object with a fixed 3D position relative to the first
object may be taken into account, wherein based on a
model of the second object the at least partial second
object may be identified and detected in the X-ray imag-
es.

[0057] Itis noted that the first part and the second part
of the first object may overlap, which would enhance the
accuracy of the result. For example, the so-called first
and second parts of the first object may be both a proximal
portion of a femur, wherein the imaging direction differs
so that at least the appearance of the femur differs in the
images.

Determining animplantation curve and/or entry point

[0058] It may be an aim of this invention to determine
an implantation curve or path, along which an implant
such as a nail or a screw may be inserted and implanted
into a bone, and/or to determine an entry point, which is
the point at which the surgeon opens the bone for insert-
ing the implant. The entry point is thus the intersection
of the implantation curve with the bone surface. The im-
plantation curve may be a straight line (or axis), or it may
also be bent because an implant (e.g., a nail) has a cur-
vature. It is noted that the optimal location of the entry
point may depend on the implant and also the location
of a fracture in the bone, i.e., how far in distal or proximal
direction the fracture is located.

[0059] There are various instances in which an implan-
tation curve and/or an entry point may have to be deter-
mined. In some instances, in particular, if a fullanatomical
reduction has not yet been performed, only an entry point
might be determined. In other instances, an implantation
curve is obtained first, and an entry point is then obtained
by determining the intersection of the implantation curve
with the bone surface. In yet other instances, an implan-
tation curve and an entry point are jointly determined.
Examples for all of these instances are discussed in this
invention.

[0060] In general, a 2D X-ray image is received in ac-
cordance with an embodiment, which X-ray image shows
a surgical region of interest. In that X-ray image, a first
point associated with a structure of interest as well as an
implantation path within the bone for an implant intended
to be implanted may be determined, wherein the implan-
tation curve or path has a predetermined relation to the
first point. An entry point for an insertion of the implant
into the bone is located on the implantation path. It will
be understood that the first point may not be the entry
point.
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[0061] Based on a 3D reconstruction of the bone, the
system may also help select an optimal implant and com-
pute an optimal position (implantation curve) within the
bone (i.e., entry point, depth of insertion, rotation, etc.)
such that the implant is sufficiently far away from narrow
spots of the bone. Once an entry point has been selected,
the system may compute a new ideal position within the
bone based on the actual entry point (if the implant is
already visible in the bone). The system may then update
the 3D reconstruction taking into account the actual po-
sition of bone fragments. The system may also compute
and display the projected position of subimplants yet to
be implanted. For instance, in case of a cephalomedul-
lary nail, the projected position of a neck screw/blade
may be computed based on a complete 3D reconstruc-
tion of the proximal femur.

Freehand locking procedure

[0062] Based on the mentioned general determination
of a point and an implantation path in an 2D X-ray image,
the following condition may be fulfilled for the predeter-
mined relation between the implantation path and the
point, when considering an implantation of a screw for
locking of e.g. a bone nail: When the structure of interest
isaholeinanimplant, the hole may have a predetermined
axis and the point may be associated with a center of the
hole and the implantation path may point in the direction
of the axis of the hole.

[0063] As apossible application, an example workflow
for a freehand locking procedure, where an implant is
locked by implanting a screw through a hole of the im-
plant, is described. According to an embodiment, the al-
ready implanted nail is localized in X-ray images, which
determines the implantation curve. Here, the implanta-
tion curve is a straight line (axis), along which the screw
is implanted. A 3D reconstruction of the bone surface (at
least in the vicinity of the implantation curve) may be per-
formed relative to the already implanted nail (i.e., in the
coordinate system given by the nail). This may proceed
as follows. At least two X-ray images are acquired from
different viewing directions (e.g., one AP or ML image
and one image taken from an oblique angle). The X-ray
images may be classified by a neural net) e.g. regarding
and registered using, e.g., the implanted nail, and the
bone contours are segmented in all images possibly by
a neural net. A 3D reconstruction of the bone surface
may be possible following the 3D reconstruction proce-
dure outlined above. The intersection of the implantation
curve with the bone surface determines the 3D position
of the entry point relative to the nail. Since the viewing
direction in an X-ray image may be determined based on
the localized nail, this also allows indicating the location
of the entry point in the given X-ray images.

[0064] It may be possible to increase the accuracy of
this procedure by incorporating a known 3D position of
at least one point on the bone surface relative to the nail.
Such knowledge may be obtained by combining the pro-



17 EP 4 092 624 A1 18

cedure in the present invention with the freehand locking
procedure taught by EP 19217245. A possible approach
may be to use EP 19217245 to obtain the entry point for
a first locking hole, which then becomes a known point
on the bone surface. This known point may be used in
the present invention for the 3D reconstruction of the
bone and subsequent determination of the entry point for
a second and further locking holes. A point on the bone
surface may also be identified, e.g., by a drill tip touching
the bone surface. If a point is identified in more than one
X-ray image taken from different imaging directions, this
may increase accuracy.

Determining an entry point for implanting a nail into a
femur

[0065] Based onthe mentioned general determination
of a first point and an implantation path in a 2D X-ray
image, at least one of the following conditions may be
fulfilled for the predetermined relation between the im-
plantation path and the first point when considering an
implantation of a nail into a femur:

When the-structure of interest is a femur head, the
first point may be associated with a center of the
femur head and may consequently be located on a
proximal extension of the implantation path, i.e.,
proximally relative to the entry pointin the X-ray im-
age.

When the structure of interest is a narrow portion of
a femur neck, the first point may be associated with
a center of a cross-section of the narrow portion of
the femur neck, and a proximal extension of the im-
plantation path may in said narrow portion be closer
to the first point than to an outer surface of the femur
neck.

When the structure of interest is a narrow portion of
a femur shaft, the first point may be associated with
a center of a cross-section of the narrow portion at
the proximal end of a femur shaft, and the implanta-
tion path may in said narrow portion be closer to the
first point than to an outer surface of the femur shaft.
When the structure of interest is an isthmus of a fe-
mur shaft, the first point may be associated with a
center of a cross-section of the isthmus, and the first
point may be located on the implantation path.

[0066] Inembodiments,itis notnecessary thata struc-
ture of interest be fully visible in the X-ray image. It may
be sufficient to have only 20 percent to 80 percent of the
structure of interest visible in the X-ray image. Depending
onthe specific structure of interest, i.e., whetherthe struc-
ture of interest is a femur head, a femur neck, a femur
shaft or another anatomical structure, at least 30 to 40
percent of the structure must be visible. In consequence,
it may be possible to identify e.g., a center of a femur
head even if that center itself is not visible in the X-ray
image, i.e., lies outside the imaged area, even in a case
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in which only 20 percent to 30 percent of the femur head
is visible. The same is possible for the isthmus of the
femur shaft, even if the isthmus lies outside the imaged
areaandonly 30 to 50 percent of the femur shaftis visible.
[0067] To detectpoints ofinterestin animage, aneural
segmentation network, which classifies each pixel
whether it is a potential keypoint, may be used. A neural
segmentation network can be trained with a 2D Gaussian
heatmap with the center located at the true keypoint. The
Gaussian heatmap may be rotationally invariant or, if an
uncertainty in a particular direction is tolerable, the Gaus-
sian heatmap may also be directional. To detect points
ofinterestoutside the image itself, one possible approach
may be to segment additional pixels outside the original
image, using all information contained in the image itself
to allow extrapolation.

[0068] An example workflow for determining an entry
point for implanting an intramedullary or cephalomedul-
lary nail into a femur is presented. According to an em-
bodiment, first the projection of an implantation curve is
determined for an X-ray image. In this embodiment, the
implantation curve is approximated by a straightline (i.e.,
an implantation axis). As a first step, it may be checked
whether the present X-ray image satisfies necessary re-
quirements for determining the implantation axis. These
requirements may include image quality, sufficient visi-
bility of certain areas of anatomy, and an at least approx-
imately appropriate viewing angle (ML) onto anatomy.
Further, the requirements may include whether the
above-mentioned conditions are fulfilled. These require-
ments may be checked by an image processing algo-
rithm, possibly utilizing a neural network. Furthermore, if
applicable, the relative positions of bone fragments may
be determined and compared with their desired positions,
based on which itmay be determined whether these frag-
ments are sufficiently well arranged (i.e., an anatomical
reduction has been performed sufficiently well).

[0069] In more detail, the above-mentioned conditions
may be described as follows. An implantation axis is de-
termined by one point and a direction, which are associ-
ated with at least two anatomical landmarks (e.g., these
may be the center of the femoral head and the isthmus
of the femoral shaft). As described above, a landmark
may be determined by a neural network even if it is not
visible in the X-ray image. Whether or not a suggested
implantation axis is acceptable may be checked by de-
termining the distances from the suggested axis to vari-
ous landmarks on the bone contour as visible in the X-
ray. Forinstance, the suggested implantation axis should
pass close to the center of the femoral neck isthmus, i.e.,
it should not be too close to the bone surface. If such a
condition is violated, the X-ray image was not acquired
from a suitable imaging direction, and another X-ray im-
age from a different imaging direction must be acquired.
Determining the implantation curve in another X-ray im-
age from a different viewing direction may result in a dif-
ferentimplantation axis and thus may resultin a different
entry point. The present invention also teaches how to
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adjust the imaging device in order to acquire an X-ray
image from a suitable direction.

[0070] Itis noted that animplant may have a curvature,
which means that a straight implantation axis may only
approximate the projection of the inserted implant. The
presentinvention may also instead determine an implan-
tation curve that more closely follows the 2D projection
of an implant, based on a 3D model of the implant. Such
an approach may use a plurality of points associated with
two or more anatomical landmarks to determine an im-
plantation curve.

[0071] The projection of an implantation axis deter-
mines an implantation plane in 3D space (or more gen-
erally, the projection of an implantation curve determines
a two-dimensional manifold in 3D space). The entry point
may be obtained by intersecting this implantation plane
with another bone structure that may be approximated
by a line and is known to contain the entry point. In the
case of a femur, such a bone structure may be the tro-
chanter rim, which is narrow and straight enough to be
well approximated by aline, and on which the entry point
may be assumed to lie. It is noted that, depending on the
implant, other locations for the entry point may be pos-
sible, for instance, on the piriformis fossa.

[0072] Thetrochanterrimmaybe detectableinalateral
X-ray image. Alternatively, or additionally, another point
identifiable in the image (e.g., the tip of a depicted k-wire
or some other opening tool) may be utilized, for which
some prior information about its position relative to the
entry point is known. In the case of a femur, an example
for this would be if it is known that the tip of a k-wire lies
on the trochanter rim, which may be known by palpating
and/or because a previously acquired X-ray from a dif-
ferent viewing angle (e.g., AP) restricts the location of
the k-wire’s tip in at least one dimension or degree of
freedom.

[0073] There may be at least three ways of utilizing
such prior information about a k-wire’s (or some other
opening instrument’s) tip relative to the entry point. The
easiest possibility may be to use the orthogonal projec-
tion of the k-wire’s tip onto the projection of the implan-
tation axis. In this case it may be required to check in a
subsequent X-ray image acquired from a different angle
(e.g, AP) whether the k-wire tip still lies on the desired
structure (the trochanter rim) after repositioning the k-
wire tip based on the information in the ML image and
possibly acquiring a new ML image after repositioning.
Another possibility may be to estimate the angle between
the projection of the structure (which may not be identi-
fiable in an ML image) and the projection of the implan-
tation axis based on anatomical a priori information, and
to obliquely project the k-wire’s tip onto the projection of
the implantation axis at this estimated angle. Finally, a
third possibility may be to use a registered pair of AP and
ML images to compute in the ML image the intersection
of the projected epipolar line defined by connecting the
k-wire tip and the focal point of the AP image with the
projected implantation axis. Once an entry pointhas been
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obtained, this also determines the implantation axis in
3D space.

[0074] Alternatively, the bone structure (here, the tro-
chanter rim), whose intersection with the implantation
plane determines the entry point, may also be found by
performing a partial 3D reconstruction of the proximal
femur. According to an embodiment, this 3D reconstruc-
tion may proceed as follows, based on two or more X-
ray images from different viewing directions, at least two
of which contain a k-wire. Characteristic bone edges
(comprising at least bone contours) of the femur are de-
tected in all X-ray images. Furthermore, in all X-ray im-
ages, the femoral head is found and approximated by a
circle, and the k-wire’s tip is detected. The images may
now be registered using the approach presented above,
based on the characteristic bone edges, the approximat-
ed femoral head and the k-wire’s tip, and a restricted C-
arm movement. After image registration, the 3D surface
containing at least the trochanter area may be recon-
structed. Accuracy of the 3D reconstruction may be in-
creased by utilizing prior information about the distance
of the k-wire’s tip from the bone surface (which may be
known, e.g., from an AP image). Various alternatives to
this procedure may be possible, which are described in
the detailed description of the embodiments.

[0075] In the preceding approach, the implantation
curve is determined ina 2D X-ray image, and then various
alternatives for obtaining the entry point are discussed.
Alternatively, the entire procedure (i.e., determination of
implantation curve and entry point) may be based on a
3D reconstruction of the proximal femur (or distal femur
if using a retrograde nail), including a sufficient portion
of the shaft. Such a 3D reconstruction may again be
based on a plurality of X-ray images, which have been
registered using the method presented above. For in-
stance, registration may use the approximation of the
femoral head by a ball, and the approximation of the shaft
by a cylinder or a mean shaft shape. Alternatively, a joint
optimization and determination of registration and bone
reconstruction (which may comprise the surface and pos-
sibly also inner structures like the medullary canal and
the inner cortices) may be performed. Once a 3D recon-
struction of the relevant part of the femur has been ob-
tained, a 3D implantation curve may be fitted by optimiz-
ing the distances between the implant surface and the
bone surface. The intersection of the 3D implantation
curve with the already determined 3D bone surface yields
the entry point.

[0076] A position and orientation of an implantation
curve in relation to the 2D X-ray image is determined on
the basis of a first point, wherein the implantation curve
comprises a first section within the bone with a first dis-
tance to a surface of the bone and a second section within
the bone with a second distance to the surface of the
bone, wherein the first distance is smaller than the sec-
ond distance, and wherein the first point is located on a
first identifiable structure of the bone and is located at a
distance to the first section of the implantation axis. A
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second point may be utilized which may be located on
an identifiable structure of the bone and may be located
at a distance to the second section of the implantation
curve. Furthermore, the position and orientation of the
implantation curve may further be determined on the ba-
sis of at least one further point, wherein the at least one
further point is located on a second identifiable structure
of the bone and is located on the implantation curve.

Determining an entry point forimplanting a nail into a tibia

[0077] Basedon ajointregistration and 3D reconstruc-
tion as described in the section "Computing a 3D repre-
sentation/reconstruction" above, an entry point for im-
planting an intramedullary nail into a tibia may be deter-
mined.

[0078] According to an embodiment, it is suggested to
increase accuracy and resolve any ambiguities by requir-
ing that the user place an opening instrument (e.g., a drill
or a k-wire) onto the surface of the tibia at an arbitrary
point of the proximal part, but ideally in the vicinity of the
suspected entry point. The user acquires a lateral image
and at least one AP image of the proximal part of the
tibia. A 3D reconstruction of the tibia may be computed
by jointly fitting a statistical model of the tibia to its pro-
jections of all X-ray images, taking into account the fact
that the opening instrument’s tip does not move between
images. Accuracy may be further increased by requiring
that the user acquire two or more images from different
(e.g. approximately AP) imaging directions, and possibly
also another (e.g., lateral) image.

[0079] Any overdetermination may allow detecting a
possible movement of the tip of the opening instrument
and/or validate the detection of the tip of the opening
instrument.

[0080] Based on the 3D reconstruction of the tibia, the
system may determine an entry point, for instance, by
identifying the entry point on the mean shape of the fitted
statistical model. Itis noted that such guidance for finding
the entry point for an antegrade tibia nail solely based on
imaging (i.e., without palpation) may enable a surgeon
to perform a suprapatellar approach, which may gener-
ally be preferrable but conventionally has the disadvan-
tage that a palpation of the bone at the entry point is not
possible.

Determining an entry point for implanting a nail into a
humerus

[0081] Afurther application of the proposed image reg-
istration and reconstruction techniques presented above
may be the determination of an entry point for implanting
an intramedullary nail into a humerus.

[0082] In general, a system comprising a processing
unit for processing X-ray images may be utilized for as-
sisting in humerus surgery based on X-ray images so as
to achieve the mentioned aim. A software program prod-
uct, when executed on the processing unit, may cause
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the system to perform a method including the following
steps. Firstly, a first X-ray image is received having been
generated with a first imaging direction and showing a
proximal portion of a humerus, and a second X-ray image
isreceived having been generated with a second imaging
direction and showing the proximal portion of the humer-
us. Those images may include the proximal portion of
the humerus shaft as well as the humerus head with the
joint surface and further the glenoid, i.e., the complemen-
tary joint structure at the shoulder. It is noted that the
second imaging direction typically differs from the first
imaging direction. Then, (i) the first and second X-ray
images are registered, (ii) an approximation of at least a
part of the 2D outline of the humerus head in both images
is determined, (iii) a 3D approximation of the humerus
head based on the approximated 2D outlines and the
registration of the firstand second images is determined,
(iv) 2D image coordinates of a total of at least three dif-
ferent points in the first and second X-ray images are
determined. Finally, an approximation of an anatomical
neck is determined as a curve on the 3D approximation
of the humerus head based on the at least three deter-
mined points. Itis noted that the atleast three determined
points need not lie on the determined curve. An even
more accurate approximation of the anatomical neck may
be determined if it is possible to determine additional
points of the anatomical neck which are not located in
the same plane as the first three points. This may allow
determining the rotational position of the anatomical neck
and thus the humerus head around the shoulder joint
axis. Another way to determine the rotational position
around the joint axis may be to detect the position of a
tuberculum major and/or tuberculum minor in case that
at least one of the two is in fixed position relative to the
proximal fragment. Another alternative may be to use
preoperatively acquired 3D information (e.g., a CT scan)
to generate a 3D reconstruction of the proximal fragment
based on intraoperative X-ray images. This method may
be combined with the methods mentioned above.
[0083] According to an embodiment, the approxima-
tion of at least a part of the 2D outline of the humerus
head may be a 2D circle or 2D ellipse. Furthermore, the
3D approximation of the humerus head may be a 3D ball
or 3D ellipsoid. The approximation of the anatomical neck
may be a circle or an ellipse in 3D space.

[0084] According to an embodiment, a further X-ray
image may be received and an approximation of a hu-
merus shaft axis in at least two of the X-ray images out
of the group consisting of the first X-ray image, the sec-
ond X-ray image, and the further X-ray image may be
determined. Based on the approximated humerus shaft
axes in the at least two X-ray images together with the
registration of the first and second X-ray images, an ap-
proximation of a 3D shaft axis of the humerus may be
determined.

[0085] According to an embodiment of the disclosed
method, an entry point and/or a dislocation of a proximal
fragment of a fractured humerus may then be determined
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based on the approximated anatomical neck and the ap-
proximated 3D shaft axis and/or an approximated glenoid
of a humerus joint. In consequence, an implantation
curve may be determined in a proximal fragment based
on the entry point and the dislocation of the head. Fur-
thermore, information may be provided for repositioning
the proximal fragment.

[0086] Accordingto an embodiment, at least two X-ray
images may be registered, wherein these two X-ray im-
ages may be two out of the first X-ray image, the second
X-ray image, and the further X-ray image. The X-ray im-
ages may be registered based on a model of the humerus
head and based on one additional point having a fixed
3D position relative to the humerus head, wherein the
point is identified and detected in the at least two X-ray
images. The one additional point may be the tip of an
instrument and may be located on a joint surface of the
humerus head. In this case the fact that the distance be-
tween the point and the humeral head center equals the
radius of the humeral head approximated by a ball may
be utilized to enhance the accuracy of the registration of
the x-ray images.

[0087] Inthe following, aspects of a method according
to the disclosure are described in more detail. The hu-
meral head sitting in the shoulder joint may be approxi-
mated by a ball (sphere). In the following, unless stated
otherwise, it is understood that the humerus is approxi-
mated by such a ball, which means approximating the
projection of a humerus in an X-ray image by a circle.
Hence, "center" and "radius" always refer to such an ap-
proximating ball or circle. It is noted that it may also be
possible to use other simple geometrical approximations
of the humerus head, e.g., by an ellipsoid. In that case,
the anatomical neck would be approximated by an el-
lipse.

[0088] The following describes an example workflow
for entry point determination. A complicating problem in
determining an entry pointin the humerus is that fractures
treated with a humeral nail frequently occur along the
surgical neck, thus displacing the humeral head. In a cor-
rect reduction, the center of the humeral head should be
close to the humerus shaft axis. According to an embod-
iment, this may be verified in an axial X-ray image de-
picting the proximal humerus. If the center of the humeral
head is not close enough to the shaft axis, the user is
advised to apply traction force to the armin distal direction
in order to correct any rotation of the humeral head
around the joint axis (which may not be detectable). An
approximate entry point is then suggested on the shaft
axis approximately 20% medial to (meaning in a typical
axial X-ray image above) the center of the head. The
useristhenrequired to place an opening instrument (e.g.,
a k-wire) on this suggested entry point. Alternatively, in
order to enhance the accuracy of the registration as de-
scribed above, the system asks the user to place the
opening instrument intentionally medial to the suspected
entry point (meaning 30 to 80 percent above the depicted
center of the femoral head in the axial X-ray image) in
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order to make sure that the tip of the instrumentis located
on the spherical part of the humerus head. The system
may detect the humeral head and the tip of this instrument
(e.g., by using neural networks) in a new axial X-ray im-
age.

[0089] The user is then instructed to acquire an AP
image, allowing only certain C-arm movements (e.g., ro-
tation around the C-axis and additional translations) and
leaving the tip of the instrument in place (the inclination
of the instrument is allowed to change). The humeral
head and the tip of the instrument are again detected.
The axial and the AP image may then be registered as
described above in the section "3D registration of two or
more X-rays" based on the ball approximating the hu-
meral head and the tip of the instrument.

[0090] The curve delimiting the shoulder joint’s articu-
lar surface is called the anatomical neck (collum ana-
tomicum). The anatomical neck delimits the spherical
partofthe humerus, butitis typically impossible to identify
in the X-ray by a surgeon. It may be approximated by a
2D circle in 3D space, which is obtained by intersecting
a plane with the ball approximating the humeral head,
wherein the plane is inclined relative to the shaft axis of
the humerus. The spherical joint surface is oriented up-
wardly (valgus) and dorsally (with the patient’s arm hang-
ing relaxed downwardly from the shoulder and parallel
to the chest). Three points are sufficient to define this
intersecting plane. The axial X-ray and the AP X-ray may
each allow determining two points on the anatomical
neck, namely the start and end points of the arc of the
circle that delimit the spherical part of the humerus. This
is therefore an overdetermined problem: based on two
X-ray images, four points may be determined whereas
only three points are necessary to define the intersecting
plane. If additional X-ray images are used, the problem
may become more overdetermined. This overdetermina-
tion may either allow a more precise calculation of the
intersecting plane, or it may allow handling a situation
where a point may not be determined, for instance, be-
cause it is occluded.

[0091] It is noted that, when determining an approxi-
mation of the anatomical neck by intersecting the deter-
mined plane with the ball approximating the humeral
head, various modifications may be possible. For in-
stance, the intersecting plane may be shifted in lateral
direction to account for a more precise location of the
anatomical neck on the humerus head. Alternatively, or
additionally, the radius of the circle approximating the
anatomical neck may be adjusted. It may also be possible
to use geometrical models with more degrees of freedom
to approximate the humerus head and/or to approximate
the anatomical neck.

[0092] The entry point may be taken to be the point on
the anatomical neck that is closest in 3D space to the
intersection of the shaft axis and bone surface, or it may
be located at a user-defined distance from that point in
medial direction. The thus determined anatomical neck
and entry point may be displayed as an overlay in the
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current X-ray image. If this entry point is very close to the
circle approximating the head in the X-ray image, this
would result in a potentially large inaccuracy in the z-
coordinate. In order to alleviate such a situation, instruc-
tions may be given to rotate the C-arm such that the sug-
gested entry point moves further toward the interior of
the head in the X-ray image. This may be advantageous
in any case because it may be difficult, due to mechanical
constraints, to acquire an X-ray image where the entry
point is located close to the approximating circle. In other
words, the rotation of the C-arm between axial and AP
images may, e.g., be by 60 degrees, which may be easier
to achieve in the surgical workflow than a 90-degree ro-
tation.

[0093] Further details, optional implementations, and
extensions of this workflow are described in the detailed
description of the embodiments below.

Furtherlocalization methods allowing near-real-time
continual 3D registration of objects

[0094] This disclosure teaches two further methods
that allow localization of an object (e.g., a drill or an im-
plant with small diameter) whose geometry is such that
it may not be localizable without further information about
its imaging depth, and to determine the 3D position and
3D orientation of such an object relative to another object
such as a nail, a bone, or a combination thereof (i.e., to
provide a 3D registration of these objects). The first meth-
od does not require a 2D-3D match of the object (e.g.,
the drill), and detecting a point of this object (e.g., the drill
tip) in two X-ray images may suffice. This may be an
advantage, e.g., if a soft-tissue-protection sleeve is used
while drilling because a 2D-3D matching of the drill may
require stopping the drill and pulling back the sleeve be-
fore X-ray acquisition, which may be tedious and error-
prone. For an accurate 2D-3D match, this pulling back
may even be necessary if the drill has already entered
the bone because otherwise not enough of the drill bit
might be visible in the X-ray image. The presented meth-
od may be advantageous because the drill bit may be
rotating and pulling back the sleeve may not be required
for X-ray acquisition.

[0095] The second method presented here does not
require to rotate or readjust the C-arm (even though
changing the C-arm position is not forbidden). For in-
stance, in a drilling scenario, this may allow continually
verifying the actual drilling trajectory and comparing it
with the required trajectory based on an X-ray image with
near-real-time (NRT) feedback to the surgeon, at any
time during the drilling process.

[0096] In the first method, the 3D position of an iden-
tifiable point of the object (e.g., the drill tip) relative to the
other object (e.g., the nail) may be determined, for in-
stance, by acquiring two X-ray images from different
viewing directions (without moving the drill tip in between
acquisition of these two images), detecting the drill tip in
both X-ray images, registering them based on a known
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nail match, and then computing the point of best approx-
imation of the epipolar lines running through the respec-
tive drill tip positions in the 3D nail coordinate system.
The relative 3D orientation of the object (e.g., the drill)
may be determined if it is known that an axis of the object
contains a particular point (e.g., the drill axis runs through
the entry point on the bone surface, i.e., the position of
the drill tip at the start of the drilling) whose 3D coordi-
nates relative to the other object (e.g., the nail) are known.
When computing the relative 3D orientation of the object,
a potential bending of the drill and a distortion of the X-
ray image in the respective area may be taken into ac-
count.

[0097] The second method removes the ambiguity
about the z-coordinate of the object (e.g., the drill) by
incorporating the a priori information that an axis known
in the coordinate system of the object (e.g., the drill axis)
runs through a point (e.g., the entry point, i.e., the start
point of drilling) whose 3D coordinates relative to the oth-
er object (e.g., the nail) are known. Again, in the compu-
tation of such trajectory, a potential bending of the drill
and a distortion of the X-ray image in the respective area
may be taken into account.

[0098] In case the actual drilling trajectory does not
match the required drilling trajectory (i.e., in case of distal
locking, the drill would miss the locking hole of the nail if
it continued on its current path), the system may give
instructions to the user to tilt the power-tool, by a specified
angle, with rotating drill bit. By doing so, the drill bit reams
sideways through the spongy bone and thus moves back
to the correct trajectory. Because this may enlarge the
entry hole into the bone and thus move the position of
the original entry point, such a correction may have to
take into account this added uncertainty.

[0099] This method may also allow addressing im-
plants that consist of a combination of a plate and a nail
with screw connections between holes in the plate and
holes in the nail. NRT guidance for such an implant type
may proceed as follows. Based on a 3D reconstruction
of relevant anatomy, an ideal position for the combined
implant may be computed, trading off goodness of plate
position (e.g., surface fit) and goodness of nail position
(e.g., sufficient distance from bone surface at narrow
spots). Based on the computed position, an entry point
for the nail entering the bone may be computed. After
inserting the nail, the ideal position of the combined im-
plant may be recomputed based on the current position
of the nail axis. The system may provide guidance to the
surgeon to rotate and translate the nail such that the final
position of nail and, if applicable, sub-implants (e.g.,
screws)and, at the same time, the projected final position
of the plate (which will be more or less rigidly connected
to the nail) is optimized. After reaching the final position
of the nail, the system may provide support for optimally
positioning the plate by localizing in the X-ray the plate
(which has notreached its final destination yet) and taking
into account the restrictions imposed by the already in-
serted nail. Next, drilling through the plate holes may be



27 EP 4 092 624 A1 28

performed. This drilling is a critical step: the drillings must
also hit the nail holes and misdrillings may not easily be
corrected because a redrilling from a different starting
point may not be possible. If the plate has already been
fixed before (using the screws not running through the
nail), the drilling start point and thus entry point has also
been fixed. In such a case, drill angle verification and
correction, if necessary, may be possible multiple times.
[0100] Ifthe plate holes allow drilling only at a particular
angle, positioning the plate based on the actual position
of the nail may be decisive. In such a case, there is no
further room for adjustment, and the system may provide
guidance for positioning the plate based on the current
position of the nail. This may allow to derive the drilling
trajectory during drilling simply based on registering the
plate with the nail, which in turn may allow determining
the position of the drill even if only a small part of the drill
is visible in the X-ray (the drill tip may still be required).
[0101] The proposed system may provide continual
guidance to the surgeon in near real time. If registration
is sufficiently fast, even a continuous video stream from
the C-arm may be evaluated, resulting in a quasi-contin-
uous navigation guidance to the surgeon. By computing
the relative 3D position and orientation of objects in the
current X-ray image and comparing these with a desired
constellation, instructions may be given to the surgeon
on how to achieve the desired constellation. The neces-
sary adjustments ormovements may either be performed
freehand by the surgeon, or the surgeon may be sup-
ported mechanically and/or with sensors. For instance,
it may be possible to attach acceleration sensors to the
power tool to support adjusting the drill angle. Another
possibility may be to use a robot that may position one
or more of the objects according to the computed required
adjustments. Based on the NRT feedback of the system,
adjustments may be recomputed at any time and be cor-
rected if necessary.

Reduction support

[0102] Another aim of this invention may be to support
an anatomically correct reduction of bone fragments.
Typically, a surgeon will try to reposition fragments of a
bone fracture in a relative arrangement that is as natural
as possible. For an improved result, it may be of interest
to check whether such a reduction was anatomically cor-
rect before or after inserting any implant for fixation.

[0103] Reduction may be supported by computing a
3D reconstruction of a bone of interest. Such a 3D re-
construction may not have to be a complete reconstruc-
tion of the entire bone and may not have to be precise in
every aspect. In case only a specific measurement is to
be extracted, the 3D reconstruction only needs to be pre-
cise enoughto allow a sufficiently accurate determination
of this measurement. For instance, if the femoral angle
of anteversion (AV) is to be determined, it may suffice to
have a 3D reconstruction of the femur that is sufficiently
accurate in the condyle and neck regions. Other exam-
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ples of measures of interest may include a length of a
leg, a degree of a leg deformity, a curvature (like the
antecurvation of a femur) or a caput-collum-diaphysis
(CCD) angle as there is often a varus rotation of the prox-
imal fragment of the femur that occurs before or after the
insertion of an intramedullary nail. Once a measure of
interest has been determined, it may be used to select
an appropriate implant, or it may be compared with a
desired value, which may be derived from a database or
be patient-specific, e.g., by comparing the leg being op-
erated on with the other healthy leg. Instructions may be
given to the surgeon on how to achieve a desired value,
e.g., a desired angle of anteversion.

[0104] It may also be of interest to monitor a certain
measure throughout the surgery by automatically com-
putingitfrom available X-ray images and to possibly warn
the surgeon in case the measure deviates too much from
a desired value.

[0105] Insome cases, a 3D reconstruction may be pos-
sible even from a single X-ray image, in particular, if the
viewing direction can be determined (e.g., based on
LU100907B1) and only a specific measurement (e.g., a
CCD angle) is of interest. In general, however, two or
more X-ray images, taken from different viewing direc-
tions and/or depicting different parts of the bone, may
increase accuracy of a 3D reconstruction (cf. the section
"Computing a 3D representation/reconstruction” above).
A 3D reconstruction may be computed even of parts of
the bone that are not or only partially visible in the X-ray
images, provided that the non-visible partis not displaced
with respect to the visible part due to a fracture or, in case
that there is such a displacement, the dislocation param-
eters are already known or can be otherwise determined.
For instance, based on a statistical 3D model of the fe-
mur, the femoral head may be sufficiently accurately re-
constructed from a pair of ML and AP images where the
majority of the femoral head is not visible. As another
example, the distal part of the femur may be reconstruct-
ed based on two proximal X-rays if the femur shaft is not
fractured. Of course, accuracy of the reconstruction of
the distal part can be increased if a further X-ray, showing
the distal part, is also available.

[0106] Inthe 3D reconstruction of a bone based on two
ormore X-ray images, accuracy may be furtherincreased
ifthese X-ray images can be registered before computing
the 3D reconstruction, following one of the approaches
described in the section "3D registration of two or more
X-rays" above. In a case where a 3D reconstruction of a
bone is to be computed based on two or more X-rays
that show different parts of the bone (e.g., two X-rays
showing the proximal part of a femur and one X-ray show-
ing the distal part of this femur), a 3D registration of the
X-rays depicting different parts may be possible based
on an object with known 3D model (e.g., an already im-
planted nail) that is visible in at least one X-ray for each
bone partand/or by restricting the allowable C-arm move-
ments between the acquisition of those X-rays (see
LU101009B1).
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[0107] The AV angle may have to be determined when
an implant has not yet been inserted, either before or
after opening the patient (e.g., in order to detect a dorsal
gap in a reduction of a pertrochanteric fracture). In such
acase, registration of two or more images of the proximal
femur (e.g., AP and ML) may proceed along the lines of
the section "3D registration of two or more X-rays" above,
as follows. When determining an entry point for inserting
a nail, an opening instrument such as a k-wire (whose
diameter is known) may be placed on a suspected entry
point and thus be detected in the X-ray images. Based
on the position of its tip and together with a detected
femoral head, the images may be registered. In case no
further object like a k-wire is visible in the X-ray image,
a registration of images may still be performed by requir-
ing a specific movement of the C-arm between the im-
ages. For instance, the system may require a rotation
around the C-axis of the C-arm by 75 degrees. If this
rotation is performed with sufficient accuracy, a registra-
tion of the images is also possible with sufficient accura-
cy. Non-overlapping parts of the bone (for instance, the
distal and the proximal parts of a femur) may be regis-
tered by restricting the allowed C-arm movements to
translational movements only, as described in an em-
bodiment.

[0108] It is noted that a 3D reconstruction is not nec-
essary to determine an AV angle. By determining one
further point, e.g., in the vicinity of the neck axis, there
may be enough information to determine the AV angle
based on a 2D approach. A registration of 2D structures
detected in X-ray images (e.g., structures within a prox-
imal and a distal part of a femur) may be done by em-
ploying the above method.

[0109] In other instances, it may be beneficial to take
into account neighboring bones or bone structures e.g.,
when determining the correct rotation angle of a bone.
For example, in case of a fractured tibia, the evaluation
of the orientation of its proximal part may consider the
condyles of the femur, the patella, and/or the fibula. Sim-
ilar comments apply to evaluating the rotational position
of its distal part. The relative position of the tibia to the
fibula or other bone structures (e.g., overlapping edges
of joints in the foot) may clearly indicate the viewing di-
rection onto the distal tibia. All these evaluations may be
based on a neural network, which may perform a joint
optimization, possibly based on confidence values (of
correct detection) for each considered structure. The re-
sults of such evaluations may be combined with knowl-
edge about patient or extremity positioning to evaluate
the current reduction of a bone. For example, in case of
a humerus, the system may instruct the surgeon to po-
sition a patient’s radius bone parallel to the patient’s body.
For reduction evaluation, it may then suffice to guide the
user to achieve a centered position of the humeral joint
surface relative to the glenoid by detecting these struc-
tures in the X-ray image.
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Reduction of X-ray dosage

[0110] It may be keptin mind that an overall object may
be a reduction of X-ray exposure to patient and operating
room staff. As few X-ray images as possible should be
generated during a fracture treatment in accordance with
the embodiments disclosed herein. For instance, an im-
age acquired to check a positioning of a proximal frag-
ment relative to a distal fragment may also be used for
a determination of an entry point. As another example,
images generated in the process of determining an entry
point may also be used to measure an AV angle or a
CCD angle.

[0111] X-ray exposure may also be reduced because,
according to an embodiment, it is not necessary to have
complete anatomical structures visible in the X-ray im-
age. A 3D representation or localization of objects such
as anatomical structures, implants, surgical tools, and/or
parts of implant systems may be provided even if they
are not or only partially visible in the X-ray image. As an
example, even ifthe projectionimage does not fully depict
the femoral head, it may still be completely reconstructed.
As another example, it may be possible to reconstruct
the distal part of a femur based on one or more proximal
images, with the distal part not fully depicted.

[0112] In some cases, it may be necessary to deter-
mine a point of interest associated with an anatomical
structure, e.g., the center of afemoral head or a particular
point on a femur shaft. In such a case, it may not be
necessary that the point of interest is shown in the X-ray
image. This applies a fortiori in cases where any uncer-
tainty orinaccuracy in determining such a point ofinterest
affects a dimension or degree of freedom that is of less
importance in the sequel. For example, the center point
of the femoral head and/or a particular point on the axis
of the femur shaft may be located outside of the X-ray
image, but based on, e.g., a deep neural network ap-
proach, the system may still be able to determine those
points and utilize them, e.g., to compute an implantation
curve with sufficient accuracy because any inaccuracy
in the direction of the implantation curve may not have a
significant impact on the computed implantation curve.
[0113] According to an embodiment, the processing
unit of the system may be configured to determine an
anatomical structure and/or a point of interest associated
with the anatomical structure on the basis of an X-ray
projection image showing a certain minimally required
percentage (e.g., 20%) of the anatomical structure. Ifless
than the minimally required part of the anatomical struc-
tureis visible (e.g., less than 20%), the system may guide
the user to obtain a desired view. As an example, if the
femoral head is not visible at all, the system may give an
instruction to move the C-arm in a direction computed
based on the appearance of the femoral shaft in the cur-
rent X-ray projection image.
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Matching a 3D model to a 2D projection image

[0114] lItis noted that the image data of the processed
X-ray image may be received directly from an imaging
device, for example from a C-arm or G-arm based 2D X-
ray device, or alternatively from a database. The X-ray
projection image may represent an anatomical structure
of interest, in particular, a bone. The bone may for ex-
ample be a bone of a hand or foot, but may in particular
be a long bone of the lower extremities, like the femur
and the tibia, and of the upper extremities, like the hu-
merus. The image may also include an artificial object
like a bone implant or a surgical tool, e.g., a drill or a k-
wire.

[0115] This disclosure differentiates between an "ob-
ject" and a "model". The term "object" will be used for a
real object, e.g., for a bone or part of a bone or another
anatomical structure, or for an implant like an intramed-
ullary nail, a bone plate or a bone screw, or for a surgical
tool like a sleeve or k-wire. An "object" may also describe
only part of a real object (e.g., a part of a bone), or it may
be an assembly of real objects and thus consist of sub-
objects (e.g., an object "bone" may be fractured and thus
consist of sub-objects "fractured bone parts").

[0116] Onthe otherhand, the term "model" will be used
for a virtual representation of an object. For example, a
dataset defining the shape and dimensions of an implant
may constitute a model of an implant. As another exam-
ple, a 3D representation of an anatomical structure as
generated for example during a diagnostic procedure
may be taken as a model of a real anatomical object. It
should be noted that a "model" may describe a particular
object, e.g., a particular nail, or it may describe a class
of objects, such as a femur, which have some variability.
In the latter case, such objects may for instance be de-
scribed by a statistical shape or appearance model. It
may then be an aim of the invention to find a 3D repre-
sentation of the particular instance from the class of ob-
jects that is depicted in the acquired X-ray image. For
instance, it may be an aim to find a 3D representation of
the femur depicted in an acquired X-ray image based on
a general statistical shape model of femurs. It may also
be possible to use a model that contains a discrete set
of deterministic possibilities, and the system would then
select which one of these best describes an object in the
image. For instance, there could be several nails in a
database, and an algorithm would then identify which nail
is depicted in the image.

[0117] Itis noted that a model may be a complete or a
partial 3D model of a real object, or it may only describe
certain geometrical aspects of an object (which may also
be of dimension smaller than 3), such as the fact that the
femoral or humeral head can be approximated by a ball
in 3D and a circle in the 2D projection image, or the fact
that a shaft has a direction described by a shaft axis.
[0118] Since a 3D representation is actually a set of
computer data, it is easily possible to extract specific in-
formation like geometrical aspects and/or dimensions of
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the virtually represented object from that data (e.g., an
axis, an outline, a curvature, a center point, an angle, a
distance, or a radius). If a scale has been determined
based on one object, e.g., because a width of a nail is
known from model data, this may also allow measuring
a geometrical aspect or dimension of another depicted
and potentially unknown object if such object is located
at a similar imaging depth. It may even be possible to
calculate a size of a different object at a different imaging
depth based onthe intercept theorem if the imaging depth
of one object is known (e.g., because that object is suf-
ficiently big or because the size of the X-ray detector and
the distance between image plane and focal point is
known) and if there is information about the differences
in imaging depths between the two objects (e.g., based
on anatomical knowledge).

[0119] According to an embodiment, objects in the X-
ray image are automatically classified and identified in
an X-ray projection image. However, an object may also
be manually classified and/or identified in the X-ray pro-
jection image. Such a classification or identification may
be supported by the device by automatically referring to
structures that were recognized by the device.

[0120] Matching the model of an object to its projection
depicted in an X-ray image may consider only selected
features of the projection (e.g., contours or characteristic
edges) or it may consider the entire appearance. Con-
tours or characteristic edges may be determined using
a neural segmentation network. The appearance of an
object in an X-ray image depends inter alia on attenua-
tion, absorption, and deflection of X-ray radiation, which
in turn depend on the object’s material. For instance, a
nail made of steel generally absorbs more X-ray radiation
than a nail made of titanium, which may affect not only
the appearance of the nail’s projection image within its
outline, but it may also change the shape of the outline
itself, e.g., the outline of the nail’s holes. The strength of
this effect also depends on the X-ray intensity and the
amount of tissue surrounding the object, which the X-ray
beam must pass through. As another example, a transi-
tion between soft and hard tissue may be identifiable in
an X-ray image, since such transition cause edges be-
tween darker and lighter areas in the X-ray image. For
example, a transition between muscle tissue and bone
tissue may be an identifiable structure, but also the inner
cortex, a transition between spongious inner bone tissue
and the hard cortical outer bone tissue, may be identifi-
able as a feature in the X-ray image. Itis noted that wher-
ever in this disclosure an outline of a bone is determined,
such an outline may also be the inner cortex or any other
identifiable feature of the bone shape.

[0121] According to an embodiment, for objects de-
scribed by a deterministic model, a 2D-3D matching may
proceed along the lines described by Lavallée S., Szeliski
R., Brunie L. (1993) Matching 3-D smooth surfaces with
their 2-D projections using 3-D distance maps, in Laugier
C. (eds): Geometric Reasoning for Perception and Ac-
tion. GRPA 1991, Lecture Notes in Computer Science,
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vol. 708. Springer, Berlin, Heidelberg. In this approach,
additional effects such as image distortion (e.g., a pillow
effect introduced by an image intensifier) or the bending
of a nail may be accounted for by introducing additional
degrees of freedom into the parameter vector or by using
a suitably adjusted model.

[0122] According to an embodiment, for objects de-
scribed by a statistical shape or appearance model, the
matching of virtual projection to the actual projection may
proceed along the lines of V. Blanz, T. Vetter (2003),
Face Recognition Based on Fitting a 3D Morphable Mod-
el, IEEE Transactions on Pattern Analysis and Machine
Intelligence. In this paper, a statistical, morphable 3D
model is fitted to 2D images. For this, statistical model
parameters for contour and appearance and camera and
pose parameters for perspective projection are deter-
mined. Another approach may be to follow X. Dong and
G. Zheng, Automatic Extraction of Proximal Femur Con-
tours from Calibrated X-Ray Images Using 3D Statistical
Models, in T. Dohi et al. (Eds.), Lecture Notes in Com-
puter Science, 2008. Deforming a 3D model in such a
way that its virtual projection matches the actual projec-
tion of the object in the X-ray image also allows a com-
putation of an imaging direction (which describes the di-
rection in which the X-ray beam passes through the ob-
ject).

[0123] When displaying the X-ray image, geometrical
aspects and/or dimensions may be shown as an overlay
in the projection image. Alternatively, or additionally, at
least a portion of the model may be shown in the projec-
tion image, for example as a transparent visualization or
3D rendering, which may facilitate an identification of
structural aspects of the model and thus of the imaged
object by a user.

General comments

[0124] For the definition of a C-arm’s rotation and
translation axes, it is referred to Fig. 25. In this figure, the
X-ray source is denoted by XR, the rotation axis denoted
by the letter B is called the vertical axis, the rotation axis
denoted by the letter D is called the propeller axis, and
the rotation axis denoted by the letter E will be called the
C-axis. It is noted that for some C-arm models, the axis
E may be closer to axis B. The intersection between axis
D and the central X-ray beam (labeled with XB) is called
the center of the C-arm’s "C". The C-arm may be moved
up and down along the direction indicated by the letter
A. The C-arm may also be moved along the direction
indicated by the letter C. The distance of the vertical axis
from the center of the C-arm’s "C" may differ between C-
arms. It is noted that it may also be possible to use a G-
arm instead of a C-arm.

[0125] A neural net may be trained based on a multi-
plicity of data that is comparable to the data on which it
will be applied. In case of an assessment of bone struc-
tures in images, a neural net should be trained on the
basis of a multiplicity of X-ray images of bones of interest.

10

15

20

25

30

35

40

45

50

55

18

It will be understood that the neural net may also be
trained on the basis of simulated X-ray images.

[0126] According to an embodiment, more than one
neural network may be used, wherein each of the neural
nets may specifically be trained for a sub-step necessary
to achieve a desired solution. For example, a first neural
net may be trained to evaluate X-ray image data so as
to classify an anatomical structure in the 2D projection
image, whereas a second neural net may be trained to
detect characteristic edges of that structure in the 2D
projection image. A third net may be trained to determine
specific keypoints like the center of a femoral head. It is
also possible to combine neural networks with other al-
gorithms, including but not limited to, model-based algo-
rithms like Active Shape Models. It is noted that a neural
net may also directly solve one of the tasks in this inven-
tion, e.g., a determination of an implantation curve.
[0127] Itis noted thata processing unit may be realized
by only one processor performing all the steps of the
process, or by a group or a plurality of processors, which
need not be located at the same place. For example,
cloud computing allows a processor to be placed any-
where. For example, a processing unit may be divided
into a first sub-processor that controls interactions with
the user, including a monitor for visualizing results, and
a second sub-processor (possibly located elsewhere)
that performs all computations. The first sub-processor
or another sub-processor may also control movements
of, for example, a C-arm or a G-arm of an X-ray imaging
device.

[0128] According to an embodiment, the device may
further comprise storage means providing a database for
storing, for example, X-ray images. It will be understood
that such storage means may also be provided in a net-
work to which the system may be connected, and that
data related to a neural net may be received over that
network. Furthermore, the device may comprise an im-
aging unit for generating at least one 2D X-ray image,
wherein the imaging unit may be capable of generating
images from different directions.

[0129] According to an embodiment, the system may
comprise a device for providing information to a user,
wherein the information includes at least one piece of
information out of the group consisting of X-ray images
and instructions regarding step of a procedure. It will be
understood that such a device may be a monitor or an
augmented reality device for visualization of the informa-
tion, or it may be a loudspeaker for providing the infor-
mation acoustically. The device may further comprise in-
put means for manually determining or selecting a posi-
tion or part of an object in the X-ray image, such as a
bone outline, for example for measuring a distance in the
image. Such inputmeans may be forexample a computer
keyboard, a computer mouse or atouch screen, to control
apointing device like a cursor on a monitor screen, which
may be included in the device. The device may also com-
prise a camera or a scanner to read the labeling of a
packaging or otherwise identify an implant or surgical
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tool. A camera may also enable the user to communicate
with the device visually by gestures or mimics, e.g., by
virtually touching devices displayed by virtual reality. The
device may also comprise a microphone and/or loud-
speaker and communicate with the user acoustically.
[0130] It is noted that all references to C-arm move-
ments in this disclosure always refer to a relative repo-
sitioning between C-arm and patient. Hence, any C-arm
translation or rotation may in general be replaced by a
corresponding translation or rotation of the patient/OR
table, or a combination of C-arm translation/rotation and
patient/table translation/rotation. This may be particularly
relevant when dealing with extremities since in practice
moving the patient’s extremities may be easier than mov-
ing the C-arm. It is noted that the required patient move-
ments are generally different from the C-arm movements,
in particular, typically no translation of the patient is nec-
essary if the target structure is already at the desired
position in the X-ray image. The system may compute
C-arm adjustments and/or patient adjustments. It is fur-
thermore noted that all references to a C-arm may anal-
ogously apply to a G-arm.

[0131] The methods and techniques disclosed in this
invention may be used in a system that supports a human
user or surgeon, or they may also be used in a system
where some or all of the steps are performed by a robot.
Hence, all references to a "user" or "surgeon" in this pat-
ent application may refer to a human user as well as a
robotic surgeon, a mechanical support device, or a sim-
ilar apparatus. Similarly, whenever it is mentioned that
instructions are given how to adjust the C-arm, it is un-
derstood that such adjustments may also be performed
without human intervention, i.e., automatically, by a ro-
botic C-arm, by a robotic table, or they may be performed
by OR staff with some automatic support. It is noted that
because a robotic surgeon and/or a robotic C-arm may
operate with higher accuracy than humans, iterative pro-
cedures may require fewer iterations, and more compli-
cated instructions (e.g., combining multiple iteration
steps) may be executed.

[0132] A computer program may preferably be loaded
into therandom-access memory of adata processor. The
data processor or processing unit of a system according
to an embodiment may thus be equipped to carry out at
least a part of the described process. Further, the inven-
tion relates to a computer-readable medium such as a
CD-ROM on which the disclosed computer program may
be stored. However, the computer program may also be
presented over a network like the World Wide Web and
can be downloaded into the random-access memory of
the data processor from such a network. Furthermore,
the computer program may also be executed on a cloud-
based processor, with results presented over the net-
work.

[0133] Itisnotedthatpriorinformationaboutanimplant
(e.g., the size and type of a nail) may be obtained by
simply scanning the implant’s packaging (e.g., the bar-
code) or any writing on the implant itself, before or during

10

15

20

25

30

35

40

45

50

55

19

surgery.
[0134] As should be clear from the above description,
a main aspect of the invention is a processing of X-ray
image data, allowing an automatic interpretation of visible
objects. The methods described herein are to be under-
stood as methods assisting in a surgical treatment of a
patient. Consequently, the method may not include any
step of treatment of an animal or human body by surgery,
in accordance with an embodiment.

[0135] It will be understood that steps of methods de-
scribed herein, and in particular of methods described in
connection with workflows according to embodiments
some of which are visualized in the figures, are major
steps, wherein these major steps might be differentiated
ordividedinto several sub-steps. Furthermore, additional
sub-steps might be between these major steps. It will
also be understood that only part of the whole method
may constitute the invention, i.e. steps may be omitted
or summarized.

[0136] It has to be noted that embodiments are de-
scribed with reference to different subject-matters. In par-
ticular, some embodiments are described with reference
to method-type claims (computer program) whereas oth-
er embodiments are described with reference to appa-
ratus-type claims (system/device). However, a person
skilled in the art will gather from the above and the fol-
lowing description that, unless otherwise specified, any
combination of features belonging to one type of subject-
matter as well as any combination between features re-
lating to different subject-matters is considered to be dis-
closed with this application.

[0137] The aspects defined above and further aspects,
features and advantages of the present invention can
also be derived from the examples of the embodiments
to be described hereinafter and are explained with refer-
ence to examples of embodiments also shown in the fig-
ures, but to which the invention is not limited.

BRIEF DESCRIPTION OF THE DRAWINGS
[0138]

Fig. 1 shows a lateral X-ray image of a femur for
determining the entry point of an intramedullary nail.
Fig. 2 shows an ML X-ray image of the proximal part
of a tibia and an opening instrument.

Fig. 3 shows an AP X-ray image of the proximal part
of a tibia and an opening instrument.

Fig. 4 shows an AP X-ray image of the proximal part
of a tibia and an opening instrument.

Fig. 5 shows an AP X-ray image of the proximal part
of a tibia and an opening instrument.

Fig. 6 shows an image registration for a tibia based
on two AP X-ray images and one ML X-ray image.

Fig. 7 shows an axial X-ray image of the proximal
part of a humerus.

Fig. 8 shows an axial X-ray image of the proximal
part of a humerus and a guide rod.
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Fig. 9 shows an AP X-ray image of the proximal part
of a humerus and a guide rod.

Fig. 10 shows an image registration for a humerus
based on an AP X-ray image and an axial X-ray im-
age.

Fig. 11 shows an axial X-ray image of the proximal
part of a humerus, 2D points of the collum anatomi-
cum, and a guide rod.

Fig. 12 shows an AP X-ray image of the proximal
part of a humerus, 2D points of the collum anatomi-
cum, and a guide rod.

Fig. 13 shows an AP X-ray image of the proximal
part of a humerus, the 2D projected collum anatomi-
cum, the entry point, and a guide rod.

Fig. 14 shows an AP X-ray image of the proximal
part of a humerus, the 2D projected collum anatomi-
cum, the entry point, and a guide rod with its tip on
the entry point.

Fig. 15 shows a fractured 3D humerus and a guide
rod from an AP viewing direction.

Fig. 16 shows a fractured 3D humerus and a guide
rod from an axial viewing direction.

Fig. 17 shows a fractured 3D humerus and an insert-
ed guide rod from an AP viewing direction.

Fig. 18 shows an axial X-ray image of the proximal
part of a humerus, 2D points of the collum anatomi-
cum, and an inserted guide rod.

Fig. 19 shows an AP X-ray image of the proximal
part of a humerus, 2D points of the collum anatomi-
cum, and an inserted guide rod.

Fig. 20 shows an AP X-ray image of the proximal
part of a femur, its outline, and an opening instru-
ment.

Fig. 21 shows an ML X-ray image of the proximal
part of a femur, its outline, and an opening instru-
ment.

Fig. 22 shows an ML X-ray image of the distal part
of a femur.

Fig. 23 shows an ML X-ray image of the distal part
of a femur and its outline.

Fig. 24 shows a 3D femur and a definition of the
femoral angle of anteversion.

Fig. 25 shows a C-arm with its rotation and transla-
tion axes.

Fig. 26 shows a potential workflow for determining
an entry point for a tibia.

Fig. 27 shows a potential workflow for determining
an entry point for a humerus.

Fig. 28 shows an AP X-ray image of the distal part
of a femur, an inserted implant, and a drill that was
placed onto the surface of the femur.

Fig. 29 shows an ML X-ray image of the distal part
of a femur, an inserted implant, and a drill that was
placed onto the surface of the femur.

Fig. 30 shows an image registration for the distal part
of a femur based on an AP and an ML X-ray image.
It includes a femur, an inserted implant, and a drill.
Fig. 31 shows the same constellation as Fig. 30 from

10

15

20

25

30

35

40

45

50

55

20

a different viewing direction.

Fig. 32 shows an ML X-ray image of the distal part
of a femur with calculated entry points for multiple
nail holes.

Fig. 33 shows a potential workflow for determining
the entry point for an intramedullary implant in a fe-
mur.

Fig. 34 shows a potential workflow for determining
the angle of anteversion of a femur.

Fig. 35 shows a potential workflow for a freehand
locking procedure (quick version).

Fig. 36 shows a potential workflow for a freehand
locking procedure (enhanced version).

Fig. 37 shows a potential workflow for verifying and
correcting the drill trajectory.

Fig. 38 shows in 3D space three different drill posi-
tions.

Fig. 39 shows a 2D projection of the scenario in Fig.
38.

[0139] Throughout the drawings, the same reference
numerals and characters, unless otherwise stated, are
used to denote like features, elements, components, or
portions of the illustrated embodiments. Moreover, while
the present disclosure will now be described in detail with
reference to the figures, it is done so in connection with
the illustrative embodiments and is not limited by the par-
ticular embodiments illustrated in the figures.

DETAILED DESCRIPTION OF THE EMBODIMENTS

Determining an entry point for implanting an in-
tramedullary nail into a femur

[0140] A first aim of this invention may be a determi-
nation of an implantation curve and an entry point for
implanting an intramedullary nail into a femur. For deter-
mining the entry point, an X-ray image needs to be ac-
quired from a certain viewing direction. In a true lateral
view, the shaft axis and the neck axis are parallel with a
certain offset. However, this view is not the desired view
of this invention. The desired view is a lateral view with
a rotation around the C-axis of the C-arm such that the
implantation axis will run through the center of the femoral
head. The center of the femoral head may, for instance,
be determined by a neural network with a sufficiently high
accuracy. Uncertainty in determining the center of the
femoral head may mainly concern a deviation in the di-
rection of the implantation axis, which does not signifi-
cantly affectthe accuracy of ensuring the desired viewing
direction. The system may support the user in obtaining
the desired viewing direction by estimating the needed
rotation angle around the C-axis based on an anatomy
database or based on LU100907B1.

[0141] The system may also help the user obtain the
correct viewing direction. For instance, consider the sce-
nario where the 2D distance between the center of the
femoral head and the tip of an opening instrument is too
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small compared to the 2D distance between the tip of the
opening instrument and the lowest visible part of the fem-
oral shaft. This effect occurs when the focal axis of the
C-arm is almost perpendicular to the implantation axis.
If this is the case, the center of the shaft at the isthmus
will most likely not be visible in the current X-ray projec-
tion image. Hence, the system may give an instruction
to rotate the C-arm around axis B in Fig. 25. Following
the instruction will lead to an X-ray projection image
where the first distance is increased and the second dis-
tance is decreased (i.e., the neck region is larger, and
the isthmus of the shaft becomes visible).

[0142] A method to determine by which angle the C-
arm needs to be rotated in order to obtain the desired
view as described above may be to consider the ana-
tomical appearance in the AP X-ray image. The following
points may be identified in the image: the center of the
femoral head, the tip of an opening instrument, and the
center of the shaft at the transition to the greater trochant-
er. Two lines may then be drawn between the first two
points and the latter two points, respectively. Since these
three points may also be identified in an ML X-ray image
with a sufficient accuracy, it may be possible to estimate
the angle between the focal line of the ML X-ray image
and the anatomy (e.g., the implantation axis and/or the
neck axis). If this angle is too small or too large, the sys-
tem may give aninstruction that will increase or decrease
the angle, respectively.

[0143] According to an embodiment, the implantation
axis may be determined as follows. Fig. 1 shows a lateral
(ML) X-ray image of a femur. The system may detect the
center of the shaft at the isthmus (labeled ISC) and the
center of the femoral head (labeled CF). The line defined
by these two points may be assumed to be the implan-
tation axis (labeled IA). Furthermore, the system may
detect the projected outer boundaries (labeled OB) of the
neck region and the shaft region, or alternatively a plu-
rality of points on the boundaries. The segmentation of
the boundaries may be done, for instance, by a neural
network. Alternatively, a neural network may directly es-
timate specific points instead of the complete boundary.
For instance, instead of the boundaries of the shaft, the
neural network might estimate the center of the shaft,
and the shaft diameter may be estimated based on the
size of the femoral head. Based on this information it may
be possible to estimate the location of the shaft boundary
without finding the boundary itself. The implantation axis
should have a certain distance from both the neck bound-
ary and the shaft boundary. If either distance is too small,
the system may calculate the needed rotation around the
C-axis of the C-arm such that the desired viewing direc-
tion is reached in a subsequently acquired X-ray projec-
tion image. The direction of the C-arm rotation may be
determined based on a weighted evaluation of the dis-
tance in the neck region and the distance in the shaft
region. The angle of the rotation may be calculated based
on an anatomical model of the femur.

[0144] Once the desired viewing direction is reached,
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the intersection of the implantation axis with the trochant-
er rim axis may be defined as the entry point. The tro-
chanter rim axis may be detected directly in the image.
If this is not desired or feasible, the trochanter rim axis
may also be approximated in the X-ray image by a line
connecting the tip of an opening instrument with the im-
plantation axis. This line may be assumed to be perpen-
dicular to the implantation axis, or if available a priori
information suggests otherwise, it may run at an oblique
angle to the implantation axis.

[0145] The implant may consist of a nail and a head
element. If the distance between the projected tip of the
opening instrument and the projected entry point is not
within a desired distance (e.g., the distance is larger than
1 mm), the system may guide the user how to move the
opening instrument in order to reach the entry point. For
instance, if the tip of the opening instrument on a femur
is positioned too anterior compared to the determined
entry point, the system gives an instruction to move the
tip of the opening instrument in a posterior direction.
[0146] According to an embodiment, the system may
detect the isthmus of the femoral shaft, the center of the
femoral head (labeled CF), and the tip of an opening in-
strumentin the X-ray (labeled KW). The implantation axis
(labeled 1A) may be assumed to be the line running
through the center of the femoral head (labeled CF) and
the center at the isthmus of the shaft (labeled ISC). The
entry point may be assumed to be the point (labeled EP)
on the implantation axis that is closest to the tip of the
opening instrument KW. The system may give an instruc-
tion to move the opening instrument so that it is placed
on EP. After moving the instrument to the projected point,
it may be helpful to acquire an AP image in order to verify
that the tip of the opening instrument is still on the pro-
jected tip of the greater trochanter in the AP view. In case
that there is knowledge about a projected epipolar line
from the detected K-Wire tip in AP image possibly based
on a registration of the AP image with the ML image, and
there has been no movement of the k-wire tip in between
acquisition of AP image and acquisition of the ML image
this would result in a more accurate determination of the
entry point where no additional verification in another AP
image whether the tip is still positioned on the projected
tip of the greater trochanter might be necessary.

Example for a potential workflow for determining the entry
point for an intramedullary implant in the femur (cf. Fig.
33):

[0147]

1. The user acquires an AP X-ray image, in which
the tip of an opening instrument is placed on the pro-
jected tip of the greater trochanter.

2. Without moving the tip of the opening instrument,
the user acquires an ML X-ray projection image.

3. The system detects the center of the femoral head,
the center point of the isthmus of the shaft, and the
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tip of the opening instrument in the X-ray image.

a. If both the femoral head and the shaftisthmus
are not sufficiently visible, the system gives an
instruction to move the C-arm in lateral direction
to increase the field of view.

b. If only the femoral head is not sufficiently vis-
ible whereas the isthmus is fully visible, the sys-
tem gives an instruction to move the C-arm in
proximal direction along the leg.

c. The system calculates a first distance be-
tween the center of the femoral head and the tip
of the opening instrument, and a second dis-
tance between the tip of the opening instrument
and a certain point of the shaft. This point might
be the center of the shaft at the isthmus (if it is
visible), or, if the isthmus is not visible, the most
distal visible point of the shaft or alternatively,
the estimated center of the shaft at the isthmus
(based on the visible part of the shaft).

d. If only the shaft is not sufficiently visible,
whereas the femoral head is completely visible,
the system gives an instruction to move the C-
arm in distal direction along the leg. One method
to determine whether the shaft is sufficiently vis-
ible may be to compare the second distance
from step 3c with a threshold. Another method
may be to evaluate the curvature of the shaft in
orderto determine whether the isthmus is visible
in the current X-ray image.

e. If the first distance from step 3c is too small
compared to the second distance, the C-arm
needs to be rotated clockwise (right femur) or
counter-clockwise (left femur) around C-arm ax-
is B (cf. Fig. 25), and vice versa. The angle by
which the C-arm needs to be rotated may be
calculated based on the two distances and pos-
sibly additional information from the AP image
from step 1. The latter may include, for instance,
the CCD angle of the femur. The curvature of
the shaft as depicted in the ML X-ray image may
also be taken into account.

4. Steps 2 and 3 are repeated until allimportant parts
of the femur are sufficiently visible and the two dis-
tances from step 3c have the desired ratio.

5. In addition to the points from step 3, the system
detects the left and right outlines of the femoral neck
and the left and right outlines of the femoral shaft.
6. Aline is drawn from the center of the femoral head
to the center at the isthmus of the shaft. Four dis-
tances are calculated between this line and the four
outlines of the femoral neck and the femoral shaft.
7. For each the neck and the shaft region, a metric
is defined to evaluate how central the line runs
through each of the regions. Example: The metric
for the neck is 0 when the line touches the left outline
ofthe neck, and itis 1 when the line touches the right
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outline of the femur; itis 0.5 when the line is located
in the center of the neck region.

8. Anew metricis defined based on a weighted mean
of the neck metric and the shaft metric. If the new
metricis lower than afirstthreshold, the C-arm needs
to be rotated around its C-axis such that the focal
point of the C-arm moves in anterior direction. If the
new metric is higher than a second threshold, which
is higher than the first threshold, the C-arm needs to
be rotated around its C-axis in the opposite direction.
The angle by which the C-arm needs to be rotated
may be calculated based on the distance between
the metric and the corresponding threshold.

9. If the metric defined in step 8 is outside the two
thresholds from step 8, a new ML X-ray projection
image must be acquired.

10. Steps 5 to 9 are repeated until the metric defined
in step 8 is between the two thresholds from step 8.
The drawn line is the final projected implantation ax-
is.

11. The distance between the projected tip of the
opening instrument and the line from step 10 is cal-
culated.

12. Optional: The tip of the opening instrument is
localized. Based on the appearance of the tip of the
opening instrument (i.e., its size in the X-ray projec-
tion image), the system gives an instruction for mov-
ing the tip of the opening instrument either in poste-
rior or anterior direction.

13. If the tip of the opening instrument is too far from
the line from step 10, its position is optimized and a
new ML X-ray projection image is acquired.

14. Steps 11 to 13 are repeated until the tip of the
opening instrument is within a certain distance to the
line from step 10.

15. An AP X-ray projection image is acquired to en-
sure that the tip of the opening instrument is still on
the tip of the greater trochanter. If this is not the case,
return to step 2.

Procedure forimplanting a nail with sub-implants in-
to a tibia

Example for a potential workflow (cf. Fig. 26):

[0148]

0. For the following workflow it is assumed that the
proximal part of the tibia is intact (or correctly repo-
sitioned).

1. The user places an opening instrument onto the
surface of the tibia (at an arbitrary point of the prox-
imal part, but ideally in the vicinity of an entry point
as estimated by the surgeon).

2. The user acquires an (approximately) lateral im-
age of the proximal part of the tibia (labeled TIB) as
depicted in Fig. 2.

3. The user acquires at least one AP image (ideally,
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multiple images from slightly different directions) of
the proximal part of the tibia as depicted in Fig. 3,
Fig. 4, and Fig. 5.

4. The system detects the size (or diameter, etc.) of
the opening instrument (labeled Ol) in all images in
order to estimate the size (scaling) of the tibia.

5. The system jointly matches a statistical model of
the tibia into all images, e.g., by matching the statis-
tical model to the bone contours (or, more generally,
the appearance of the bone). The result of this step
is a 3D reconstruction of the tibia.

a. This includes six parameters per image for
rotation and translation, one parameter for the
scaling (which was already initially estimated in
step 4), and a certain number of modes (deter-
mining the modes is equivalent to a 3D recon-
struction of the tibia). Hence, if there are n im-
ages and m modes, the total number of param-
etersis (6 -n+ 1+ m).

b. Based on all estimated rotations and transla-
tions of the tibia (in each image), the system
performs an image registration for all images as
depicted in Fig. 6. Hence, the spatial relation
between the AP images (labeled |.AP1 and
I.AP2), the ML image (labeled 1.ML), the tip of
the opening instrument (labeled Ol), and the tib-
ia (labeled TIB) is known.

c. Optional: For a potentially more accurate re-
sult, the system may use information of the fem-
oral condyles or the fibula, e.g., by using statis-
tical information for these bones.

6. Based on the 3D reconstruction of the tibia, the
system determines an entry point. This may be done,
for instance, by defining the entry point on the mean
shape of the statistical model. This point may then
be identified on the 3D reconstruction.

7. Optional: Based on the 3D reconstruction of the
tibia, the system places the implant into the bone
(virtually) and calculates the length of the proximal
locking screws. This step may also improve the es-
timation of the entry point since it considers the actual
implant.

8. The system displays the entry point as an overlay
in the current X-ray image.

9. If the tip of the opening instrument is not close
enough to the estimated entry point, the system
gives an instruction to correct the position of the tip.

a. The user corrects the position of the tip of the
opening instrument and acquires a new X-ray
image.

b. The system calculates the entry point in the
new image (e.g., by image difference analysis
or by matching the 3D reconstruction of the tibia
into the new image).

c. Return to step 8.
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10. The user inserts the implant into the tibia and
acquires a new image.

11. The system localizes the implant. Based on the
3D reconstruction of the tibia, the system provides
necessary 3D information (e.g., the length of the
proximal locking screws).

12. The system provides support for proximal lock-
ing.

13. The system calculates the torsion angle by com-
paring the proximal part of the tibia (this may include
the femoral condyles) and the distal part of the tibia
(this may include the foot). For a more accurate cal-
culation of the torsion angle, the system may also
use information about the fibula (e.g., by localizing
the fibula and calculating its spatial relation to the
tibia).

Procedure forimplanting a nail with sub-implants in-
to a humerus

Example for a potential workflow (cf. Fig. 27):

[0149]

0. The user provides a desired distance between the
entry point and the collum anatomicum (e.g., 0 mm,
or 5 mm medial).

1. The useracquires an axial X-ray image of the prox-
imal part of the humerus as depicted in Fig. 7.

2. The system detects the outline of the humeral
head (e.g., with a neural network). Based on the de-
tected outline, the system approximates the humeral
head by a circle (labeled HH), i.e., it estimates 2D
center and radius. This may include multiple candi-
dates for the humeral head (2D center and radius),
which are ranked based on their plausibility (e.g.,
based on a statistical model, mean-squared approx-
imation error, confidence level, etc.). Based on the
detected shaft axis (labeled IC), the system rotates
the image such that the shaft axis is a vertical line.
The system evaluates whether the center of the head
is close enough to the shaft axis. If the distance be-
tween the center of the head and the shaft axis is
too large, the system advises the user to apply trac-
tion force on the arm in distal direction in order to
correct the translational reposition (i.e., head vs.
shaft; forces by the soft tissue will lead to a reposition
perpendicular to the traction force).

3. The system estimates an initial entry point (labeled
EP), which lies somewhere between the intersection
points of the humeral head and the shaft axis (e.g.,
20 % above the center of the intersection points).
4. The user places a guide rod onto the initial guess
of the entry point from step 3.

5. The user acquires a further axial X-ray image,
where the guide rod (labeled Ol) is visible as depicted
in Fig. 8.

6. The system detects the humeral head (labeled



45 EP 4 092 624 A1 46

HH) (2D center and radius) and the 2D shaft axis
(labeled IC) and localizes the guide rod (labeled Ol)
in order to obtain the 2D coordinates of its tip and
the 2D scaling (based on the known diameter of the
guide rod).

7. The system advises the user to rotate the C-arm
around its C axis (further allowed C-arm movements
are translations in distal-proximal or anterior-poste-
rior direction; prohibited movements are other rota-
tions and a translation in medial-lateral direction).
8. The user acquires an AP X-ray image (which does
not need to be a true AP image) of the proximal part
of the humerus as depicted in Fig. 9 while not moving
the tip of the guide rod (angular movements of the
guide rod are allowed as long as the tip stays in
place).

9. The system detects the humeral head (labeled
HH) (2D center and radius) and the 2D shaft axis
(labeled IC) and localizes the guide rod (labeled Ol)
in order to obtain the 2D coordinates of its tip and
the 2D scaling (based on the known diameter of the
guide rod).

10. Based on the information from steps 6 to 9, the
system performs an image registration as depicted
in Fig. 10 and calculates the spherical approximation
ofthe humeral head (labeled HH3D) and the 3D shaft
axis, which lies in the same coordinate system as
the sphere.

11. There are four points (i.e., two per image, axial
and AP) (labeled CAinFig. 11 and Fig. 12) thatdefine
the start and the end of the circular part of the pro-
jected humeral head. The system detects at least
three out of these four points. Based on these atleast
three points, the system determines the collum an-
atomicum in 3D (e.g., by defining a plane based on
the three points, which intersects with the spherical
approximation of the humeral head).

12. The system may use the fourth point from step
11 as well in order to improve determining the collum
anatomicum (e.g., with a weighted least squares,
where the weights are based on the individual con-
fidence level of each of the four points).

13. When the anatomy is rotated virtually in space
such that the 3D shaft axis is a vertical line and the
humeral head is above the shaft, the entry point is
defined as the highest point in space on the collum
anatomicum (labeled CA3D in Fig. 13). Based on
the setting from step 0 and the results from steps 10
to 12, the system calculates the final entry point (la-
beled EP).

14. The user places the guide rod on the calculated
entry point and acquires a new AP X-ray image as
depicted in Fig. 14.

15. The system detects the tip of the guide rod (la-
beled Ol) and evaluates whether the tip of the guide
rod is located close enough to the calculated entry
point (labeled EP).

16. Steps 14 and 15 are repeated until the tip of the
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guide rod is close enough to the entry point.
17. Optional instruction for the angular movement of
the guide rod.

a. Based on the latest image registration (which
includes the humeral head in 3D), the system
determines the spatial relation between the hu-
meral head and the guide rod as depicted in Fig.
15 and Fig. 16. If the direction of the guide rod
deviates too much from the optimal insertion di-
rection, the system gives an instruction for the
angular movement of the guide rod. The optimal
insertion direction may be estimated, e.g., with
statistical models, or by comparing the axis of
the guide rod (labeled OIA) with the humeral
head axis (labeled HA).

b. If an instruction was given in step a, the user
follows the instruction and acquires a new X-ray
image from the same direction. An image differ-
ence analysis detects changes in the image and
updates the image registration.

c. Steps a and b are repeated until no further
angular movement of the guide rod is needed.

18. Optional improvement of the image registration
and validation of the humeral head outline.

a. The user inserts the guide rod as depicted in
Fig. 17.

b. The user acquires an X-ray image (e.g., axial
as depicted in Fig. 18).

c. The system localizes the guide rod (labeled
Ol) and detects the humeral head (labeled HH)
(2D center and radius).

d. The system advises the user to rotate the C-
arm around its C axis (see step 7 for additional
possible C-arm movements).

e. The user acquires an X-ray image from the
other direction (e.g., AP as depicted in Fig. 19)
without moving the guide rod.

f. The system localizes the guide rod (labeled
Ol) and detects the humeral head (labeled HH)
(2D center and radius).

g. Based on the information from both images,
the system performs an image registration.
Since a 3D model of the guide rod is known, the
image registration is more accurate than in step
10.

h. Based on the image registration, the system
may validate the detection of the humeral head
in both images.

i. Based on the validation result, the system op-
timizes the outline of the humeral head in both
images (e.g., by choosing another candidate for
the humeral head).

19. Optional correction of the rotational dislocation
of the humeral head.
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a. The user acquires an X-ray image (axial or
AP). The system localizes the guide rod and de-
tects the 2D shaft axis as well as the 2D humeral
head axis (defined by the visible circular part of
the humeral head).

b. If the previous image had a significantly dif-
ferent imaging direction (e.g., axial in the previ-
ous image and AP in the current image), the
system performs an image registration based
on the latest image pair. Based on the image
registration, the system determines the ideal 2D
angle between the shaft axis and the head axis
for the current image.

c. If the previous image had a very similar im-
aging direction (identified by, e.g., an image dif-
ference analysis), the ideal 2D angle between
the shaft axis and the head axis remains un-
changed (compared to the previous image).

d. The system calculates the current 2D angle
between the shaft axis and the head axis.

e. If the angle between the shaft axis and the
head axis is not close enough to the ideal angle
from step 19b or 19¢ (e.g., 20° in an axial image,
or 130° in an AP image), the system gives an
instruction in order to correct the rotational dis-
location in dorsal-ventral (axial image) or medi-
al-lateral (AP image) direction.

f. If the previous image had a very similar imag-
ing direction, but the visible circular part of the
humeral head is smaller or larger compared to
the previous image (e.g., due to a prior correc-
tion of the dislocation), the system gives an ad-
ditional instruction to rotate the C-arm around
its C-axis in order to change the imaging direc-
tion for the next image (i.e., to update the image
registration) because the rotational dislocation
may have changed also for the other imaging
direction.

g. If an instruction was given, the user corrects
the rotational dislocation (and rotates the C-arm
if needed) and returns to step 19a.

20. Optional torsion check.

a. The user places the forearm such that it is
parallel to the body (or upper leg).

b. The user acquires an axial X-ray image.

c. The system detects the humeral head axis
and the 2D center of the glenoid. The system
calculates the distance between the center of
the glenoid and the head axis. Based on this
result, the system gives an instruction in which
direction and by which angle the torsion needs
to be corrected.

d. The user corrects the torsion by rotating the
head in the direction and by the angle from step
c.

e. Steps 20b to 20d are repeated until the center
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of the glenoid is close enough to the humeral
head axis.

[0150] Potential modification: Instead of estimating the
entry point in step 3 at 20 % above (medial to) the center
of the intersection points, the system may use a higher
value (e.g., 70 %) to ensure that the tip of the guide rod
is located on the spherical part of the humeral head. In
step 10, the system may use the information that the tip
of the guide rod is located on the spherical approximation
of the humeral head to improve the image registration.
Due to the 70%-method above, the current position of
the tip of the guide rod has a larger distance to the entry
point (compared to the 20%-method). When guiding the
user to reach the entry point with the tip of the guide rod
(steps 14 t0 16), the system determines whether the view-
ing direction has changed (e.g., by an image difference
analysis). If the viewing direction has not changed, the
calculated entry point is used from the previous X-ray
image and the guidance information is updated based
on the updated detected position of the tip. If the viewing
direction has changed only slightly, the entry pointis shift-
ed accordingly (e.g., by a technique called object track-
ing, see, e.g., S. R. Balaji et al., "A survey on moving
object tracking using image processing" (2017)). If the
viewing direction has changed significantly, the system
instructs the user to rotate the C-arm around its C-axis
and to acquire an X-ray image from a different viewing
direction (e.g., axial if the current image was AP) while
not moving the tip of the guide rod. Based on the updated
images, the system performs an image registration
based on the information acquired by the previous reg-
istration (e.g., the radius of the ball approximation of the
humeral head), displays the entry point in the current
image and navigates the user to reach the entry point
with the tip of the guide rod.

Determining the angle of anteversion of a femur

[0151] In the following, an example workflow is pre-
sented that determines the AV angle either before or after
inserting an implant, and which may be more robust
and/or more precise than the state of the art. According
to an embodiment, the entire procedure for determining
the angle of anteversion of a femur may proceed as fol-
lows (cf. Fig. 34).

1. The user places the tip of an opening instrument
approximately onto the tip of the greater trochanter.
2. The user acquires an AP X-ray image of the prox-
imal part of the femur as depicted in Fig. 20.

3. The system detects the 2D outline of the femur
(labeled FEM) and the femoral head, which is ap-
proximated by a circle (labeled FH) (i.e., it is deter-
mined by 2D center and 2D radius) and localizes the
tip of the opening instrument (labeled Ol).

4. If some important parts of the femur or the tip of
the opening instrument are not sufficiently visible,
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the system gives an instruction to rotate and/or move
the C-arm, and the user returns to step 2.

5. The user rotates the C-arm around its C-axis to
acquire an ML X-ray image. The user may addition-
ally use the medial-lateral and/or the anterior-poste-
rior shift of the C-arm. While moving the C-arm, the
tip of the opening instrument must not move.

6. The user acquires an ML X-ray image of the prox-
imal part of the femur as depicted in Fig. 21.

7. The system detects the 2D outline of the femur
(labeled FEM) and the femoral head (labeled FH)
(i.e., 2D center and 2D radius) and localizes the tip
of the opening instrument (labeled Ol).

8. If some important parts of the femur or the tip of
the opening instrument are not sufficiently visible,
the system gives an instruction to move the C-arm
(only translations) or to rotate the C-arm around its
C-axis, and the user returns to step 6.

9. Based on the proximal AP and ML image pair, the
system performs an image registration. If the image
registration was not successful, the system gives an
instruction to rotate and/or move the C-arm, and the
user returns to step 2.

10. The user moves the C-arm in distal direction
along the patient’s leg. In this step, no rotational, but
all three translational movements of the C-arm are
allowed.

11. The user acquires an ML X-ray projection image
of the distal part of the femur as depicted in Fig. 22
and Fig. 23.

12. The system detects the 2D outline of the femur
(labeled FEM).

13. No particular orientation or alignment of the fem-
oral condyles is required. If, however, some impor-
tant parts of the femur are not sufficiently visible, the
system gives an instruction to move the C-arm (only
translations are allowed), and the user returns to step
11.

14.Based ontheimage registration, the systemjoint-
ly fits a statistical model (which was trained on frac-
tured and unfractured femurs) to allimages such that
the projected outlines of the statistical model match
the detected 2D outlines of the femur in all images.
This step leads directly to a 3D reconstruction of the
femur. To improve the accuracy of the 3D recon-
struction, the system may calculate the 3D position
of the tip of the opening instrument (based on the
proximal image registration) and use this point as a
reference point, using the fact that the tip of the open-
ing instrument was placed on the surface of the fe-
mur.

15. The system determines the angle of anteversion
based on the 3D reconstruction of the femur as de-
picted in Fig. 24. According to Yeon Soo Lee et al.:
"3D femoral neck anteversion measurements based
on the posterior femoral plane in ORTHODOC® sys-
tem" (2006), the angle of anteversion may be calcu-
lated based on the center of the femoral head (la-
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beled FHC), the center of the femoral neck (labeled
FNC), the posterior apex of the trochanter (labeled
TRO), and the lateral and medial apex of the poste-
rior femoral condyles (labeled LC and MC). The sys-
tem identifies these five points on the 3D reconstruc-
tion of the femur from step 10 and thus calculates
the angle of anteversion.

Freehand locking procedure

[0152] There may be different implementations of a
distal locking procedure for a femoral nail. In the follow-
ing, two examples for potential workflows (one "quick"
and one with "enhanced" accuracy) are presented. In
either workflow, the user may, at any time during drilling,
verify the drilling trajectory based on an X-ray image with
near-real-time (NRT) feedback and, if necessary, correct
the drilling angle. This verification does not require rotat-
ing or readjusting the C-arm. An example workflow for
such verification is provided below.

Example for a potential workflow (quick version), cf. Fig.
35:

[0153]

1. The user acquires an X-ray image of the distal
part of the femur (e.g., AP as depicted in Fig. 28, or
ML).

2. The system localizes the implant and detects the
outline ofthe femur. If either the implant or the outline
of the femur cannot be localized, the system gives
an instruction to improve visibility (e.g., by moving
the C-arm). The user follows the instruction and re-
turns to step 1.

3. The user places adrill onto the surface of the femur
(e.g., at the nail hole trajectory). The user acquires
an X-ray image from another viewing direction (e.g.,
25°-ML as depicted in Fig. 29).

4. The system localizes the implant (labeled IM), de-
tects the outline of the femur (labeled FEM), and lo-
calizes the drill (labeled DR).

5. If the drill tip cannot be localized, the system gives
an instruction to improve visibility of the drill tip (e.g.,
by moving the C-arm). The user follows the instruc-
tion, acquires a new image, and returns to step 4.
6. Based on the localization of the implant in both
images (labeled I.AP and I.ML in Fig. 30), the system
performs an image registration as depicted in Fig.
30 and Fig. 31.

7. Based on the image registration from step 6, the
system fits a statistical model of the femur by match-
ing its projected outlines to the detected outlines of
the femur in both images (i.e., it determines the ro-
tation and translation of the femur in both images,
the scaling, and the modes of the statistical model).
8. For the current image, the system defines a line
from the drill tip in the image plane to the focal point.
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This line intersects twice with the reconstructed fe-
mur (i.e., entry and exit point). The point that is closer
to the focal pointis chosen as the current 3D position
of the drill tip. The system may calculate the locking

beginning of this step.

2. Theuser places a drill onto the surface of the femur
(e.g., onto the nail hole trajectory).

3. The user acquires an X-ray image of the distal

FEM). If either the implant or the outline of the femur
cannot be localized, the system gives an instruction
to improve the visibility (e.g., by moving the C-arm).
The user follows the instruction and returns to the
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screw length based on the shaft diameter of the re- 5 part of the femur (e.g., ML or AP). The system local-
constructed femur along the nail hole trajectory. izes the implant (labeled IM), detects the outline of
9. Based on the known spatial relation between the the femur (labeled FEM), and localizes the drill (la-
femur and the implant (due to the image registration beled DR). If either the implant or the outline of the
and the reconstruction of the femur), the system cal- femur or the drill tip cannot be localized, the system
culates the spatial relation between the drill and the 70 gives an instruction to improve the visibility (e.g., by
implant. moving the C-arm). The user follows the instruction
10. If the drill trajectory goes through the nail hole, and returns to the beginning of this step. Based on
the system gives an instruction to start drilling, the the 3D reconstruction of the bone relative to the co-
user starts drilling, and the user goes to step 14. At ordinate system of the nail, the system computes the
any time during the drilling process, the user may 15 needed length of sub implants (e.g., locking screws)
verify the drilling trajectory following the example and displays according information.
workflow below. 4. The user acquires an X-ray image from another
11. If the drill trajectory does not go through the nail viewing direction (e.g., 25°-ML as depicted in Fig.
hole, the system gives an instruction for moving the 29). The drill tip must not move between the images.
drill tip and/or rotating the drill. The user follows the 20 If it had moved, the system may be able to detect
instruction and acquires a new X-ray image. this and would request the user to go back to step 3.
12. The system evaluates whether the viewing di- 5. The system localizes the implant (labeled IM), de-
rection has changed (e.g., by an image difference tects the outline of the femur (labeled FEM), and lo-
analysis). If the viewing direction has not changed, calizes the drill (labeled DR).
the system may use most results from the previous 25 6. If the drill tip cannot be localized, the system gives
image, butitlocalizes the drill. If the viewing direction an instruction to improve the visibility of the drill tip
or any other relevant image content (e.g., by image (e.g., by moving the C-arm). The user follows the
blurring effects, occlusion, etc.) has changed, the instruction, acquires a new image, and returns to
system may use this information to improve the im- step 5.
age registration (e.g., by using the additional viewing 30 7. Based on the localization of the implant in at least
direction of the currentimage). The system localizes two images (labeled I.AP and I.ML in Fig. 30), the
the implant and the drill, detects the outline of the system performs an image registration as depicted
femur, and fits the reconstructed femur into the cur- in Fig. 30 and Fig. 31.
rent image. 8. Based on the image registration from step 7, but
13. The user returns to step 9. 35 possibly also using information from previous image
14. Ifthe user wants to lock further holes, the system registrations the system fits a statistical model of the
displays the entry points for all nail holes (given by femur by matching its projected outlines to the de-
the intersection of the 3D reconstruction of the femur tected outlines of the femur in the images (i.e., it de-
with the implantation curve for an ideal locking posi- termines the rotation and translation of the femur in
tion) and gives an instruction how to move the drill 40 both images, the scaling, and the modes of the sta-
tip in order to reach the entry point. An example is tistical model). Optional: The system may update the
depicted in Fig. 32. The user places the drill tip onto calculated sub-implant length based on the recon-
the calculated entry point (labeled EP) and returns structed bone and the determined nail hole trajecto-
to step 12. ries.
45 9. For the current image, the system defines a line
Example for a potential workflow (enhanced version), cf. L1 (labeled L1 in Fig. 31) from the drill tip in the image
Fig. 36: plane to the focal point. L1 intersects twice with the
reconstructed femur (i.e., entry and exit point). The
[0154] point that is closer to the focal point is chosen as an
50 initial value for the current 3D position of the drill tip.
1. Optional: The user acquires an X-ray image of the 10. For the image from the other viewing direction
distal part of the femur (e.g., AP as depicted in Fig. containing the drill tip, the system defines a line L2
28, or ML). The system localizes the implant (labeled from the drill tip in the image plane to the focal point
IM) and detects the outline of the femur (labeled (i.e., in the corresponding coordinate system of that
55

image). Based on the image registration, this line is
transformed into the coordinate system of the current
image. The transformed line is called L2’ (labeled
L2’ in Fig. 31).
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11. If the smallest distance between L1 and L2’ is
higher than a certain threshold, the system may ad-
vise the user to return to step 4 because most likely
the drill tip has moved between the images. Optional:
If the user ensures that the drill tip has not moved
between the generation of the image pair that was
used for the image registration, the system improves
the image registration by optimizing the localization
of the implant in both images and minimizing the dis-
tance between L1 and L2'. (If the localization of the
implant and the drill tip is perfect in both images and
the drill tip was not moved between the images, L1
and L2’ will intersect.)

12. The point on L1 that has the smallest distance
toL2’is chosen as afurther initial value for the current
3D position of the drill tip.

13. Based on the two solutions for the 3D position
of the drill tip (i.e., from steps 9 and 12), the system
finds the current 3D position of the drill tip (e.g., by
choosing the solution from step 12, or by averaging
both solutions). Since the drill tip is on the surface
ofthe femur, the system improves the 3D reconstruc-
tion of the femur under the constraint that the esti-
mated 3D position of the drill tip is on the surface of
the reconstructed femur. The system may validate
the previously calculated sub-implant lengths based
on the improved reconstruction of the femur. If the
updated lengths deviate from the previously calcu-
lated screw lengths (possibly considering the avail-
able length increments of the sub implants), the sys-
tem notifies the user.

14. Based on the known spatial relation between the
femur and the implant (due to the image registration
and the reconstruction of the femur), the system cal-
culates the spatial relation between the drill and the
implant.

15. If the drill trajectory goes through the nail hole,
the system gives an instruction to start drilling, the
user starts drilling and inserts the sub implant after
drilling, then goes to step 19. At any time during the
drilling process, the user may verify the drilling tra-
jectory following the example workflow below.

16. If the drill trajectory does not go through the nail
hole, the system gives an instruction for moving the
drill tip and/or rotating the drill. The user follows the
instruction and acquires a new X-ray image.

17. The system evaluates whether the viewing di-
rection has changed (e.g., by an image difference
analysis). If the viewing direction has not changed,
the system may use most results from the previous
image, butitlocalizes the drill. If the viewing direction
or any other relevant image content (e.g., by image
blurring effects, occlusion, etc.) has changed, the
system may use this information to improve the im-
age registration (e.g., by using the additional viewing
direction of the currentimage). The system localizes
the implant, if available optimized by the localization
of the already inserted sub-implants by taken into
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account the available information about their entry
points, and the drill, detects the outline of the femur,
and fits the reconstructed femur into the current im-
age.

18. The user returns to step 14.

19. If the user wants to lock further holes, the system
displays the entry points for all nail holes (given by
the intersection of the 3D reconstruction of the femur
with the implantation curve for an ideal locking posi-
tion) and gives an instruction how to move the drill
tip in order to reach the entry point. An example is
depicted in Fig. 32. The user places the drill tip onto
the calculated entry point (labeled EP) and returns
to step 17.

[0155] Ifatanytime, the userdecides to check whether
the locking of a hole has been successful, he may acquire
an image with an imaging direction deviating less than 8
degree from the locking hole trajectory and the system
would automatically evaluate, whether the locking has
been successful or not. In case the last hole has been
locked, or in case the system has information that would
require a validation of the performed locking procedure,
the system may guide the user to reach above C-arm
position relative to the locking hole trajectory.

[0156] To supportperforming a skin incision at the right
spot for positioning a drill on the proposed entry point,
the system may project the skin entrypoint based on the
implantation curve and the entrypoint on the bone by es-
timating the distance between the skin and the bone.

Example for a potential workflow for verifying and cor-
recting drill trajectory, cf. Fig. 37:

[0157]

1. The user acquires an X-ray image from the current
imaging direction.

2. The system registers the drill and the nail, i.e., it
determines their relative 3D position and orientation
based on the acquired X-ray. The 2D-3D matching
ambiguity may be resolved by taking into account
the a priori information that the drill axis runs through
the entry point (i.e., the start point of drilling) whose
3D coordinates relative to the nail have been previ-
ously determined in the workflow of Fig. 35 or Fig.
36. Further explanation about this is provided below.
3. In case the current drill position and orientation
relative to the nail indicate that the drill would miss
the locking hole if it continued on its current path, the
system gives an instruction to the user to tilt the pow-
er-tool, by a specified angle, with rotating drill bit. By
doing so, the drill bit reams sideways through the
spongy bone and thus moves back to the correct
trajectory. The angle provided in the instruction may
take into account that the drill may bend inside the
bone when following the instruction, where the
amount of bending may depend on the insertion
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depth of the drill, bone density, and stiffness and
diameter of the drill.

4. The user may return to Step 1 or resume drilling.
This loop of Steps 1 through 4 may be continually
performed for near-real-time navigation guidance.

[0158] Theresolution of the 2D-3D matching ambiguity
in Step 2isillustrated in Fig. 38 and Fig. 39. Fig. 38 shows
in 3D space three different drill positions (labeled DR1,
DR2, and DR3) that would all result in the same 2D pro-
jection DRP in Fig. 39. However, by taking into account
the a priori information that the drill axis runs through the
entry point EP, any ambiguity about 3D position and ori-
entation of the drill relative to the nail N may be resolved.
[0159] Itis noted that as soon as the drill gets close to
the nail, the image acquired in Step 1 may no longer allow
resolving the 2D-3D matching ambiguity because the drill
tip overlaps with the nail in the X-ray image. In this case,
a possible remedy may be to acquire an additional X-ray
image from a different imaging direction, which shows
the drill tip (and the nail). In the additional X-ray image,
the nail may also be localized, and thus the additional X-
ray image may be registered with the original X-ray im-
age. In the additional X-ray image, the drill tip may be
detected. The point defined by the detected drill tip in the
additional X-ray image defines an epipolar line. The axis
of the tool may be detected in the original X-ray image
and defines an epipolar plane. The intersection between
the epipolar plane and the epipolar line defines the po-
sition of the tip in 3D space relative to the nail.

Claims

1. Adevice having a processing unit configured to proc-
ess X-ray images, wherein a software program is
executed by the processing unit so as to perform the
steps of:

receiving a first X-ray image being a projection
image of an at least partially visible object,
receiving a model of the object and apply the
model to localize the object in the first X-ray im-
age,

identifying a pointin the first X-ray image, where-
in a 3D position of the point relative to the object
is known,

receiving a second X-ray image being a projec-
tion image of an at least partially visible tool to-
gether with the at least partially visible object,
applying the model of the object to localize the
object in the second X-ray image,

defining a coordinate system in fixed relation to
the tool,

determining and identifying an axis in the coor-
dinate system, and

determining a 3D position and orientation of the
tool relative to the object based on
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(i) the second X-ray image,

(ii) a 3D model of the tool,

(iii) the localized object,

(iv) knowledge that the 3D position of the
point relative to the object is the same when
generating the first X-ray image and when
generating the second X-ray image, and
(v) knowledge about the distance between
the point and the axis.

The device of claim 1, wherein the object includes
an implant with a hole and wherein the 3D position
of the pointrelative to the object is determined based
on an axis of the hole in the implant.

The device of claim 1, wherein the tool is at least
partially visible in the first X-ray image and wherein
the identified point is a point at the tool, and wherein
the tool has moved relative to the object between
the generation of the first X-ray image and the gen-
eration of the second X-ray image.

The device of any one of claims 1 to 3, wherein the
3D position of the point relative to the object is de-
termined based on i) knowledge about the position
of a bone surface and ii ) knowledge that the point
is positioned at the bone surface.

The device of any one of claims 1 to 4, wherein the
3D position of the point relative to the object is de-
termined based on a further x-ray image from anoth-
er viewing direction.

The device of any one of claims 3 to 5, wherein the
3D position of the point relative to the object is de-
termined based on a determination of a 3D position
and orientation of the tool relative to the object based
on the first X-ray image.

The device of any one of claims 1 to 6, wherein the
tip of the tool is visible in the second x-ray image and
wherein the determination of the 3D position and ori-
entation of the tool relative to the object is further
based on the tip of the tool defining a further point.

The device of any one of claims 1 to 7, wherein the
tool is a drill rotating during generation of at leastone
of the x-ray images.

The device of any one of claims 1 to 7, wherein the
part of the tool, which part is visible in the X-ray im-
age, is rotationally symmetrical.

The device of any one of claims 1 to 9, wherein the
part of the tool, which part extends into the second

X-ray image, is partially occluded.

The device of any one of claims 8 to 10, wherein the
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software program is executed by the processing unit
so as to perform the further step of receiving a third
x-ray image generated from another viewing direc-
tion and wherein the determination of the 3D position
and orientation of the tool relative to the object is
further based on the third image.

The device of any one of claims 1 to 11, wherein the
tool is a drill, wherein the software program is exe-
cuted by the processing unit so as to perform the
further steps of providing instructions to a user taking
into account at least one of the aspects out of the
group consisting of an already executed drilling
depth, a density of the object, a diameter of the drill,
and a stiffness of the drill.

The device of any one of claim 1 to 12, wherein the
software program is executed by the processing unit
so as to perform the further steps of:

receiving a sequence of X-ray images, with each
of the X-ray images being a projection image of
the atleast partially visible object and the atleast
partially visible tool, and

providing a continual near real time determina-
tion of the 3D position and orientation of the tool
relative to the object, while the tool is moving
relative to the object.

A method of assisting in musculoskeletal surgery,
the method comprising the steps of:

receiving a first X-ray image being a projection
image of an at least partially visible object,
receiving a model of the object and apply the
model to localize the object in the first X-ray im-
age,

identifying a pointin the first X-ray image, where-
in a 3D position of the point relative to the object
is known,

receiving a second X-ray image being a projec-
tion image of an at least partially visible tool to-
gether with the at least partially visible object,
applying the model of the object to localize the
object in the second X-ray image,

defining a coordinate system in fixed relation to
the tool,

determining and identifying an axis in the coor-
dinate system, and

determining a 3D position and orientation of the
tool relative to the object based on

(vi) the second X-ray image,

(vii) a 3D model of the tooal,

(viii) the localized object,

(ix) knowledge that the 3D position of the
point relative to the object is the same when
generating the first X-ray image and when
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generating the second X-ray image, and
(x) knowledge about the distance between
the point and the axis.

15. The method of claim 14, wherein the method further

comprises the steps of

receiving a sequence of X-ray images, with each of
the X-ray images being a projection image of the at
least partially visible object and the at least partially
visible tool, and

providing a near real time continual 3D registration
of the tool relative to the object, while the tool is mov-
ing relative to the object.
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