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tefacts in medical imaging. There is therefore provided
a computer-implemented method for performing motion
suppression in a medical imaging apparatus. The method
comprises: obtaining image data defining an image to be
displayed to a patient within a bore of the medical imaging
apparatus; controlling a display device to display the im-
age to the patient in the bore; obtaining data indicating
a real-time position of an anatomical region of interest of
the patient during a medical imaging scan; detecting
movement of the anatomical region of interest using the
data indicating the real-time position; and in response to
detecting the movement, adapting the displayed image
to perform patient motion suppression. According to the
invention, the projected image is adapted to intuitively
guide the patient to limit their own head motion and eye
motion and to return to an original position after any mo-
tion.
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Description
FIELD OF THE INVENTION

[0001] The invention relates to methods and systems
for performing patient motion suppression during medical
imaging.

BACKGROUND OF THE INVENTION

[0002] Although various schemes for motion correction
are applied in clinical magnetic resonance imaging, pa-
tient motion is still the most common cause of artefacts.
For head scans, ideally, head motion should be limited
to below 1mm to allow for image resolution in the order
of 1mm. Even motion of the eye balls alone with a sta-
tionary head can lead to ghosting artefacts that may ob-
scure anatomical detail in the image.

SUMMARY OF THE INVENTION

[0003] It would be advantageous/desirable to sup-
press patient motion during medical imaging. To better
address one or more of these concerns, in a first aspect
of invention a computer-implemented method for per-
forming motion suppression in a medical imaging appa-
ratus is provided. The method comprises: obtaining im-
age data defining an image to be displayed to a patient
within a bore of the medical imaging apparatus; control-
ling a display device to display the image to the patient
in the bore; obtaining data indicating a real-time position
of an anatomical region of interest of the patient during
a medical imaging scan; detecting movement of the an-
atomical region of interest using the data indicating the
real-time position; and in response to detecting the move-
ment, adapting the displayed image to perform patient
motion suppression.

[0004] Adapting the image to perform patient motion
suppression may comprise changing the location at
which the image is displayed or changing the image con-
tent itself, for example changing the image content to
depict movement of the anatomical region of interest. In
one example, the display device comprises a projector
configured to project the image onto a display surface in
the bore. The display surface may be an inner surface
of the bore or a surface provided specifically for the pur-
poses of display. Adapting the image thus comprises
controlling the projector to change the region of the dis-
play surface e.g. bore wall onto which the image is pro-
jected. In another example, the display device comprises
ahead-mounted display device (HMD) configured to pro-
duce a virtual reality display or augmented reality display,
wherein adapting the image comprises changing the ap-
parentlocation of the (virtual) image, which in an AR sce-
nario may be world-locked to a part of a region of the
bore wall designated as a display surface.

[0005] The anatomical region of interest may comprise
any part of the patient’s anatomy, including for example
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aleg or an arm. In one embodiment, the anatomical re-
gion of interest comprises the head and/or eyes of the
patient, wherein performing patient motion suppression
comprises relocating the image to a location (a real lo-
cation when the image is projected onto the display sur-
face in the bore or a virtual location in the case of VR/AR)
which urges the patient to return their head and/or eyes
to their original position. In other words, the patient is
urged to move their head and/or eyes so as to reverse
the detected movement of the anatomical region of in-
terest. By "head and/or eyes" is meant that motion of the
image is relative to one or both of head movement and
eye movement of the patient. In one example, motion of
the image is relative to the gaze direction of the patient.
In that example, the image may be moved in response
to head movement even if the gaze direction remains
unchanged.

[0006] In one example of performing patient motion
suppression, referring to herein as negative compensa-
tion, the method further comprises, in response to de-
tecting movement of the head and/or eyes of the patient
towards one side, moving the image towards the opposite
side. In this way, the image is adapted to intuitively guide
the patient to limit their own head motion and eye motion
and to return to an original position after any motion.
[0007] In a further example of performing patient mo-
tion suppression, referring to herein as positive overcom-
pensation, the method further comprises, in response to
detecting movement of the head and/or eyes of the pa-
tient to one side, moving the image to the same side,
wherein the movement of the image is amplified relative
to the movement of the head and/or eyes by an amplifi-
cation factor k. Again, the image is adapted to intuitively
guide the patient to limit their own head motion and eye
motion and to return to an original position after any mo-
tion. The amplification factor relates the magnitude of
movement of the head and/or eyes to that of the image.
In one example, the amplification factor k may relate an
angle of rotation of the projector relative to an angle of
rotation of the head and/or eyes (gaze direction). Addi-
tionally or alternatively, the amplification factor may relate
alateral displacement in the location of the image relative
to a lateral displacement of the patient’s point of gaze on
the bore wall.

[0008] In any of the approaches described herein, the
location of the image may be continually adjusted in re-
sponse to the changing position of the head and/or eyes
of the patient. In particular, the method may further com-
prise moving the image back towards to its original po-
sition in response to detecting movement of the head
and/or eyes of the patient back towards their original po-
sition.

[0009] In yet another example of performing patient
motion suppression, adapting the image comprises de-
picting the detected movement of the anatomical region
of interest in the image. In this case, the "image" may be
understood as a series of images such as video images.
Seeing the movement so depicted and being aware of
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its consequences, the patient is discouraged from mov-
ing further and encouraged to return to the their original
position. As in other approaches, the detected movement
of the anatomical region of interest may be depicted in
the image with an amplification factor k. To provide for a
body part-specific amplification factor, the method may
further comprise determining the amplification factor
based at least partly on the anatomical region of interest.
Additionally or alternatively, so as to provide a scan-spe-
cific amplification factor, the method may further com-
prise determining the amplification factor based at least
partly on a motion sensitivity of the medical imaging scan
being performed. Thus, in any of the approaches de-
scribed herein, the amplification factor may be deter-
mined as a function of one or more parameters including,
among others, anatomy and scan type. In this way, the
use of different amplification factors for different anatom-
ical regions and scan types is enabled, with the amplifi-
cation factor being adapted to those parameters, so as
to provide a context-aware form of patient motion sup-
pression in which the suppressive effect is strengthened
when it is most needed and relaxed at other times.
[0010] The image may comprise a monoscopic image
(with one image directed to both of the patient’s eyes) or
a stereoscopic image (with two distinct images directed
individually to each of the patient’s eyes for a 3D effect).
In either case, when the detected movement of the an-
atomical region of interest is depicted in the image, the
anatomical region of interest may be depicted in three
dimensions. In this way, the patient is better able to dis-
cern movement of the anatomical region of the interest
in the image.

[0011] In examples in which the image is displayed by
being projected, the method may comprise correcting for
primary and/or secondary distortion. In particular, the
method may comprise applying one or more transforma-
tions to the image data to compensate for the primary
and/or secondary distortion. To correct for primary dis-
tortion, the method may comprise applying one or more
transformations to the image data to correct for skew
distortion caused by an off-center position of the projector
and/or for curvature of the inner surface of the bore. To
correct for secondary image distortion, the method may
further comprise using the data indicating the real-time
position to detect an off-center viewing position of the
patient, and applying a perspective transformation to the
image data to adapt the projected image to the off-center
viewing position. Stated differently, correcting for sec-
ondary image distortion may comprise: determining,
based on a current position of a patient within the bore
and on a current projection direction of the projector,
whether the projected image will appear distorted to the
patient owing to an off-center viewing perspective of the
patient; determining a perspective transformation that
will transform the image data to correct for the off-center
viewing position; and transforming the image data ac-
cording to the determined perspective transformation.
Primary and/or secondary distortion correction may be
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performed only when it is determined from the gaze di-
rection that the patient is looking directly at the projected
image. Appropriate transformations for the distortion cor-
rection may be determined using data defining the dis-
play surface, particularly where this is formed by the inner
surface of the bore. Predetermined transformations may
be selected on the basis of the data defining the current
patient position and the current projection direction, for
example using one or more lookup tables to relate the
patient position and projector direction to a particular
transformation. The data indicating the real-time position
ofthe anatomical region of interest may be obtained using
a patient positioning system, for example a camera-
based positioning system and/or using the medical im-
aging apparatus itself. Patient positioning may comprise
gaze tracking to determine a current eye position and/or
gaze direction and/or gaze point of the patient. Detecting
movement of the anatomical region of interest may com-
prise detecting movement above a threshold distance,
velocity, or acceleration using the dataindicating the real-
time position. Detecting movement of the anatomical re-
gion of interest may further comprise detecting move-
ment via a sensor or marker attached to the patient, for
example a motion sensor, marker, RF coil (e.g. on the
body), or a helmet coil.

[0012] According to a second aspect, there is provided
a method of correcting for secondary distortion during in-
bore projection in a medical imaging apparatus. The
method comprises: obtaining image data defining an im-
age to be displayed to a patient within a bore of the med-
ical imaging apparatus; obtaining data indicating a real-
time position of the patient within the bore during a med-
ical imaging scan; using the data indicating the real-time
position to detect an off-center viewing position of the
patient; applying a perspective transformation to the im-
age data to adapt the image to the off-center viewing
position; and controlling the projector to project the image
onto a display surface in the bore using the transformed
image data. The term "controlling" as used herein in re-
lation to the projector may refer to controlling the image
content which is output by the projector and/or controlling
the position and/or projection direction of the projector.
[0013] According to a third aspect, there is provided a
method of controlling a medical imaging apparatus. The
method comprises: controlling the medical imaging ap-
paratus to perform a medical imaging scan for imaging
an anatomical region of interest of a patient; and during
the medical imaging scan, performing the method of the
first and/or second aspect.

[0014] According to a fourth aspect, there is provided
a controller configured to perform the method of any of
the first-third aspects. The controller may comprise a
computing device comprising a processor configured to
perform the method of any of the first-third aspects.
[0015] According to a fifth aspect, there is provided a
medical imaging apparatus comprising the controller of
the fourth aspect.

[0016] According to a sixth aspect, there is provided a
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computer program product comprising instructions
which, when executed by a computing device, enable or
cause the computing device to perform the method of
any of the first-third aspects.

[0017] Accordingtoaseventhaspect, thereis provided
a computer-readable medium comprising instructions
which, when executed by a computing device, enable or
cause the computing device to perform the method of
any of the first-third aspects.

[0018] Thus provided by the present disclosure is a
form of motion-suppressing in-bore projection display
based on a modified distortion correction.

[0019] Theinvention may include one or more aspects,
examples or features in isolation or combination whether
or not specifically disclosed in that combination or in iso-
lation. Any optional feature or sub-aspect of one of the
above aspects applies as appropriate to any of the other
aspects.

[0020] These and other aspects of the invention will be
apparent from and elucidated with reference to the em-
bodiments described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] A detailed description will now be given, by way
of example only, with reference to the accompanying
drawings, in which:-

Figs. 1-3illustrate an exemplary medical imaging ap-
paratus; and

Fig. 4 illustrates a computing device that can be used
in accordance with the systems and methods dis-
closed herein.

DETAILED DESCRIPTION OF EMBODIMENTS

[0022] Fig. 1 illustrates an exemplary medical imaging
apparatus 100, which in this example is a magnetic res-
onance imaging (MRI) apparatus. The MRI apparatus
100 comprises a housing 102 containing typical compo-
nents of an MRI apparatus such as a magnet, magnetic
field gradient coils used to create magnetic spins within
an imaging zone, and a radio-frequency transceiver for
manipulating the orientations of the magnetic spins within
the imaging zone and for receiving radio transmissions
from the imaging zone. A bore 104 is formed through the
housing 102 in which a patient 106 may be positioned
forimaging by a patientsupport 108 such thatthe imaging
zone contains an anatomical region of interest. The MRI
apparatus 100 comprises a computer-implemented con-
trol system 110 comprising a user interface 112. The con-
trol system 110 controls the operation and function of the
MRI apparatus 100. In particular, the control system 110
controls the MRI apparatus 100 to perform an MRI scan
according to a particular scan sequence. Individual scans
in the sequence may comprise for example a gradient
echo scan, an echo-planar scan, a spin-echo scan, or a
diffusion scan, as is known in the art. The acquired mag-
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netic resonance data be used to reconstruct one or more
magnetic resonance images.

[0023] An in-bore communication system 200 is pro-
vided for providing in-bore patient communication. The
in-bore communication system 200 may provide foraudio
communication between the patient 106 in the bore 104
and an MR technician at the user interface 112. The in-
bore communication system 200 may also comprise an
emergency button to allow the patient 106 to call for at-
tention during MR scanning, during which audio commu-
nication may be switched off. In particular, the in-bore
communication system 200 comprises an in-bore projec-
tor for projecting an image 204 onto an inner surface of
the bore 104. The image 204 may be a passive image
or the projection may be used to provide the patient 106
with a graphical user interface similar to a touch screen.
The projected image 104 may comprise any one or more
of image content, text content, and interactive soft keys.
[0024] Fig. 2 illustrates the in-bore projector 206 being
used to project the image 204 onto the inner surface 114
of the bore 104. The in-bore projector 206 is movably
affixed to an annular gantry 208 so as to be rotatable
around the periphery of the bore 104 in order to project
the image 204 onto different regions of the inner surface
114 of the bore 104. In particular, the in-bore projector
206 may be moved to a position from which it projects
the image 204 onto a region of the inner surface 114
which coincides with a detected gaze direction of the pa-
tient 106. A patient positioning system 210 located within
the bore 104 may be used to detect the current position
of the patient 106, in particular the current gaze direction
of the patient 106. In the example shown, the patient
positioning system 210 comprises a camera.

[0025] Fig. 3 shows the detected gaze direction 212 of
the patient 106 being used to position the in-bore projec-
tor 206 on the gantry 208 so as to project the image 204
onto a region of the inner surface 114 of the bore 104
which coincides with the detected gaze direction 212.
[0026] It will be apparent from Figs. 2 and 3 that, if left
uncorrected, image distortion will occur due to the cur-
vature of the inner surface 114 of the bore 104 and the
off-center position of projector 206. By "off-center pro-
jection" or "off-axis projection" is meant herein that the
in-bore projector 206 is not located on an axis that ex-
tends perpendicularly from the center of the projected
image 204 or, stated differently, that the display surface
does not reside in a plane which is orthogonal to the
optical axis of the projector, as is evident from Fig. 2. In
this case, projecting rectangular content would produce
atrapezoid on aflatinner surface 114 due to the distortion
caused by the off-axis projection. Image distortion result-
ing from off-center projection and bore wall curvature is
referred to herein as primary distortion. The control sys-
tem 110 is configured to correct for the primary distortion
by transforming the image data in software using one or
more transformations such as a trapezoid correction,
thereby allowing a rectangular image 204 to be projected
onto the curved inner surface 114 of the bore 104 during
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off-axis projection. Known techniques such as 3D pro-
jection mapping may be used to correct for the primary
distortion.

[0027] In addition to the primary distortion, the present
disclosure envisages a form of secondary distortion
caused by an off-axis eye position of the patient. An off-
center or off-axis eye position occurs when the patient’s
gaze direction 212 does not coincide with the axis that
extends perpendicularly from the center of the projected
image 204 or, stated differently, when the display surface
does not reside in a plane which is orthogonal to the
patient’s gaze direction. The secondary distortion results
from the fact that, when the patient 106 observes the
image 204 from such an off-axis eye position, a projected
image 204 that is actually rectangular on the bore wall is
perceived to be non-rectangular. The control system 110
is furthermore configured to correct for the secondary
distortion by transforming the image data so that the pa-
tient 106 sees rectangularimage content without any dis-
tortion as if the patient’s head were at the optimal position
with respect to the projected image 204. The patient po-
sitioning system 210 is used to measure the position of
the eyes and the gaze direction of the patient 106. The
secondary correction to be applied may be defined as
the inverse of the (fictive) image transform that would be
applied for primary correction if the projector and the eye-
point were at identical off-axis positions. Known dynamic
anamorphic image projection methods may be used to
correct for the secondary distortion, such as that de-
scribed in "Dynamic anamorphosis"”, Franc Solina et al,
Proceedings of ENACTIVE/O7, 4th International Confer-
ence on Enactive Interfaces, Grenoble, France, Novem-
ber 19-22, 2007.

[0028] In some applications, the control system 110
may be configured to control the in-bore projector 206 to
project the image 204 onto a region of the inner surface
114 which coincides with the detected gaze direction of
the patient 106. Thus, if the patient 106 turns their head
to the left or moves their eyes to the left, the projected
image 204 on the bore wall is also moved to the left.
Simultaneously, the image data is corrected for primary
and secondary distortion in the above-described manner
so as to morph the image 204 such that, even when
viewed from the new perspective, the patient 106 still
sees rectangular contenton the curved bore wall. Instead
of simply tracking the gaze direction, the present disclo-
sure proposes to relocate the image in such a way as to
limit patient head and eye motion for better quality med-
ical imaging. In particular, the projected image 204 is
further modified to intuitively guide the patient 106 to limit
their own head motion and eye motion and to return to
an original position after any motion. Multiple ways of
performing patent motion suppression will now be de-
scribed.

[0029] A first approach to performing patient motion
suppression is referred to herein as negative compensa-
tion. Using this approach, if the patient 106 turns their
head to the left, the projected image 204 on the bore wall
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ismovedto the right, and vice versa. Equally, if the patient
moves their gaze direction down, the image is moved up.
Thus, when the patient 106 starts moving their head or
gaze direction, they lose sight of the image 204 more
quickly than if the image 204 were static. This urges the
patient 106 to return to the original position, effectively
suppressing patient motion and thereby improving image
quality. Patient motion, in particular changes in gaze di-
rection, as detected by the patient positioning system
210 is communicated to the control system 110, which
controls the in-bore projector 206 to move the image 204
in a manner according to the negative compensation ap-
proach, i.e. in the opposite direction to that in which the
gaze direction moves, while optionally also adapting the
image data to correct for primary and/or secondary image
distortion.

[0030] A second approach to performing patient mo-
tion suppression is referred to herein as positive over-
compensation. Using this approach, if the patient 106
moves their gaze direction in one direction (e.g. to the
left), the projected image 204 on the bore wall is moved
in the same direction (e.g., to the left) but by an amplifi-
cation factor k relative to the movement that would be
required for the image 204 simply to track the changing
gaze direction 212. The patient 106 thus receives feed-
back on their motion with some exaggeration by strong
motion of the projected image 204. Again, the patient 106
begins to lose sight of the image 204 as a result of their
motion, which effectively suppresses the patient motion,
thereby improving image quality.

[0031] Different scans have different sensitivity to mo-
tion. The present disclosure further proposes to increase
the amplification factor k according to scan motion sen-
sitivity. Advantageously, the patient motion suppression
effect is thereby stronger for more motion-sensitive
scans.

[0032] A furtherapproach to performing patient motion
suppression comprises adapting the image content to
depict detected movement of an anatomical region of
interest in the projected image itself. This is particularly
effective when the detected movement of the anatomical
region of interest is depicted in the image with an ampli-
fication factor k, and when the image is a stereographic
3D image, depicting e.g. a simplified model of the body
of the patient. Stereographic images are more realistic
and provide a 3D viewing experience which can be com-
bined with the depiction of the patient motion. Any known
technique for realizing a 3D display may be used, includ-
ing for example stereographic techniques using glasses
or head-mounted displays. The amplification factor k is
used to define a 3D vector for each pixel. Thus, wherein
the anatomical region of interest comprises the head
and/or eyes, as in the two approaches described above,
movement of the head and/or eyes may be depicted in
the image to discourage the patient from moving. This
approach is applicable also to other body parts, however,
with the depicted body part establishing a ground truth
concerning patient motion. Additionally, particularly in a
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3D display, the imaging slice can be made visible in the
image. Using this approach, the head may be located on
a head rest, as the 3D head motion is visualized and the
head can be repositioned exactly.

[0033] In one use case, the image may be adapted to
provide guidance for cinematic studies in which the head
(or other anatomical region of interest) needs to be
moved by rotating it to the left or right or by nodding.
Medical imaging is performed continuously or in discrete
steps. The patient’s head is depicted in the image along-
side a visualization of the required position to assist the
patient in maintaining the head in the currently required
position or rapidly moving the head into the next required
position. The visualization may comprise a symbolic de-
piction of a head in the required position. The visualiza-
tion may comprise a sequence of required positions for
the patient to follow, synchronized in time with an MRI
sequence. Patient motion suppression using an amplifi-
cation factor may be performed, as described elsewhere
herein.

[0034] In a further use case, medical imaging is per-
formed at multiple head orientations with respect to a
magnetic field for quantitative MRI (T2* and magnetic
susceptibility). In this case, the head needs to be located
and locked at a different angle for the duration of a se-
quence. Uncomfortable positions may not be held by the
patient for the required duration and may therefore be
repeated.

[0035] In ayetfurther use case, a monoscopic VR dis-
play renders an image of the head against a reference
grid, so that the patient can follow a defined motion path
(e.g. in one plane corresponding to a nodding motion).
Deviation from the optimal motion path is displayed with
respect to the reference plane. When motion along the
motion path has been completed, the display switches
to a different plane (e.g. a second plane corresponding
to movement of the head to the left and right). Stereo-
scopic VR can be applied for more complex movement
such as free rotation (both 'nodding’ and movement to
the left and right) of an anatomical region of interest such
as the head, neck, knee, hips, or other joint to find a point
or region of pain. Here, a 3D reference grid may be dis-
played to assist the patient in visualizing the required
motion path of the anatomical region of interest. The an-
atomical region of interest may be depicted symbolically
(using e.g. lines, connection-points) with respect to the
3D reference grid. The motion of the anatomical region
of interest may be tracked and stored to allow the same
motion to be repeated to better define the region of pain.
[0036] In any of the above-described approaches, the
amplification factor may be determined based at least
partly on the anatomical region of interest. Individual
sources of motion i may be amplified with a different am-
plification factor ki when depicted in the projected image.
The depiction may be symbolic, using for example sym-
bols, pictograms, animation, and so on. Sources of mo-
tion include: tongue position associated with amplifica-
tion factor k1; facial expression with factor k2; eye move-
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ment with factor k3; and/or head movement with factor
k4. For example, head movement and tongue movement
can be simultaneously depicted in the projected image.
Individual motion is detected by different sensors, for ex-
ample infrasound or haptic systems or additional camer-
as placed e.g. in a head coil to provide higher resolution
for face and tongue tracking.

[0037] It will be understood that the details of the MRI
apparatus are provided herein for the purposes of illus-
tration only and that the techniques described herein may
be applied to any form of medicalimaging which is subject
to motion artefacts, including for example computed to-
mography scans.

[0038] Although the methods are described herein as
being performed by control system 110 of the MRI ap-
paratus 100, it will be appreciated that the methods could
equally be performed by a dedicated controller, by the
controller of another component (such as that of the in-
bore communication system or projector), or by multiple
controllers together forming a distributed control system.
[0039] Although a separate camera is shown for im-
plementing the patient positioning system, it will be ap-
preciated that other forms of patient positioning may be
used or that the medical imaging apparatus itself may be
used to perform patient positioning.

[0040] The projector described above is located inside
the bore but it will be understood that the projector may
be located outside of the bore while still being configured
to project images onto the display surface. In other ar-
rangements, non-projection based display devices may
replace the projector, such as a head-mounted display
device providing a virtual reality display or augmented
reality display.

[0041] Referring now to Fig. 4, a high-level illustration
of an exemplary computing device 800 that can be used
in accordance with the systems and methodologies dis-
closed herein is illustrated. The computing device 800
includes atleastone processor 802 that executesinstruc-
tions that are stored in a memory 804. The instructions
may be, for instance, instructions for implementing func-
tionality described as being carried out by one or more
components discussed above or instructions for imple-
menting one or more of the methods described above.
The processor 802 may access the memory 804 by way
of a system bus 806. In addition to storing executable
instructions, the memory 804 may also store conversa-
tional inputs, scores assigned to the conversational in-
puts, etc.

[0042] The computing device 800 additionally includes
a data store 808 that is accessible by the processor 802
by way of the system bus 806. The data store 808 may
include executable instructions, log data, etc. The com-
puting device 800 also includes an input interface 810
that allows external devices to communicate with the
computing device 800. For instance, the input interface
810 may be used to receive instructions from an external
computer device, from a user, etc. The computing device
800 also includes an output interface 812 that interfaces
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the computing device 800 with one or more external de-
vices. For example, the computing device 800 may dis-
play text, images, etc. by way of the outputinterface 812.
[0043] Itis contemplated that the external devices that
communicate with the computing device 800 via the input
interface 810 and the output interface 812 can be includ-
ed in an environment that provides substantially any type
of userinterface with which a user can interact. Examples
of user interface types include graphical user interfaces,
natural user interfaces, and so forth. For instance, a
graphical user interface may accept input from a user
employing input device(s) such as a keyboard, mouse,
remote control, or the like and provide output on an output
device such as adisplay. Further, a natural user interface
may enable a user to interact with the computing device
800 in a manner free from constraints imposed by input
device such as keyboards, mice, remote controls, and
the like. Rather, a natural user interface can rely on
speech recognition, touch and stylus recognition, gesture
recognition both on screen and adjacent to the screen,
air gestures, head and eye tracking, voice and speech,
vision, touch, gestures, machine intelligence, and so
forth.

[0044] Additionally, while illustrated as a single sys-
tem, itis to be understood that the computing device 800
may be a distributed system. Thus, for instance, several
devices may be in communication by way of a network
connection and may collectively perform tasks described
as being performed by the computing device 800.
[0045] Various functions described herein can be im-
plemented in hardware, software, or any combination
thereof. Ifimplemented in software, the functions can be
stored on or transmitted over as one or more instructions
or code on a computer-readable medium. Computer-
readable media include computer-readable storage me-
dia. Computer-readable storage media can be any avail-
able storage media that can be accessed by a computer.
By way of example, and not limitation, such computer-
readable storage media can comprise FLASH storage
media, RAM, ROM, EEPROM, CD-ROM or other optical
disk storage, magnetic disk storage or other magnetic
storage devices, or any other medium that can be used
to carry or store desired program code in the form of
instructions or data structures and that can be accessed
by a computer. Disk and disc, as used herein, include
compact disc (CD), laser disc, optical disc, digital versa-
tile disc (DVD), floppy disk, and Blu-ray disc (BD), where
disks usually reproduce data magnetically and discs usu-
ally reproduce data optically with lasers. Further, a prop-
agated signal is not included within the scope of compu-
ter-readable storage media. Computer-readable media
also includes communication media including any medi-
um that facilitates transfer of a computer program from
one place to another. A connection, for instance, can be
a communication medium. For example, if the software
is transmitted from a website, server, or other remote
source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wireless technolo-
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gies such as infrared, radio, and microwave, then the
coaxial cable, fiber optic cable, twisted pair, DSL, or wire-
less technologies such as infrared, radio and microwave
are included in the definition of communication medium.
Combinations of the above should also be included within
the scope of computer-readable media.

[0046] Alternatively, or in addition, the functionally de-
scribed herein can be performed, at least in part, by one
or more hardware logic components. For example, and
without limitation, illustrative types of hardware logic
components that can be used include Field-programma-
ble Gate Arrays (FPGASs), Program-specific Integrated
Circuits (ASICs), Program-specific Standard Products
(ASSPs), System-on-a-chip systems (SOCs), Complex
Programmable Logic Devices (CPLDs), etc.

[0047] It will be appreciated that the aforementioned
circuitry may have other functions in addition to the men-
tioned functions, and that these functions may be per-
formed by the same circuit.

[0048] The applicanthereby discloses inisolation each
individual feature described herein and any combination
of two or more such features, to the extent that such
features or combinations are capable of being carried
out based on the present specification as a whole in the
light of the common general knowledge of a person
skilled in the art, irrespective of whether such features or
combinations of features solve any problems disclosed
herein, and without limitation to the scope of the claims.
The applicant indicates that aspects of the present in-
vention may consistof any suchindividual feature or com-
bination of features.

[0049] It has to be noted that embodiments of the in-
vention are described with reference to different catego-
ries. In particular, some examples are described with ref-
erence to methods whereas others are described with
reference to apparatus. However, a person skilled in the
art will gather from the description that, unless otherwise
notified, in addition to any combination of features be-
longing to one category, also any combination between
features relating to different category is considered to be
disclosed by this application. However, all features can
be combined to provide synergetic effects that are more
than the simple summation of the features.

[0050] While the invention has been illustrated and de-
scribed in detail in the drawings and foregoing descrip-
tion, suchillustration and description are to be considered
exemplary and not restrictive. The invention is not limited
to the disclosed embodiments. Other variations to the
disclosed embodiments can be understood and effected
by those skilled in the art, from a study of the drawings,
the disclosure, and the appended claims.

[0051] The word "comprising" does not exclude other
elements or steps.

[0052] The indefinite article "a" or "an" does not ex-
clude a plurality. In addition, the articles "a" and "an" as
used herein should generally be construed to mean "one
or more" unless specified otherwise or clear from the con-
text to be directed to a singular form.
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[0053] A single processor or other unit may fulfil the
functions of several items recited in the claims.

[0054] The mere factthat certain measures are recited
in mutually different claims does not indicate that a com-
bination of these measures cannot be used advanta-
geously.

[0055] A computer program may be stored/distributed
on asuitable medium, such as an optical storage medium
or a solid-state medium supplied together with or as part
of other hardware, but may also be distributed in other
forms, such as via the internet or other wired or wireless
communications systems.

[0056] Anyreference signs in the claims should not be
construed as limiting the scope.

[0057] Unless specified otherwise, or clear from the
context, the phrases "one or more of A, B and C", "at
least one of A, B, and C", and "A, B and/or C" as used
herein are intended to mean all possible permutations of
one or more of the listed items. That is, the phrase "X
comprises A and/or B" is satisfied by any of the following
instances: X comprises A; X comprises B; or X comprises
both A and B.

Claims

1. A computer-implemented method for performing
motion suppression in a medical imaging apparatus,
the method comprising:

- obtaining image data defining an image to be
displayed to a patientwithin a bore of the medical
imaging apparatus;

- controlling adisplay device to display theimage
to the patient in the bore;

- obtaining data indicating a real-time position
of an anatomical region of interest of the patient
during a medical imaging scan;

- detecting movement of the anatomical region
of interest using the data indicating the real-time
position; and

- in response to detecting the movement, adapt-
ing the displayed image to perform patient mo-
tion suppression.

2. The method of claim 1, wherein the anatomical re-
gion of interest comprises the head and/or eyes of
the patient, and wherein performing patient motion
suppression comprises relocating the displayed im-
age to a location which urges the patient to return
their head and/or eyes to their original position.

3. The method of claim 2, further comprising, in re-
sponse to detecting movement of the head and/or
eyes of the patient towards one side, moving the
displayed image towards the opposite side.

4. The method of claim 2, further comprising, in re-
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sponse to detecting movement of the head and/or
eyes of the patient to one side, moving the displayed
image to the same side, wherein the movement of
the image is amplified relative to the movement of
the head and/or eyes by an amplification factor k.

5. The method of any of claims 2-4, further comprising
moving the displayed image back towards to its orig-
inal position in response to detecting movement of
the head and/or eyes of the patient back towards
their original position.

6. The method of any preceding claim, wherein adapt-
ing the displayed image comprises depicting the de-
tected movement of the anatomical region of interest
in the displayed image.

7. The method of claim 6, wherein the detected move-
ment of the anatomical region of interest is depicted
in the displayed image with an amplification factor k.

8. The method of any preceding claim, further compris-
ing controlling the display device to render the image
as a stereographic image.

9. The method of claim 4 or 7, further comprising de-
termining the amplification factor based at least part-
ly on the anatomical region of interest.

10. The method of claim 4, 7 or 9, further comprising
determining the amplification factor based at least
partly on a motion sensitivity of the medical imaging
scan.

11. The method of any preceding claim, further compris-
ing using the data indicating the real-time position to
detect an off-center viewing position of the patient,
and applying a perspective transformation to the im-
age data to adapt the displayed image to the off-
center viewing position.

12. A method of controlling a medical imaging appara-
tus, the method comprising:

- controlling the medical imaging apparatus to
perform a medical imaging scan for imaging an
anatomical region of interest of a patient; and
- during the medical imaging scan, performing
the motion suppression method of any preced-
ing claim.

13. A controller configured to perform the method of any
preceding claim.

14. A medical imaging apparatus comprising the con-
troller of claim 13.

15. A computer-readable medium comprising instruc-
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tions which, when executed by a computing device,
cause the computing device to perform the method
of any of claims 1-12.
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