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erated MRI image, selecting at least one deep learning
model corresponding to the test information, among a
plurality of previously trained deep learning models, and
outputting an MRI image with a restored image quality
for the input accelerated MRI image with the input accel-
erated MRI image as an input of at least one selected
deep learning model.
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Description
CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the priority of Korean
Patent Application No. 10-2020-0009737 filed on Janu-
ary 28, 2020, No. 10-2021-0011052 filed on January 26,
2021. in the Korean Intellectual Property Office, the dis-
closure of which is incorporated herein by reference.

BACKGROUND
Field
[0002] The present disclosure relates to an apparatus

and a method for restoring an image quality of an accel-
erated MRI image based on deep learning.

Description of the Related Art

[0003] When a high frequency is generated in a coil
adjacent to a body in a state in which a subject enters a
large circular machine with a magnetic field generator,
the magnetic resonance imaging (hereinafter, abbreviat-
ed as "MRI") device measures a signal generated by res-
onance of hydrogen atomic nuclei in the body and recon-
structs the signal by means of a computer as an image
to obtain cross-sections of the human body in various
directions.

[0004] The MRIimage is harmless to the body unlike
the X-ray computed tomography (CT) which is harmful
to a human body due to the usage of X-rays. In addition,
the CT mainly provides cross-sectional images, but the
MR is free in the direction and clearly shows a structure
of soft tissues and characteristics of lesions so that it is
widely utilized for complete medical checkup for organs
and diseases.

[0005] A quality (a resolution and a precision) of an
MRIimage is a very important factor in precise diagnosis
of lesions and efforts to improve the quality of the MRI
image are continuing together with the development of
the MRI system. For example, a high magnetic field gen-
eration technology and a high quality image reconstruc-
tion technology using multi-channel coils are regarded
as such efforts.

[0006] However, most of the efforts of the related art
to improve the quality of the MRI image requires a com-
paratively long scanning time so that it is difficult to ac-
tually apply it. Specifically, there are not many expensive
MRI equipment installed and an operating cost is high
so that when a long scanning time is used to acquire a
high quality image, the test is piled up and the operating
cost of the medical institutions is increased. Therefore,
efforts to obtain a high quality image need to be accom-
panied by efforts to minimize the scanning time.

[0007] As an example of such efforts, MRl manufac-
turers are releasing high magnetic field multi-channel
MRI systems. However, the high magnetic field multi-
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channel MRI system of the related art has problems in
that the price is higher than that of the existing products
and troubles to dispose the existing products are caused.
As another example of the efforts, the MRI manufacturers
acquire accelerated MRl images by upgrading hardware
and software of the existing products of each manufac-
turer.

[0008] However, in this case, significant degradation
in the image quality is accompanied so that a low quality
MRI is obtained, which requires a solution. That is, more
effective technique development which may acquire a
high quality of diagnosticimages while reducing animage
acquiring time by means of accelerated scanning is re-
quired.

[0009] Inthe meantime, the deep learning technology
is a new type of computing technique which achieves a
specific purpose using a general-purpose program code
which can be trained according to a given learning data
set, instead of coding a series of detailed programs and
its excellent performance is recognized in various image
processing fields.

[0010] However, in order to show the desirable per-
formance of the deep learning model, it is not only re-
quired to ensure enough training data sets, but also need-
ed to be accompanied by a method of partitioning data
to allow the deep learning model to be trained for data in
a previously designated range and to be operated for
datainthe previously designated range evenin an actual
usage stage. In order to apply the deep learning to med-
icalimages in which safety is particularly important, it can
be said that the development of the effective deep learn-
ing training technology which satisfies such prerequisites
is even more important.

[0011] A background art of the present disclosure is
disclosed in Korean Unexamined Patent Application
Publication No. 10-2014-0130784.

SUMMARY

[0012] The presentdisclosure hasbeen made an effort
to solve the problems of the related art and an object of
the presentdisclosure is to provide a deep learning based
accelerated MRI image quality restoring apparatus and
method which restore a low quality MRI image obtained
by shortening a scanning time by means of accelerated
scanning to a high quality image.

[0013] The presentdisclosure hasbeen made an effort
to solve the problems of the related art and an object of
the present disclosure is to provide a training (learning)
method of a deep learning model for a deep learning
based MRI image quality restoring apparatus to more
effectively apply the deep learning to medical images in
which the safety is specifically important.

[0014] The presentdisclosure hasbeen made an effort
to solve the problems of the related art and an object of
the presentdisclosure is to provide a deep learning based
accelerated MRI image quality restoring apparatus and
method and a training method of a deep learning model
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therethrough which ensure the performance and safety
of the deep learning while utilizing the advantages of the
deep learning.

[0015] However, technical objects to be achieved by
various embodiments of the present disclosure are not
limited to the technical objects as described above and
other technical objects may be present.

[0016] As a technical means to achieve the above-de-
scribed technical object, according to an aspect of the
present disclosure, a deep learning based accelerated
MRI image quality restoring method includes: extracting
test information from an input accelerated MRI image,
selecting atleastone deep learning model corresponding
to the test information, among a plurality of previously
trained deep learning models, and outputting an MRl im-
age with arestored image quality for the input accelerated
MRI image with the input accelerated MRI image as an
input of at least one selected deep learning model.
[0017] Further, according to an aspect of the present
disclosure, the deep learning based accelerated MRIim-
age quality restoring method further includes: before the
extracting, generating a low quality of second MRI data
set for training by applying an MRI image accelerated
scanning simulator to a first MRI data set for training;
extracting test information from the second MRI data set
for training and grouping the second MRI data set for
training into a plurality of groups according to a prede-
termined rule; and generating and training a plurality of
deep learning models to be trained so as to correspond
to each grouped second MRI data set for every group,
and in the selecting, the plurality of previously trained
deep learning models is a plurality of deep learning mod-
els to be trained which is trained by the training.

[0018] Further, in the generating, the MRI image ac-
celerated scanning simulator performs: generating com-
posite k-space data with an original image of the first MRI
data set for training as an input, generating first low qual-
ity composite k-space data by applying a predetermined
level of sub sampling to the composite k-space data, gen-
erating second low quality composite k-space data by
adding a predetermined level of noise to the first low qual-
ity composite k-space data, generating a composite low
quality MRl image based on the second low quality com-
posite k-space data, and subtracting the original image
from the generated composite low quality MRI image to
generate a composite image quality degraded compo-
nent MRI image.

[0019] Further, the second MRI data set for training is
formed of a pair of a composite low quality MRI image
and a composite image quality degraded component MRI
image obtained based on an original image of the first
MRI data set for training.

[0020] Further, in the training, in order to allow the plu-
rality of deep learning models to be trained to have a
function of extracting an image quality degraded compo-
nent MRI image from the input MRI image input thereto,
a composite accelerated MRIimage for every MRl image
is transmitted as an input of the deep learning model to
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be trained, in the grouped second MRI data set for train-
ing for every group and the deep learning model to be
trained is repeatedly trained so as to minimize a differ-
ence between the composite image quality degraded
component MRI image and the output of the deep learn-
ing model to be trained.

[0021] Further, in the outputting, at least one selected
deep learning model extracts an image quality degraded
component MRI image from the input accelerated MRI
image with the input accelerated MRI image as an input
of the at least one selected deep learning model and a
predetermined value is multiplied with the extracted im-
age quality degraded component MRI image to be sub-
tracted from the input accelerated MRI image to output
an MRI image with a restored image quality.

[0022] In the meantime, according to another aspect
of the present disclosure, the deep learning based ac-
celerated MRI image quality restoring apparatus in-
cludes: an extracting unit which extracts test information
from an input accelerated MRI image; a selecting unit
which selects at least one deep learning model corre-
sponding to the test information, among a plurality of pre-
viously trained deep learning models; and an output unit
which outputs an MRIlimage with arestored image quality
for the input accelerated MRI image with the input accel-
erated MRI image as an input of at least one selected
deep learning model.

[0023] Further, according to an aspect of the present
disclosure, the deep learning based accelerated MRI im-
age quality restoring apparatus further includes: a train-
ing unit which generates and trains a plurality of deep
learning models to be trained, in which the training unit
generates a second MRI data set for training with a low
quality by applying an MRI image accelerated scanning
simulator to a first MRI data set for training, extracts test
information from the second MRI data set for training,
groups the second MRI data sets for training into a plu-
rality of groups according to a predetermined rule, and
generates and trains a plurality of deep learning models
to be trained so as to correspond to each of the grouped
second MRI data set for training for every group, and the
plurality of previously trained deep learning models may
be the plurality of deep learning models to be trained
which is trained by the training unit.

[0024] Further, the MRI image accelerated scanning
simulator generates composite k-space data with an orig-
inal image of the first MRI data set for training as an input,
applies a predetermined level of sub sampling to the com-
posite k-space data to generate first low quality compos-
ite k-space data, adds a predetermined level of noise to
the first low quality composite k-space data to generate
second low quality composite k-space data, generates a
composite low quality MRI image based on the second
low quality composite k-space data, and subtracts the
original image from the generated composite low quality
MRI image to generate a composite image quality de-
graded component MRI image.

[0025] Further, the second MRI data set for training is
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formed of a pair of a composite low quality MRI image
and a composite image quality degraded component MRI
image obtained based on an original image of the first
MRI data set for training.

[0026] Further, in order to allow the plurality of deep
learning models to be trained to have a function of ex-
tracting an image quality degraded component MRI im-
age from the input MRI image input thereto, the training
unit transmits a composite accelerated MRI image for
every MRl image as an input of the deep learning model
to be trained, in the grouped second MRI data set for
training for every group and repeatedly trains the deep
learning model to be trained so as to minimize a differ-
ence between the composite image quality degraded
component MRI image and the output of the deep learn-
ing model to be trained.

[0027] Further, the output unit allows at least one se-
lected deep learning model to extract an image quality
degraded component MRl image from the input acceler-
ated MRI image with the input accelerated MRI image
as an input of the at least one selected deep learning
model and multiplies a predetermined value with the ex-
tracted image quality degraded component MRI image
to be subtracted from the input accelerated MRI image
to output an MRI image with a restored image quality.
[0028] The above-described solving means are merely
illustrative but should not be construed as limiting the
present disclosure. In addition to the above-described
embodiments, additional embodiments may be further
provided in the drawings and the detailed description of
the present disclosure.

[0029] According to the above-described solving
means of the object of the present disclosure, the image
quality of the accelerated MRI image is restored based
on deep learning to acquire a high quality of diagnosis
image (MRI image) while minimizing a scanning time.
[0030] According to the above-described solving
means of the object of the present disclosure, the plurality
of deep learning models (a plurality of deep learning mod-
els to be trained) is trained according to the test informa-
tion of the MRI image to effectively apply the deep learn-
ing to a medical image in which the safety is specifically
important.

[0031] According to the above-described solving
means of the object of the present disclosure, a deep
learning based MRI image quality restoring apparatus,
method, and a deep learning model training (learning)
method therethrough which ensure the performance of
the deep learning and secure the safety while utilizing
the advantages of the deep learning may be provided.
[0032] However, the effect which can be achieved by
the present disclosure is not limited to the above-de-
scribed effects, there may be other effects.

BRIEF DESCRIPTION OF THE DRAWINGS

[0033] Theabove and other aspects, features and oth-
er advantages of the present disclosure will be more
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clearly understood from the following detailed description
taken in conjunction with the accompanying drawings, in
which:

FIG. 1is a view illustrating a schematic configuration
of adeep learning based MRl image quality restoring
apparatus according to an exemplary embodiment
of the present disclosure;

FIG. 2 is a view illustrating a schematic operation
flow for a deep learning based MRI image quality
restoring method by a deep learning based MRI im-
age quality restoring apparatus according to an ex-
emplary embodiment of the present disclosure; and
FIG.3isaview illustrating an example of a schematic
operation flow for a deep learning model training
method for restoring an MRl image quality based on
deep learning by a deep learning based MRI image
quality restoring apparatus according to an exem-
plary embodiment of the present disclosure.

DETAILED DESCRIPTION OF THE EMBODIMENT

[0034] Hereinafter, the present disclosure will be de-
scribed more fully hereinafter with reference to the ac-
companying drawings to be easily implemented by those
of ordinary skill in the art, in which exemplary embodi-
ments of the present disclosure are shown. However, the
present disclosure can be realized in various different
forms, and is not limited to the embodiments described
herein. Accordingly, in order to clearly explain the present
disclosure in the drawings, portions not related to the
description are omitted. Like reference numerals desig-
nate like elements throughout the specification.

[0035] Throughout this specification and the claims
that follow, when it is described that an element is "cou-
pled" to another element, the element may be "directly
coupled" to the other element or "electrically coupled" or
"indirectly coupled" to the other element through a third

element.

[0036] Through the specification of the present disclo-
sure, when one member is located "on", "above", "on an
upper portion", "below", "under", and "on a lower portion"
of the other member, the member may be adjacent to
the other member or a third member may be disposed
between the above two members.

[0037] In the specification of the present disclosure,
unless explicitly described to the contrary, the word "com-
prise" and variations such as "comprises" or "compris-
ing", will be understood to imply the inclusion of stated
elements but not the exclusion of any other elements.
[0038] FIG. 1is a view illustrating a schematic config-
uration of a deep learning based accelerated MRI image
quality restoring apparatus according to an exemplary
embodiment of the present disclosure. Hereinafter, the
deep learning based accelerated MRI image quality re-
storing apparatus 10 according to an exemplary embod-
iment of the present disclosure is referred to as this ap-
paratus 10 for the convenience of description.



7 EP 4 099 042 A1 8

[0039] Further, an input accelerated MRI image which
will be described below is referred to as an input MRI
image for the convenience of description.

[0040] Referring to FIG. 1, this apparatus 10 may in-
clude an extracting unit 11, a selecting unit 12, an output
unit 13, and a training unit 14.

[0041] The extracting unit 11 may extract test informa-
tion from the input accelerated MRI image (input MRI
accelerated scanning image). According to an exemplary
embodiment, the extracting unit 11 may extract the test
information from header information included in the input
MRI image. According to another exemplary embodi-
ment, the extracting unit 11 may extract the test informa-
tion by inputting the input MRI image in a predetermined
classifier. In this case, the predetermined classifier ex-
tracts one or more predetermined image features from
the input MRI image and allocates the image features to
one of a predetermined number of categories. The test
information may include test portion information and scan
attribute information of the MRI image.

[0042] Here, the test portion information may refer to
information about an organ part. That is, the test portion
information refers to information about the organs of the
human body of major interest, and may refer to, for ex-
ample, information about organs such as head, chest,
and abdomen. Further, the scan attribute information re-
fers to information about MRI variables which influence
on the characteristic of the MRI image and may refer to,
for example, information such as a sequence type, a slice
direction, the number of excitations (NEX), the number
of phase encodings, a slice thickness, and the like.
[0043] Theinput MRIimage may be animage acquired
by a magnetic resonance imaging (MRI) device, but is
not limited thereto and may be an image acquired by
various imaging devices.

[0044] The selecting unit 12 may select at least one
deep learning model corresponding to test information
extracted from the extracting unit 11, among a plurality
of previously-trained deep learning models.

[0045] The selecting unit 12 applies a predetermined
rule (a rule determined in advance) to the extracted test
information from the extracting unit 11 to select at least
one (one or more) deep learning model corresponding
to the test information extracted from the extracting unit
11, among the plurality of previously trained deep learn-
ing models.

[0046] Accordingto this, this apparatus 10 may include
a plurality of deep learning models. Here, each of the
plurality of deep learning models is a deep learning model
which has been trained in advance by the training unit
14 which will be described below and specifically, refers
to a deep learning model which has been trained in ad-
vance so as to output an MRI image (a high quality MRI
image) obtained by restoring an image quality of an MRI
image (input MRI image) input to each deep learning
model.

[0047] According to another exemplary embodiment,
each of the plurality of deep learning models included in
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this apparatus 10 may refer to a deep learning model
which has been trained in advance to extract an image
quality degraded component MRI image from the MRI
image input to each deep learning model (in other words,
an input MRI image input to the deep learning model).
[0048] The plurality of deep learning models consid-
ered in this apparatus 10 may be generated by the train-
ing unit 14. The training unit 14 may generate a plurality
of deep learning models according to the test information.
Specifically, the training unit 14 may generate a plurality
of deep learning models according to a combination of
the test portion information and the scan attribute infor-
mation of the MRl image included in the test information.
[0049] In other words, this apparatus 10 may include
a plurality of deep learning models generated according
to the test information (according to the combination of
the test portion information and the scan attribute infor-
mation). The plurality of deep learning models generated
according to the combination of the test portion informa-
tion and the scan attribute information may be trained
using each training MRI data set (that is, an MRI data set
for deep learning training) grouped according to the com-
bination of the test portion information and the scan at-
tribute information.

[0050] When the deep learning model is described in
the present disclosure, a deep learning model before a
training is performed by the training unit 14 may be re-
ferred to as a deep learning model to be trained. Accord-
ing to this, after completing the training for the deep learn-
ing model to be trained, it means a previously trained
deep learning model. In other words, the plurality of pre-
viously trained deep learning models considered in the
selecting unit 12 may refer to a plurality of deep learning
models to be trained which has been trained by the train-
ing unit 14. The training of the deep learning model to be
trained will be described in more detail below.

[0051] The selecting unit 12 may select at least one
deep learning model corresponding to the test informa-
tion extracted from the extracting unit 11 (corresponding
to the combination of the test portion information and the
scan attribute information extracted from the extracting
unit) among the plurality of deep learning models which
is generated according to the test information (according
to the combination of the test portion information and the
scan attribute information) and is trained in advance.
[0052] The selecting unit 12 may select at least one
deep learning model which is suitable to apply an input
MRI image, among a plurality of previously trained deep
learning models, based on the test information extracted
by the extracting unit 11.

[0053] For example, it is assumed that the input MRI
image is a brain test MRI image which is an MRI image
of a first test portion (for example, a brain) which is re-
constructed with a first scan attribute (for example, a scan
attribute of a T1w and a cross-sectional slice). In this
case, the selecting unit 12 may select a single deep learn-
ing model (for example, a first deep learning model)
trained with training data (an MRI data set for training)
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with a brain as a test portion and a scan attribute of T1w
and a cross-sectional slice, as a deep learning model
corresponding to the first scan attribute and the first test
portion, among the plurality of previously trained deep
learning models.

[0054] Asanotherexample, itis assumed that the input
MRI image is a lumbar test MRI image which is an MRI
image of a second test portion (for example, a lumbar)
which is reconstructed with a second scan attribute (for
example, a scan attribute of a T2w and a sagittal plane).
In this case, the selecting unit 12 may select a single
deep learning model (for example, a second deep learn-
ing model) trained with training data (an MRI data set for
training) with a lumbar as a test site and a scan attribute
of T2w and a sagittal plane, as a deep learning model
corresponding to the second scan attribute and the sec-
ond test portion, among the plurality of previously trained
deep learning models.

[0055] As described above, the selecting unit 12 may
select one or more deep learning models (at least one
deep learning model) among the plurality of previously
trained deep learning models in consideration of the com-
bination of the test portion information and the scan at-
tribute information included in the extracted test informa-
tion, based on the test information extracted from the
extracting unit 11.

[0056] The output unit 13 may output an MRI image
obtained by restoring an image quality of the input MRI
image with the input MRI image as an input of at least
one deep learning model selected by the selecting unit
12. That is, the output unit 13 may input an input MRI
image to at least one deep learning model selected by
the selecting unit 12 and then output an MRI image ob-
tained by restoring an image quality of the input MRI im-
age through an output of atleast one selected deep learn-
ing model.

[0057] The output unit 13 allows at least one selected
deep learning model to extract animage quality degraded
component MRI image from the input MRI image, with
the input MRI image as an input of at least one deep
learning model selected by the selecting unit 12 and mul-
tiplies a predetermined value (a predetermined ratio) with
the image quality degraded component MRI image to be
subtracted from the input MRI image to output an MRI
image with a restored image quality from the input MRI
image by means of at least one selected deep learning
model.

[0058] Asanexample, itis assumed that a deep learn-
ing model selected by the selecting unit 12 is a single
(one) deep learning model. In this case, the output unit
13 inputs the input MRI image to the single deep learning
model selected by the selecting unit 12 to allow the single
deep learning model to extract the image quality degrad-
ed component MRI image of the input MRI image and
multiplies the predetermined ratio with the extracted im-
age quality degraded component MRI image to be sub-
tracted from the input MRI image, thereby outputting an
MRI image with a restored image quality with respect to
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the input MRI image.

[0059] As another example, it is assumed that a plu-
rality of deep learning models is selected by the selecting
unit 12. In this case, the output unit 13 inputs the input
MRI image to the plurality of deep learning models se-
lected by the selecting unit 12 to allow the plurality of
deep learning models to extract the image quality de-
graded component MRl image from the input MRI image
input to the plurality of deep learning models and mixes
a plurality of image quality degraded component MRI im-
ages extracted by the plurality of deep learning models
according to a predetermined rule to subtract it from the
input MRI image, thereby outputting an MRI image with
a restored image quality with respect to the input MRI
image.

[0060] The training unit 14 may generate and train the
plurality of deep learning models to be trained before
extracting the test information from the input MRI image
in the extracting unit 11.

[0061] In this case, the training unit 14 generates a
second MRI data set for training with a degraded quality
by applying an MRI image accelerated scanning simula-
tor to the first MRI data set for training, extracts test in-
formation from the second MRI data set for training,
groups the second MRI data sets for training into a plu-
rality of groups according to a predetermined rule, and
generates and trains a plurality of deep learning models
to be trained so as to correspond to each of the grouped
second MRI data set for training for every group. The
training unit 14 may individually train the plurality of gen-
erated deep learning models to be trained.

[0062] At this time, the plurality of deep learning mod-
els to be trained which is trained by the training unit 14
may refer to a plurality of previously trained deep learning
models which is considered in the selecting unit 12.
[0063] Further, the MRI image accelerated scanning
simulator which is considered when the second MRI data
set for training is generated in the training unit 14 may
generate composite k-space data with an original image
of the first MRI data set for training as an input. Further,
the MRIimage accelerated scanning simulator may apply
a predetermined level of sub sampling to the composite
k-space data to generate first low quality composite k-
space data.

[0064] Further, the MRI image accelerated scanning
simulator adds a predetermined level of noise to the first
low quality composite k-space data to generate second
low quality composite k-space data and generate a com-
posite low quality MRI image based on the second low
quality composite k-space data.

[0065] The MRIimage accelerated scanning simulator
may generate a composite image quality degraded com-
ponent MRI image by subtracting an original MRI image
from the generated composite low quality MRI image.
[0066] Further, the second MRI data set for training
which is considered in the training unit 14 may be formed
of a pair of a composite low quality MRI image and a
composite image quality degraded component MRI im-
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age obtained based on an original image of the first MRI
data set for training (in other words, derived from the
original image).

[0067] According to this, the training unit 14 may train
the deep learning model to be trained using the pair of
the composite high noise MRI image and the composite
image quality degraded component MRI image obtained
by applying the MRI image accelerated scanning simu-
lator to the original image of the first MRI data set for
training.

[0068] Further, in order to allow the plurality of deep
learning models to be trained to have a function of ex-
tracting the image quality degraded component MRI im-
age from the input MRI image input thereto, the training
unit 14 transmits a composite low quality MRI image for
every MRl image as an input of the deep learning model
to be trained, in the grouped second MRI data set for
training for every group, and repeatedly trains the deep
learning model to be trained so as to minimize a differ-
ence between the composite image quality degraded
component MRI image and the output of the deep learn-
ing model to be trained.

[0069] Hereinafter, thetraining unit 14 willbe described
in more detail.

[0070] The training unit 14 may train the deep learning
model to be trained using an MRI data set for training (in
other words, an MRI data set for deep learning training)
generated by means of the MRl image accelerated scan-
ning simulator, before extracting the testinformation from
the input MRI image by the extracting unit 11. Here, the
deep learning model to be trained may refer to at least
one deep learning model.

[0071] The training unit 14 applies an original MRl im-
age of the first MRI data set for training as an input of the
MRI image accelerated scanning simulator to generate
a second MRI data set for training with various levels of
noises, before training the deep learning model to be
trained. Next, the training unit 14 may train the deep
learning model to be trained using the generated second
MRI data set for training.

[0072] In this case, the training unit 14 may train the
deep learning models to be trained corresponding to the
deep learning models so as to allow the deep learning
models included in this apparatus 10 to outputalow noise
MRI image with a reduced noise using the generated
second MRI data set for training, with the low quality MRI
image as aninput. In other words, when the deep learning
modelsincludedinthis apparatus 10 receive the low qual-
ity MRI image by training the deep learning model to be
trained by the training unit 14, the deep learning model
may be trained to output a low noise input MRI image.
[0073] After generating the second MRI data set for
training to which various levels of noises are added, the
training unit 14 extracts the test information (test infor-
mation including test portion information and scan at-
tribute information) from the second MRI data set for
training and groups the second MRI data set for training
into a plurality of groups according to a predetermined
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rule. By doing this, a plurality of second MRI data set
groups for training which is grouped according to the pre-
determined rule may include a second MRI data set for
training for every test portion and a second MRI data set
for training for every scan attribute information.

[0074] Specifically, when the MRI data set for training
is generated, the training unit 14 may generate an MRI
data set for training for every noise level. In other words,
when the training unit 14 generates the second MRI data
set for training to which various levels of noises are add-
ed, the training unit 14 may generate different second
MRI data sets for training (second MRI data sets for deep
learning training) depending on a plurality of predeter-
mined noise levels.

[0075] Thereatfter, the training unit 14 may extract the
test information including the test portion information and
the scan attribute information from the second MRI data
set for training generated for every noise level. Thereaf-
ter, the training unit 14 may group the second MRI data
sets for training into a plurality of groups according to the
predetermined rule based on the extracted test informa-
tion. Here, the predetermined rule may refer to a rule for
dividing the MRI data (MRI images) included in the sec-
ond MRI data sets for training generated for every noise
level, for every predetermined test portion and/or every
predetermined scan attribute.

[0076] By doing this, the training unit 14 may divide the
second MRI data sets for training generated for every
noise level, for every predetermined test portion and/or
every predetermined scan attribute to be grouped into a
plurality of groups. Thatis, a plurality of second MRI data
set groups for training which is grouped by the grouping
may include a second MRI data set for training for every
test portion and a second MRI data set for training for
every scan attribute.

[0077] Thereatfter, the training unit 14 may generate a
plurality of deep learning models to be trained so as to
correspond to each of the second MRI data sets for train-
ing for every group which is grouped into a plurality of
groups. That is, by doing this, the plurality of deep learn-
ing models to be trained generated by the training unit
14 may include a plurality of deep learning models to be
trained generated for every test portion and a plurality of
deep learning models to be trained generated for every
scan attribute.

[0078] Thereafter, thetraining unit 14 may train the plu-
rality of generated deep learning models for training with
the second MRI data sets for training generated so as to
correspond thereto.

[0079] That is, the training unit 14 may train each of
the deep learning models to be trained generated for eve-
ry test portion using the MRI data set for training gener-
ated for every test portion. Further, the training unit 14
may train each of the deep learning models to be trained
generated for every scan attribute using the MRI data set
for training generated for every scan attribute.

[0080] In other words, the training unit 14 may train
each of the deep learning models to be trained generated
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for every test portion using corresponding MRI data sets
for training generated for every test portion. Further, the
training unit 14 may train each of the deep learning mod-
els to be trained generated for every scan attribute using
corresponding MRI data sets for training generated for
every scan attribute.

[0081] By doing this, the training unit 14 may train each
of the plurality of deep learning models to be trained (a
plurality of deep learning models) using the plurality of
MRI data sets for training generated for every test portion
and every scan attribute (that is, second MRI data sets
for training for every group which are grouped into a plu-
rality of groups) so as to allow each of the plurality of
deep learning models to be trained (the plurality of deep
learning models) included in this apparatus 10 generated
for every test portion and every scan attribute to output
a low noise MRI image with a reduced noise with a low
quality MRI image as an input.

[0082] After generating the plurality of deep learning
model to be trained so as to correspond to each of second
MRI data sets for training for every group which is
grouped into a plurality of groups, the training unit 14 may
train the plurality of deep learning models to be trained
using the MRI data set for training generated so as to
correspond thereto.

[0083] When each of the plurality of deep learning
models included in this apparatus 10 receives a low qual-
ity MRl image as an input MRl image, the plurality of deep
learning models may be trained (learned) to output the
low noise input MRI image with a reduced nose with re-
spect to the low quality MRl image, by means of the train-
ing by the training unit 14.

[0084] In other words, the training unit 14 receives an
original MRI image using the MRI image accelerated
scanning simulator to generate different MRI data sets
for training (second MRI data sets for training for every
noise level) according to a plurality of noise levels.
[0085] Thereafter, the training unit 14 may group the
MRI data sets for training generated, for example, for
every noise level into a plurality of groups for every scan
attribute. That s, the training unit 14 may generate a plu-
rality of MRI data set groups for training including the
MRI data set for training for every scan attribute based
on the MRI data set for training generated for every noise
level.

[0086] Next, the training unit 14 may generate a plu-
rality of deep learning models to be trained for every scan
attribute as a deep learning model to be trained included
in this apparatus 10so as to correspond to each of the
second MRI data set for training generated , forexample,
for every scan attribute.

[0087] Next, the training unit 14 may train each of the
deep learning models to be trained generated for every
scan attribute using the MRI data set for training (an MRI
data set for training for every scan attribute) generated
so as to correspond to the corresponding scan attribute.
In this case, when the input MRI image is given as an
input, the training unit 14 may train each of the plurality
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of deep learning models to be trained generated for every
scan attribute so as to allow the deep learning model (a
deep learning model to be trained) corresponding to a
scan attribute of the input MRI image to output a low
noise MRI image with the input MRI image as an input.
[0088] By doing this, when aninput MRIimage is given
in this apparatus 10, the selecting unit 12 may select a
deep learning model corresponding to the scan attribute
of the input MRI image so as to operate a corresponding
deep learning model according to the scan attribute of
the input MRI image, among the plurality of previously
trained deep learning models and then the output unit 13
may output an input MRI image with a restored image
quality using the selected deep learning model.

[0089] Further, the training unit 14 receives an original
MRI image using the MRI image accelerated scanning
simulator to generate different MRI data sets for training
(second MRI data sets for training for every noise level)
according to a plurality of noise levels.

[0090] Thereafter, the training unit 14 may group the
MRI data sets for training generated, for example, for
every noise level into a plurality of groups for every test
portion. That is, the training unit 14 may generate a plu-
rality of MRI data set groups for training including the
MRI data set for training for every test portion based on
the MRI data set for training generated for every noise
level.

[0091] Thereatfter, the training unit 14 may generate a
plurality of deep learning models to be trained, for exam-
ple, for every test portion as a deep learning model to be
trained included in this apparatus 10 so as to correspond
to each of the second MRI data set for training generated
for every test portion.

[0092] Thereafter, the training unit 14 may train each
of the deep learning models to be trained generated for
every test portion using the MRI data set for training (an
MRI data set for training for every test portion) generated
so as to correspond to the corresponding test portion. In
this case, when the input MRl image is given, the training
unit 14 may train each of the plurality of deep learning
models to be trained generated for every test portion so
as to allow the deep learning model (a deep learning
model to be trained) corresponding to a test portion of
the input MRI image to output a low noise MRI image
with the input MRI image as an input.

[0093] By doing this, when aninput MRIimage is given
in this apparatus 10, the selecting unit 12 may select a
deep learning model corresponding to the test portion of
the input MRI image so as to operate a corresponding
deep learning model according to the test portion of the
input MRlimage, among the plurality of previously trained
deep learning models and then the output unit 13 may
output an input MRl image with an image quality restored
using the selected deep learning model.

[0094] That is, the MRI data set for training for every
test portion and/or every scan attribute may be generated
and the deep learning model to be trained for every test
portion and/or every scan attribute may be generated
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and trained, by the training unit 14.

[0095] Further, the MRI data set for training generated
by the training unit 14 may include at least one pair of an
original MRl image, a composite low quality MRI image,
and a composite image quality degraded component MRI
image. In other words, the training unit 14 may generate
an MRI data set for training (a second MRI data set for
training) including at least one pair of the original MRI
image, the composite low quality MRI image, and the
composite image quality degraded component MRI im-
age, with the original MRI image as an input of the MRI
image accelerated scanning simulator.

[0096] The second MRI data set for training which is
considered in the training unit 14 may be formed of a pair
of a composite low quality MRI image and a composite
image quality degraded component MRI image derived
from an original image of the first MRI data set for training.
[0097] The training unit 14 may transmit the composite
low quality MRI image as an input of the deep learning
modelto be trained and repeatedly train the deep learning
model to be trained so as to minimize the difference be-
tween the composite image quality degraded component
MRI image and the output of the deep learning model to
be trained, for every MRI image.

[0098] Thatis, in order to allow each of the plurality of
deep learning models to be trained to have a function of
extracting the image quality degraded component MRI
image from the input MRlimage input thereto, the training
unit 14 may transmit a composite low quality MRl image
for every MRI image to an input of the deep learning
model to be trained, in the grouped second MRI data set
for training for every group and repeatedly train the plu-
rality of deep learning models to be trained so as to min-
imize a difference between the composite image quality
degraded component MRI image and the output of the
deep learning model to be trained.

[0099] Inother words, the training unit 14 may transmit
the composite low quality MRI image to the input of the
deep learning model to be trained, for every MRI image,
in the second MRI data set for training divided into groups
andrepeatedly train the deep learning model to be trained
so as to minimize the difference between the composite
image quality degraded component MRI image and the
output of the deep learning model to be trained so that
the deep learning model to be trained may have afunction
of extracting an image quality degraded component from
the MRI image.

[0100] Further, the MRI image accelerated scanning
simulator which is used for training in the training unit 14
may generate composite k-space data with an original
MRI image of the first MRI data set for training as an
input. Further, the MRI image accelerated scanning sim-
ulator may generate a low quality of first composite k-
space data by applying a predetermined level of sub sam-
pling to the generated composite k-space data. Further,
the MRl image accelerated scanning simulator may gen-
erate a low quality of second composite k-space data by
adding a predetermined noise to the low quality of gen-
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erated first composite k-space data. Further, the MRl im-
age accelerated scanning simulator may generate a low
quality of composite accelerated MRI image based on
the second composite k-space data. Further, the MRI
image accelerated scanning simulator may generate a
composite image quality degraded component MRI im-
age by subtracting an original MRI image from the gen-
erated low quality MRI image.

[0101] As a specific example, the MRI image acceler-
ated scanning simulator may generate composite k-
space data with an original MRI image of the first MRI
data set for training as an input. For example, the MRI
image accelerated scanning simulator performs an in-
version Fourier transform after inputting the original MRI
image to a magnitude component of a Fourier domain
and inputting "0" to a phase component of the Fourier
domain to generate composite k-space data for the orig-
inal image.

[0102] Thereafter, the MRI image accelerated scan-
ning simulator adds a predetermined level of sub sam-
pling by applying an MRI image physical principle (that
is, a physical principle of the MRl image) to the generated
composite k-space data to generate the low quality com-
posite k-space data. Further, the MRI image accelerated
scanning simulator may generate a predetermined level
of noise component k-space data by applying the MRI
image physical principle (that is, the physical principle of
the MRI image).

[0103] Thereafter, the MRI image accelerated scan-
ning simulator may add noise component k-space data
to the sub-sampled composite low quality k-space data
and generate a low quality composite MRI image based
thereon. For example, the MRI image accelerated scan-
ning simulator may perform Fourier transform on the
composite k-space data and take a magnitude compo-
nent to generate a composite low quality MRI image.
[0104] In this case, when the sub-sampling of the com-
posite k-space data is applied, the MRI image acceler-
ated scanning simulator may determine a sub-sampling
direction, a sub-sampling ratio, and a sub-sampling man-
ner of the composite k-space data based on the test in-
formation of the original MRI image. For example, when
a phase encoding direction in the test information of the
original MRI image is a row direction, a sub-sampling
direction is set to a column direction and when the phase
encoding direction of the information is a column direc-
tion, the sub-sampling direction is set to a row direction.
[0105] Asdescribedabove, this apparatus 10 may train
each of the plurality of deep learning models (that is, a
plurality of deep learning models to be trained) by means
of the training unit 14 so as to allow the plurality of deep
learning models included in this apparatus 10 to output
a high quality MRI image with a restored image quality
with respectto an MRl image input to each deep learning
model.

[0106] Based on the plurality of deep learning models
which has been trained in advance (a plurality of deep
learning models to be trained which is trained by the train-
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ing unit) as described above, this apparatus 10 may se-
lect a corresponding deep learning model from the plu-
rality of previously trained deep learning models in con-
sideration of the test information extracted from the input
MRI image.

[0107] Thereafter, this apparatus 10 may output an in-
put image with a restored image quality (that is, a high
quality input MRI image) with respect to the input MRI
image from the selected deep learning model by provid-
ing the input MRI image to the selected deep learning
model as an input.

[0108] The present disclosure may provide a deep
learning based MRI image quality restoring apparatus
(this apparatus, 10) which outputs a high quality MRI im-
age with a restored image quality (a high quality input
MRI image) from the input of a low quality (a resolution
and a noise) of input MRI image (for example, acceler-
ated input MRI image), based on the plurality of previ-
ously trained deep learning models.

[0109] The input MRI image with a restored image
quality which is output from this apparatus 10 may have
a quality which is equal to or higher than a quality of the
precisely scanned MRI image.

[0110] Further, this apparatus 10 provides a training
(learning) method of the deep learning model (a deep
learning model to be trained) to output a high quality MRI
image with a restored image quality from an input of a
low quality of input MRl image and the input MRI image
with a restored image quality output by the deep learning
model trained as described above (that is, a previously
trained deep learning model) may have a quality which
is equal to or higher than a quality of the precisely
scanned MRI image.

[0111] This apparatus 10 may extract test portion in-
formation and scan attribute information as test informa-
tion from the input MRI image using medical information
included in the input MRI image using the extracting unit
11.

[0112] Thereafter, this apparatus 10 may selectadeep
learning model corresponding to the extracted test infor-
mation (that is, a deep learning model which has been
trained in advance to show a predetermined level of per-
formance) from a plurality of previously trained deep
learning models and output (acquire) an input MRl image
with animage quality restored by the selected deep learn-
ing model.

[0113] This apparatus 10 may train each of the plurality
of deep learning models to be trained by means of the
training unit 14 to allow the plurality of deep learning mod-
els to show a predetermined level of performance (a level
of minimizing a difference between the image quality de-
graded component MRl image and an output of the deep
learning model to be trained).

[0114] Further, this apparatus 10 receives the original
MRI image to generate the MRI data set for training in-
cluding the composite low quality component MRl image
using the MRI accelerated scanning simulator and trains
the deep learning model to be trained included in this
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apparatus 10 using the generated MRI data set for train-
ing.

[0115] The deep learning model to be trained included
in this apparatus 10 may be a deep learning model which
has been trained in advance by means of the training
using the MRI data set for training and such a previously
trained deep learning model may refer to a deep learning
model which has been trained in advance to output an
MRI image with a restored image quality (a high quality
MRI image) from the low quality MRI image.

[0116] Further, this apparatus 10 trains the deep learn-
ing model to be trained with the MRI data set for training
generated using the MRI accelerated scanning simulator
so that when the low quality MRIimage (input MRlimage)
acquired during the actual accelerated scanning is used
as an input of this apparatus 10 (that is, used as an input
of at least one deep learning model among the plurality
of previously trained deep learning models included in
this apparatus), this apparatus may output a high quality
MRIimage with animage quality which is more effectively
restored with respect to the low quality MRI image.
[0117] The plurality of deep learning models generated
for every test portion and every scan attribute, included
in this apparatus 10, may be trained by the training unit
14 to output an MRI image with restored image quality
with respect to the original MRI image input thereto.
[0118] This apparatus 10 may also be represented not
only as a deep learning based MRI image quality restor-
ing apparatus, butalso as a deep learning model (a deep
learning model to be trained) training apparatus for re-
storing an MRI image quality based on deep learning.
The present disclosure may provide not only a deep
learning based MRI image quality restoring method, but
also a deep learning model training method for restoring
an MRI image quality based on deep learning, by means
of this apparatus 10.

[0119] Hereinafter,an operation flow of the presentdis-
closure will be described in brief based on the above
detailed description.

[0120] FIG. 2 is a view illustrating a schematic opera-
tion flow for a deep learning based MRI image quality
restoring method by a deep learning based MRI image
quality restoring apparatus according to an exemplary
embodiment of the present disclosure.

[0121] The deep learning based MRI image quality re-
storing method illustrated in FIG. 2 may be performed by
the above-described deep learning based MRI image
quality restoring apparatus (this apparatus, 10). Accord-
ingly, even though description is omitted, the description
for the deep learning based MRI image quality restoring
apparatus (this apparatus, 10) may also be applied to
the description for the deep learning based MRI image
quality restoring method in the same manner.

[0122] Referring to FIG. 2, in a deep learning based
MRI image quality restoring method according to an ex-
emplary embodiment of the present disclosure, in step
S11, the extracting unit 11 may extract test information
from an input accelerated MRI image (an input MRI im-
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age).

[0123] Next, in step S12, the selecting unit 12 may se-
lect at least one deep learning model corresponding to
test information extracted in step S11, among a plurality
of previously trained deep learning models.

[0124] Next, in step S13, the output unit 13 may output
an MRI image obtained by restoring an image quality of
the input MRl image with the input MRl image as an input
of atleast one deep learning model selected in step S12.
[0125] In this case, in step S13, the output unit 13 al-
lows at least one deep learning model selected in step
S12 to extract an image quality degraded component
MRI image from the input MRl image, with the input MRI
image as an input of at least one deep learning model
selected in step S12 and multiplies a predetermined val-
ue (for example, a predetermined ratio) with the image
quality degraded component MRl image to be subtracted
from the input MRI image to output an MRI image with a
restored image quality with respect to the input MRI im-
age.

[0126] In the meantime, the deep learning based MRI
image quality restoring method according to the exem-
plary embodiment of the present disclosure may further
include a step of generating and training a plurality of
deep learning models to be trained before step S11. At
this time, the plurality of deep learning models to be
trained which is trained by the training step may refer to
a plurality of previously trained deep learning models
which is considered in step S12.

[0127] In this case, the description of the method of
training the plurality of deep learning models to be
trained, that is, the method for training a deep learning
model may be more easily understood with reference to
the following FIG. 3.

[0128] Inthe above-description, steps S11to S13 may
be further divided into additional steps or combined as
smaller steps depending on an implementation example
of the present disclosure. Further, some steps may be
omitted if necessary and the order of steps may be
changed.

[0129] FIG.3isaviewillustratingan example of asche-
matic operation flow for a deep learning model training
method for restoring an MRl image quality based on deep
learning by a deep learning based MRI image quality
restoring apparatus according to an exemplary embodi-
ment of the present disclosure. That is, FIG. 3 is a view
illustrating an example of a schematic operation flow of
a method of training a deep learning model to be trained
considered in the present disclosure.

[0130] The deep learning model training method for
restoring the MRI image quality based on deep learning
illustrated in FIG. 3 may be performed by the above-de-
scribed deep learning based MRI image quality restoring
apparatus (this apparatus, 10). Accordingly, even though
description is omitted, the description for the deep learn-
ing based MRI image quality restoring apparatus (this
apparatus, 10) may also be applied to the description for
the deep learning model training method for restoring the
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MRI image quality based on deep learning in the same
manner.

[0131] Referringto FIG. 3, in step S21, the training unit
14 may input the input MRI image to the MRI image ac-
celerated scanning simulator to train the deep learning
models included in this apparatus 10 before the extract-
ing unit 11 extracts test information from the input MRI
image in the above-described step S11 of FIG. 2.
[0132] That is, in step S21, the training unit 14 may
provide the input MRl image as an input of the MRl image
accelerated scanning simulator.

[0133] Specifically, in step S21, the MRI image accel-
erated scanning simulator may generate composite k-
space data with an original image of the first MRI data
set for training as an input. Further, the MRI image ac-
celerated scanning simulator may apply a predetermined
level of sub sampling to the generated composite k-space
data to generate a low quality of first composite k-space
data.

[0134] Further, the MRI image accelerated scanning
simulator may generate a low quality of second compos-
ite k-space data by adding a predetermined noise to the
low quality of generated first composite k-space data.
Further, the MRI image accelerated scanning simulator
may generate a low quality of composite accelerated MRI
image based on the second composite k-space data. Fur-
ther, the MRl image accelerated scanning simulator may
generate a composite image quality degraded compo-
nent MRI image by subtracting an original MRI image
from the generated composite low quality MRI image.
[0135] By doing this, in step S21, the training unit 14
may generate a second MRI data set for training with
various levels of noises by applying the MRI image ac-
celerated scanning simulator to the first MRI data set for
training, before the extracting unit 11 extracts the test
information from the input MRI image.

[0136] Thatis, in step S21, the training unit 14 receives
the originalimage using the MRlimage accelerated scan-
ning simulator to generate different MRI data sets for
training according to the plurality of noise levels.

[0137] Here, the second MRI data set for training may
be formed of a pair of a composite low quality MRl image
and acomposite image quality degraded component MRI
image obtained based on an original image of the first
MRI data set for training (derived from the original image).
[0138] The training unit 14 may train the deep learning
to be trained using the pair of the composite low quality
MRI image and the composite image quality degraded
component MRIimage obtained by applying the MRI im-
age accelerated scanning simulator to the original image
of the first MRI data set for training.

[0139] Next, in step S22, the training unit 14 extracts
test information from the second MRI data set for training
and groups the second MRI data sets for training into a
plurality of groups according to a predetermined rule.
[0140] In this case, in step S22, the training unit 14
groups the second MRl data sets into a plurality of groups
to generate MRI data sets for training for every test por-
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tion and/or every scan attribute.

[0141] Next, in step S23, the training unit 14 generates
and trains a plurality of deep learning models to be trained
so as to correspond to the plurality of second MRI data
set groups for training generated in step S22. That is, in
step S23, the training unit 14 generates and trains a plu-
rality of deep learning models to be trained so as to cor-
respond to each of the second MRI data sets which is
grouped by step S22.

[0142] Specifically, in step S23, the training unit 14 may
generate a deep learning model for training for every test
portion corresponding to each MRI data set for training
generated for every test portion. Further, the training unit
14 may generate and train the deep learning models to
be trained for every scan attribute corresponding to the
MRI data set for training generated for every scan at-
tribute.

[0143] In step s23, the training unit 14 may train the
plurality of deep learning models to be trained generated
in step S23 using the plurality of MRI data sets for training
(that is, a plurality of MRI data set groups for training)
generated in step S22.

[0144] As a specific example, in step S23, the training
unit 14 may train each deep learning model trained for
every test portion and/or every scan attribute generated
in step S23 so as to correspond to the MRI data set gen-
erated for every test portion and/or the scan attribute in
step S22 using the same.

[0145] Further, in step S23, in order to allow the plu-
rality of deep learning models to be trained to have a
function of extracting the image quality degraded com-
ponent MRI image from the input MRI image input there-
to, the training unit 14 transmits a composite low quality
MRI image for every MRI image as an input of the deep
learning model to be trained, in the second MRI data set
for training for every group grouped in step S22 and re-
peatedly trains the deep learning model to be trained so
asto minimize a difference between the composite image
quality degraded component MRI image and the output
of the deep learning model to be trained.

[0146] In other words, the training unit 14 transmits a
composite low quality MRI image for every input MRI
image as an input of each of the plurality of deep learning
models to be trained and repeatedly trains each of the
plurality of deep learning models to be trained so as to
minimize a difference between the composite image
quality degraded component MRI image and the output
of the deep learning model to be trained.

[0147] Instep S23, the training unit 14 may repeatedly
train each of the deep learning models to be trained gen-
erated for every test portion using the MRI data set for
training generated for every test portion. Further, the
training unit 14 may repeatedly train each of the deep
learning models to be trained generated for every scan
attribute using the MRI data set for training generated for
every scan attribute.

[0148] By doingthis, the plurality of deep learning mod-
els to be trained considered in this apparatus 10 may
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include a deep learning model to be trained generated
for every test portion and a deep learning model to be
trained generated for every scan attribute.

[0149] Inthe above-description, steps S21 to S23 may
be further divided into additional steps or combined as
smaller steps depending on an implementation example
of the present disclosure. Further, some steps may be
omitted if necessary and the order of steps may be
changed.

[0150] The deep learning based MRIimage quality re-
storing method and the deep learning model training
method forrestoring an MRlimage quality based on deep
learning according to the exemplary embodiment of the
present disclosure may be implemented in the form of a
program command which can be executed by various
computer units to be recorded in a computer readable
medium. The computer readable medium may include
solely a program instruction, a data file, and a data struc-
ture or a combination thereof. The program instruction
recorded in the medium may be specifically designed or
constructed for the present invention or known to those
skilled in the art of a computer software to be used. Ex-
amples of the computer readable recording medium in-
clude a magnetic media such as a hard disk, a floppy
disk, or a magnetic tape, an optical media such as a CD-
ROM or a DVD, a magneto-optical media such as a flop-
tical disk, and a hardware device which is specifically
configured to store and execute the program instruction,
such as a ROM, a RAM, and a flash memory. Examples
of the program instruction include not only a machine
language code which is created by a compiler but also a
high level language code which may be executed by a
computer using an interpreter. The hardware device may
operate as one or more software modules in order to
perform the operation of the present invention and vice
versa.

[0151] Further, the above-described deep learning
based MRI image quality restoring method and the deep
learning model training method for restoring an MRI im-
age quality based on deep learning may be implemented
in the form of a computer program or an application ex-
ecuted by a computer which is stored in a recording me-
dium.

[0152] The above-description ofthe presentdisclosure
is illustrative only and it is understood by those skilled in
the artthat the present disclosure may be easily modified
to another specific type without changing the technical
spirit of an essential feature of the present disclosure.
Thus, it is to be appreciated that the embodiments de-
scribed above are intended to be illustrative in every
sense, and not restrictive. For example, each component
which is described as a singular form may be divided to
be implemented and similarly, components which are de-
scribed as a divided form may be combined to be imple-
mented.

[0153] The scope of the present disclosure is repre-
sented by the claims to be described below rather than
the detailed description, and it is to be interpreted that
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the meaning and scope of the claims and all the changes
or modified forms derived from the equivalents thereof
come within the scope of the present disclosure.

based on the second low quality composite k-
space data; and
subtracting the original image from the generat-

space data by adding a predetermined level of
noise to the first low quality composite k-space
data;

generating a composite low quality MRI image

13

ed composite low quality MRl image to generate

5 acomposite image quality degraded component
Claims MRI image.
A deep learning based accelerated MRI image qual- The restoring method according to claim 2 or 3,
ity restoring method, the method comprising: wherein the second MRI data set for training is
10 formed of a pair of acomposite low quality MRIimage
extracting test information from an input accel- and a composite image quality degraded component
erated MRI image; MRI image obtained based on an original image of
selecting at least one deep learning model cor- the first MRI data set for training.
responding to the test information, among a plu-
rality of previously trained deep learning models; 15 The restoring method according to any of claims 2-4,
and wherein in the training, in order to allow the plurality
outputting an MRI image with a restored image of deep learning models to be trained to have a func-
quality with respect to the input accelerated MRI tion of extracting an image quality degraded compo-
image with the input accelerated MRI image as nent MRI image from the input accelerated MRI im-
an input of at least one selected deep learning 20 age input thereto, a composite accelerated MRI im-
model. age for every MRI image is transmitted as an input
of the deep learning model to be trained, in the
2. The restoring method according to claim 1, further grouped second MRI data set for training for every,
comprising: and the deep learning model to be trained is repeat-
25 edly trained so as to minimize a difference between
before the extracting, the composite image quality degraded component
generating a low quality of second MRI data set MRIlimage and the output of the deep learning model
for training by applying an MRI image acceler- to be trained.
ated scanning simulator to a first MRI data set
for training; 30 The restoring method according to any of claims 2-5,
extracting test information from the second MRI wherein in the outputting, at least one selected deep
data set for training and grouping the second learning model extracts an image quality degraded
MRI data set for training into a plurality of groups component MRI image from the input accelerated
according to a predetermined rule; and MRI image with the input accelerated MRI image as
generating and training a plurality of deep learn- 35 an input of at least one selected deep learning model
ing models to be trained so as to correspond to and a predetermined value is multiplied with the ex-
each grouped second MRI data set for every tracted image quality degraded component MRI im-
group, age to be subtracted from the input accelerated MRI
wherein in the selecting, the plurality of previ- image to output an MRI image with a restored image
ously trained deep learning models is a plurality 40 quality.
of deep learning models to be trained which is
trained by the training. A deep learning based accelerated MRI image qual-
ity restoring apparatus, the apparatus comprising:
3. The restoring method according to claim 2, wherein
in the generating step, the MRI image accelerated 45 an extracting unitwhich extracts testinformation
scanning simulator performs: from an input accelerated MRI image;

a selecting unit which selects at least one deep
generating composite k-space data with an orig- learning model corresponding to the test infor-
inal image of the first MRI data set for training mation, among a plurality of previously trained
as an input; 50 deep learning models; and
generating first low quality composite k-space an output unit which outputs an MRI image with
data by applying a predetermined level of sub a restored image quality for the input accelerat-
sampling to the composite k-space data; ed MRI image with the input accelerated MRI
generating second low quality composite k- image as an input of at least one selected deep

55

learning model.

8. Therestoring apparatus according to claim 7, further

comprising:
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a training unit which generates and trains a plu-
rality of deep learning models to be trained,
wherein the training unit generates a second
MRI data set for training with a low quality by
applying an MRI image accelerated scanning
simulator to a first MRI data set for training, ex-
tracts testinformation from the second MRI data
set for training, groups the second MRI data sets
for training into a plurality of groups according
to a predetermined rule, and generates and
trains a plurality of deep learning models to be
trained so as to correspond to each of the
grouped second MRI data set for training for
every group, and the plurality of previously
trained deep learning models is the plurality of
deep learning models to be trained which is
trained by the training unit.

Therestoring apparatus according to claim 8, where-
in the MRI image accelerated scanning simulator
generates composite k-space data with an original
image of the first MR| data set for training as an input,
applies a predetermined level of sub sampling to the
composite k-space data to generate first low quality
composite k-space data, adds a predetermined level
of noise to the first low quality composite k-space
data to generate second low quality composite k-
space data, generates a composite low quality MRI
image based on the second low quality composite
k-space data, and subtracts the original image from
the generated composite low quality MRI image to
generate a composite image quality degraded com-
ponent MRI image.

The restoring apparatus according to claim 8 or 9,
wherein the second MRI data set for training is
formed of a pair of a composite low quality MRlimage
and a composite image quality degraded component
MRI image obtained based on an original image of
the first MRI data set for training.

The restoring apparatus according to any of claims
8-10, wherein in order to allow the plurality of deep
learning models to be trained to have a function of
extracting an image quality degraded component
MRI image from the input MRI image input thereto,
the training unit transmits a composite accelerated
MRI image for every MRI image as an input of the
deep learning model to be trained, in the grouped
second MRI data set for training for every and re-
peatedly trains the deep learning model to be trained
so as to minimize a difference between the compos-
ite image quality degraded component MRI image
and the output of the deep learning model to be
trained.

The restoring apparatus according to any of claims
7-11, wherein the output unit allows at least one se-
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lected deep learning model to extract an image qual-
ity degraded component MRI image from the input
accelerated MRI image with the input accelerated
MRI image as an input of the at least one selected
deep learning model and multiplies a predetermined
value with the extracted image quality degraded
component MRI image to be subtracted from the in-
put accelerated MRI image to output an MRI image
with a restored image quality.

A computer readable recording medium in which a
program allowing a computer to execute the method
according to any of claims 1-6 is recorded.
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FIG.1
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FIG. 3
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