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(54) AI CONTROL DEVICE, SERVER DEVICE CONNECTED TO AI CONTROL DEVICE, AND AI 
CONTROL METHOD

(57) An AI control device (10), which identifies indi-
vidual users from a plurality of users to receive input data,
and which can be connected to a server device (30) that
generates a trained model on the basis of input data for
each user, comprises a control unit (11) and a commu-
nication unit (17) connected to the server device (30).
The control unit (11) acquires input data, associates ac-
quired input data and identifying information that can be
used to identify the user of the AI control device (10), and
sends the data and information to the server device (30)
via the communication unit (17). The control unit (11)
uses the sent acquired input data to execute a trained
model that is generated separately from trained models
of other users by the server device (30), and that learns
characteristics of acquired input data and detects input
data having the same characteristics from unknown input
data.
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Description

TECHNICAL FIELD

[0001] The present disclosure relates to an AI control
device, a server device connected to the AI control de-
vice, and an AI control method.

BACKGROUND ART

[0002] Conventionally, trained-model-building devices
and abnormality detection devices for performing abnor-
mality detection using information regarding sounds
heard around production devices are known (refer to
JP6527187B). In JP6527187B, a trained model con-
struction device acquires voice data including a voice of
a worker positioned in the vicinity of a production device,
acquires a degree of abnormality pertaining to a produc-
tion line as a label, and performs supervised learning
using a combination of the voice data and the label as
training data, thereby building a trained model for de-
grees of abnormality. An abnormality detection device
determines a degree of abnormality in determination data
using the constructed trained model and determination
data.

SUMMARY OF THE INVENTION

[0003] Obtaining sufficient training data to build a
trained model is burdensome for a user, and it is difficult
to improve accuracy of output obtained from a trained
model.
[0004] An object of the present disclosure is to provide
an AI control device, a server device connected to the AI
control device, and an AI control method with which it is
possible to reduce a burden on a user in generating a
trained model and to realize a discretionary event detec-
tion means using the trained model.
[0005] According to an aspect of the present disclo-
sure, the AI control device is an AI control device that
identifies an individual user from a plurality of users to
receive input data and that can be connected to a server
device that generates a trained model on the basis of the
input data for each user, wherein the AI control device
comprises a first control unit and a first communication
unit connected to the server device. The first control unit
acquires input data, associates the acquired input data
and identifying information with which the user of the AI
control device can be identified, and sends the associat-
ed data and information to the server device via the first
communication unit. The first control unit executes a
trained model that is generated separately from trained
models of other users by the server device using the sent
acquired input data and that learns characteristics of the
acquired input data to detect input data having the same
characteristics from unknown input data.
[0006] According to another aspect of the present dis-
closure, the server device is a server device that can be

connected to a plurality of AI control devices used by a
plurality of users, wherein the server device comprises
a second control unit, a second communication unit con-
nected to the plurality of Al control devices, and a second
storage unit. The second control unit receives input data
associated with information that identifies the users from
the AI control devices of the plurality of users via the
second communication unit, stores the received input da-
ta in the second storage unit, and uses the received input
data to learn characteristics of the received input data
for each user and generate a trained model that detects
input data having the same characteristics from unknown
input data. The second control unit causes the second
storage unit to store a generated trained model for each
user
[0007] According to yet another aspect of the present
disclosure, the AI control method is an AI control method
using a server device that can be connected to a plurality
of AI control devices used by a plurality of users, wherein
the AI control method includes receiving input data as-
sociated with identifying information of the plurality of us-
ers from the AI control devices of the users, storing the
received input data in a storage unit, using received input
data to learn characteristics of the received input data
for each user, generating a trained model that detects
input data having the same characteristics from unknown
input data, and causing the storage unit to store a gen-
erated trained model for each user.
[0008] With the AI control device, the server device
connected to the AI control device, and the AI control
method according to the present disclosure, it is possible
to reduce a burden on a user in generating a trained
model and to realize a discretionary event detection
means using the trained model.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009]

FIG. 1 shows an overall configuration of a system
according to Embodiment 1;
FIG. 2 shows a configuration of an Al control device
according to Embodiment 1;
FIG. 3 shows a configuration of a server device ac-
cording to Embodiment 1;
FIG. 4A shows an example of a user management
table managed in a server device;
FIG. 4B shows an example of a charge table man-
aged in a server device;
FIG. 5 is a flowchart of actions for machine learning
performed by an AI control device;
FIG. 6 is a flowchart of machine learning actions per-
formed by a server device;
FIG. 7 shows one example of a display interface used
by a user to input labels;
FIG. 8A shows one example of a display interface
showing relevance information;
FIG. 8B shows an example of criteria information for
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calculating a degree of relevance of a label name;
FIG. 9 shows one example of a display interface
showing charge information;
FIG. 10 is a flowchart of actions of abnormality de-
tection performed by an AI control device;
FIG. 11A shows an example of position information
of a microphone referenced by an AI control device
according to another embodiment;
FIG. 11B shows an example of position information
of a speaker referenced by an AI control device ac-
cording to another embodiment; and
FIG. 11C shows an example of position information
of a surveillance camera referenced by an AI control
device according to another embodiment.

BEST MODE FOR CARRYING OUT THE INVENTION

1. Embodiment 1

[0010] A system 1 shown in FIG. 1, including AI control
devices 10 and a server device 30, makes it possible to
generate a sensor that responds to a discretionary event
(abnormal sound, etc.) so as to suit each user. Through
the AI control devices 10, which are used by users, the
system collects input data with keywords as labels, the
keywords representing events that the users want to elicit
a reaction, e.g., abnormal sounds such as screams and
doors opening/closing, and the system sends the input
data to the server device 30. The server device 30 is a
machine-learning server, and generates and manages a
trained model for each user on the basis of input data
received for each user. The AI control devices 10 function
as sensors that react to sounds including unknown
sounds when an event occurs, on the basis of the trained
model. As a result, the users can generate sensors suit-
able for themselves.
[0011] The AI control devices 10 are devices used by
users denoted as UserA, UserB, etc., as shown in FIG.
1. The AI control devices 10 are connected to equipment
including broadcasting devices 20 and surveillance cam-
eras 40 installed in offices, factories, commercial facili-
ties, public facilities, and other facilities. One AI control
device 10 may be connected to multiple pieces of equip-
ment, or an AI control device 10 may be connected to
each piece of equipment. The AI control devices 10 may
also be set up as control devices within the equipment.
[0012] The pieces of equipment are each provided with
a contact input terminal that receives a signal from an AI
control device 10 as described hereinafter, and a relay
circuit that causes equipment to operate in accordance
with a signal received from the contact input terminal.
[0013] A broadcasting device 20 includes at least a
contact input terminal, a holding unit that holds a broad-
cast voice, and a speaker. The broadcasting device 20
outputs the broadcast voice held in the holding unit from
the speaker and amplifies the voice in accordance with
the signal received from the contact input terminal.
[0014] A surveillance camera 40 includes at least a

contact input terminal and a video-recording unit. The
surveillance camera 40 records captured video in accord-
ance with the signal received from the contact input ter-
minal.
[0015] The configuration and actions of the system 1
including the AI control devices 10 and the server device
30 according to the present embodiment are described
below.
[0016] In the description below, the input data is voice
data in which a user labels a scream as a keyword, and
a case in which a sensor that detects a scream as ab-
normality detection is used as an example.

1-1. Configuration

1-1-1. AI control device 10

[0017] As shown in FIG. 2, an AI control device 10 (one
example of an AI control device) is provided with a control
unit 11, RAM 12, ROM 14, a storage unit 13, a display
unit 15, an operation unit 16, a communication unit 17,
a microphone 18, and a contact output unit 19.
[0018] The control unit 11 (one example of a first con-
trol unit) is configured from, e.g., an AI chip, and includes
a CPU, a GPU, an FPGA, or another processor capable
of highspeed processing. The control unit 11 executes
functions of the AI control device 10 by reading out and
executing, in the RAM 12, computer programs stored in
the ROM 14 and/or the storage unit 13. The control unit
11 executes programs according to the trained model
generated by the server device 30 to execute functions
of an input data acquisition unit 111, a labeling unit 112,
an abnormality detection unit 113, and an equipment ac-
tivation command unit 114.
[0019] The microphone 18 (one example of an input
unit) is an internal microphone built into the AI control
device 10, or at least one external microphone (not
shown) connected to the AI control device 10 via an XLR
connector or another external input terminal. The micro-
phone 18 is used in voice acquisition for input data (voice
data) used in machine learning performed by a server 23
(described hereinafter), and/or voice acquisition for an
abnormality detection action (described hereinafter). The
microphone 18 may be a plurality of external micro-
phones connected via different external input terminals.
When the AI control device 10 is connected to multiple
pieces of equipment, a plurality of external microphones
18 may be provided in association with the multiple piec-
es of equipment. For example, when multiple pieces of
equipment are installed in different areas, the external
microphones 18 may be connected to the AI control de-
vice 10 via external input terminals such that the different
external microphones 18 are disposed in these areas
together with the pieces of equipment.
[0020] The input data acquisition unit 111 acquires
voice data inputted by a user. The voice data includes a
plurality of sample sounds that a user judges to be
"screams." The voice data is, for example, inputted
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through the microphone 18. For example, sample sounds
are repeatedly inputted through the microphone 18 and
given the same label by the labeling unit 112 (described
hereinafter), whereby labeled voice data is acquired.
Voice data may also be acquired from voice files previ-
ously acquired and stored in the storage unit 13. In ad-
dition, sample sounds collected through the microphone
18 may be temporarily stored in the storage unit 13, and
the user may collectively assign the same label to the
stored sample sounds.
[0021] The labeling unit 112 assigns a label to the voice
data acquired by the input data acquisition unit 111. The
assigning of labels is carried out in response to input by
the user using a display interface (described hereinafter).
Voice data assigned a label (referred to hereinafter as
labeled voice data or labeled input data) is sent to the
server device 30 via the communication unit 17.
[0022] The abnormality detection unit 113 acquires a
voice picked up from the microphone 18 and determines
abnormality on the basis of the trained model generated
by the server device 30.
[0023] When an abnormality has been determined, the
equipment activation command unit 114 generates a sig-
nal for operating the equipment (broadcasting device 20,
surveillance camera 40, etc.) to which the AI control de-
vice 10 is connected. The generated signal is sent to the
equipment via the contact output unit 19. By receiving
the signal, a contact of a relay circuit in the equipment
changes to ON and the equipment operates. For exam-
ple, when the sound acquired from the microphone 18 is
determined to be a "scream," the equipment is changed
to ON, a broadcast voice (warning voice) is outputted if
the equipment is the broadcasting device 20, and video
recording is started if the equipment is the surveillance
camera 40.
[0024] When the AI control device 10 is connected to
multiple pieces of equipment in different areas, the equip-
ment activation command unit 114 sends a signal from
an output terminal connected to equipment close to the
microphone 18 that acquired the voice determined to be
abnormal (equipment corresponding to the microphone
18 and installed in the same area), and causes the equip-
ment to operate.
[0025] The storage unit 13 is configured from a semi-
conductor memory, an HDD, etc. The storage unit 13 has
an identifying information storage unit 131 that stores
identifying information of the AI control device 10. The
storage unit 13, as shall be described hereinafter, also
has a trained model storage unit 132 (one example of a
storage unit) that stores trained models including param-
eters and programs generated and updated by machine
learning. Trained models are stored in the server device
30, and may simply be temporarily stored in the AI control
device 10. In this case, the trained model storage unit
132 may be included in part of the control unit 11. In
addition, part or all of the storage unit 13 may be provided
as another storage device.
[0026] The display unit 15 is configured by, for exam-

ple, a liquid crystal display or an organic EL display. The
display unit 15 may include a touch panel. The display
unit 15 may be a separate display that can be connected
to the AI control device 10.
[0027] The operation unit 16 is provided with, for ex-
ample, a keyboard, a mouse, a touch panel, etc., and is
operated with input by a user in accordance with a screen
image presented on the display unit 15.
[0028] The communication unit 17 (one example of a
first communication unit) is an interface for connecting
to a network, e.g., a network card that can be connected
by wire or by an antenna for wireless communication.
The communication unit 17 is connected to the server
device 30 via the internet and a LAN, a WAN, or another
internal network.
[0029] The contact output unit 19 (one example of an
external interface) has an output terminal connected to
the broadcasting device 20, the surveillance camera 40,
or another piece of equipment, and sends the signal gen-
erated by the equipment activation command unit 114.
The contact output unit 19 has a plurality of output ter-
minals, and the AI control device 10 may be connected
to a plurality of broadcasting devices 20 and a plurality
of surveillance cameras 40 in different areas for each
output terminal.

1-1-2. Server device 30

[0030] The server device 30 is connected via the inter-
net to the AI control devices 10 used by a plurality of
users. The server device 30 is managed by a business
operator who manages the equipment or a business op-
erator who provides a service that uses machine learn-
ing.
[0031] The server device 30 (one example of a server
device) is provided with a control unit 31, RAM 32, ROM
34, a storage unit 33, and a communication unit 37, as
shown in FIG. 3.
[0032] The control unit 31 (one example of a second
control unit) is configured from, for example, an AI chip,
and includes a CPU, a GPU, or another processor capa-
ble of highspeed processing. The control unit 31 exe-
cutes functions of the server device 30 by reading out
and executing, in the RAM 32, computer programs stored
in the ROM 34 and/or the storage unit 33. The control
unit 31 executes functions of an input data management
unit 311 and a learning unit 312 in particular.
[0033] The input data management unit 311 stores
voice data, which is input data acquired from the AI con-
trol devices 10 of the users, in the storage unit 33. At this
time, the input data management unit 311 performs ac-
tions such as generating and updating a user manage-
ment table (described hereinafter) in accordance with us-
er-identifying information, labeled voice data, and usa-
bility information sent from the AI control devices 10 of
the users. The input data management unit 311 further-
more refers to the user management table (described
hereinafter) to send charge information to the AI control
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devices 10 in accordance with requests from the AI con-
trol devices 10.
[0034] On the basis of labeled voice data acquired from
the AI control devices 10 of the users, the input data
management unit 311 generates and updates criterion
information for determining similarity between label
names. The criterion information is information associat-
ing label name concepts according to a predetermined
criterion. The predetermined criterion is, for example,
whether or not there is a relationship such that one label
name concept (subordinate concept) succeeds another
label name concept (superordinate concept), whether la-
bel name concepts are identical terms or synonyms, or
another criterion. The input data management unit 311
generates criterion information represented by, for ex-
ample, a hierarchical structure such as is shown in FIG.
8B, and stores the criterion information in the storage
unit 33. When labeled voice data is acquired from an AI
control device 10 of a user, the input data management
unit 311 updates the criterion information if, for example,
a new label name has been assigned.
[0035] The input data management unit 311 generates
degree of relevance information in response to a request
from an AI control device 10 of a user. The degree of
relevance information includes labeled voice data having
a high degree of relevance to the labeled voice data of
interest, and a degree of relevance between these two
pieces of data. The input data management unit 311 re-
fers to the criterion information described above to cal-
culate the degree of relevance. For example, as shown
in FIGS. 8A and 8B, with voice data assigned the label
name "woman’s scream," the degree of relevance of
voice data assigned the identical label name "woman’s
scream" (or woman’s cry, etc.) is calculated to be 100%.
In addition, with, for example, voice data assigned the
label name "woman’s scream," the degree of relevance
of voice data assigned the label name "scream" is cal-
culated to be 80%. On the other hand, with, for example,
voice data assigned the label name "door opening/clos-
ing," the degree of relevance of voice data assigned the
label name "scream" is calculated to be 0%. The input
data management unit 311 reads out, through an input
data storage unit 334, voice data having a comparatively
high (e.g., 60% or higher) degree of relevance thus cal-
culated, and generates degree of relevance information
that includes the degree of relevance and that is to be
sent to the AI control device 10 that had the request.
[0036] In response to requests from the AI control de-
vices 10, the learning unit 312 performs machine learning
on the basis of acquired voice data and constructs a
trained model for each user. Specifically, the learning
unit 312 constructs a trained model that autonomously
learns characteristics of acquired voice data and detects
voices having the same characteristics in the input of
unknown sound.
[0037] Machine learning is, for example, performed us-
ing a regression algorithm that classifies supervised
learning, or performed using a deep learning neural net-

work. Machine learning executes "supervised learning."
The labeled voice data is used in machine learning as
correct answer data. In addition, previously prepared in-
correct answer data (for example, voice data that is not
a "scream" in relation to labeled voice data that is a
"scream") may be used in machine learning.
[0038] The server device 30 may use an existing AI
platform, machine learning engine, or other machine
learning service to perform training using labeled voice
data with an existing trained model, and may execute
machine learning.
[0039] The storage unit 33 (one example of a second
storage unit or a storage unit) is configured by a semi-
conductor memory, an HDD, etc. The storage unit 33
includes a user management table storage unit 331, a
charge table storage unit 332, a trained model storage
unit 333 stored for each user, and an input data storage
unit 334 in which voice data is stored by label. Part or all
of the storage unit 33 may be provided as a separate
storage device including a database.
[0040] The user management table storage unit 331
stores a user management table 331a such as is shown
in FIG. 4A. The user management table 331a stores iden-
tifying information of users, labels, identifying information
of voice data corresponding to the labels, and usability
information in association with each other. Usability in-
formation indicates whether or not to allow the voice data
to be used by other users. The usability information may
allow or disallow only one specific user. For example, the
usability information may specify a rival company and
enable a disallowance to be set.
[0041] The charge table storage unit 332 stores a
charge table 332a such as is shown in FIG. 4B. The
charge table 332a is a table for the AI control device 10
to calculate a usage fee for when a trained model is gen-
erated by the server device 30, and charge the user of
the AI control device 10. For example, the charge table
332a is information indicating a unit price for generating
a trained model. For example, the charge table 332a in-
cludes a basic usage fee (100 yen in the example of FIG.
4B) for machine learning using labeled voice data as-
signed one label, an additional fee (50 yen in the example
of FIG. 4B) for using labeled voice data of another user
during machine learning, and an additional expense (-50
yen, i.e., a discount of 50 yen in the example of FIG. 4B)
for when the usability information of the labeled voice
data is "allow" (affirmative usability information).
[0042] The trained model storage unit 333 stores a
trained model generated by the learning unit 312 for each
user.
[0043] The input data storage unit 334 stores voice da-
ta by label. Labeled voice data acquired from the users
is classified by label and stored in the input data storage
unit 334 by the input data management unit 311. The
classification of voice data by label may be performed
according to the criterion information described above.
For example, in the case of the label name "scream,"
voice data of the superordinate concept "scream" is clas-
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sified so as to include voice data assigned the label
names "woman’s scream," "outdoor scream," and "in-
door scream," which are subordinate concepts, as shown
in FIG. 8B.
[0044] The communication unit 37 (one example of a
second communication unit) is an interface for connect-
ing to a network, e.g., a network card that can be con-
nected by wire or by an antenna for wireless communi-
cation. The communication unit 37 is connected to the
AI control devices 10 of a plurality of users via the internet
and a LAN, a WAN, or another internal network.

1-2. Actions

[0045] The actions of an AI control device 10 (FIG. 2)
and a server device 30 shall be described with reference
to FIGS. 5-10.

1-2-1. Actions for machine learning performed by Al con-
trol device 10

[0046] FIG. 5 shows actions for executing the machine
learning performed by the AI control device 10 shown in
FIG. 2. The AI control device 10 accepts input of labels
for voice data, which is input data (S101). At this time,
the display unit 15 displays a display interface 15a such
as is shown in FIG. 7. The display interface 15a (one
example of a label input interface) includes an interface
for inputting labels and an interface for inputting data us-
ability information. The usability information indicates the
allowing/disallowing of use of the voice data by other us-
ers. The user of the AI control device 10 inputs a label
for the voice data of interest via the operation unit 16.
For example, a label with the keyword "woman’s scream"
is inputted. The label may be directly inputted by the user,
or may be made selectable for the user by displaying a
list of labels set beforehand.
[0047] The voice data is acquired by the input data
acquisition unit 111 (S102), and the label accepted in
step S101 is assigned to the voice data by the labeling
unit 112 (S103).
[0048] The control unit 11 sends the labeled voice data
associated with the user-identifying information along
with the data usability information to the server device
30 via the communication unit 17 (S104).
[0049] The degree of relevance information described
above is received from the server device 30 and dis-
played on the display unit 15 (S105). For example, the
display unit 15 displays a display interface 15b such as
is shown in FIG. 8A. For the voice data in question, the
display interface 15b displays the degree of relevance
(%) of voice data of another user, and label names and
numbers of samples of the other voice data. By selecting
and inputting the voice data of the other user via the dis-
play interface 15b, the user in question sends a request
to use the voice data of the other user to the server device
30.
[0050] The voice data of the other user, displayed as

degree of relevance information, is limited to data that
the other user allows in their usability information.
[0051] When input to use the voice data of the other
user is accepted (Yes in S106), the control unit 11 sends
a request to use the data of the selected other user to
the server device 30 via the communication unit 17
(S107).
[0052] Charge information is received from the server
device 30 and displayed on the display unit 15 (S108).
[0053] When voice data collected by another user is
used (Yes in S106), the display unit 15 displays a display
interface 15c such as is shown in FIG. 9. In addition to
displaying a fee for using the current machine learning
performed by the server device 30 (machine learning us-
age fee), the display interface 15c displays a fee to use
the requested voice data of the other user.
[0054] When no voice data of another user is used (No
in S106), i.e., when "start machine learning without using
any data" is selected in the display interface 15b of FIG.
8A, the display unit 15 displays only the machine learning
usage fee on the display unit 15 as charge information.
[0055] The user in question, via the display interface
15c, inputs whether or not to consent to the presented
charge information. When consent is inputted, the control
unit 11 requests to the server device 30 to start machine
learning (S109).
[0056] In step S106, when no voice data of another
user is used (No in S106), the display unit 15 need not
display the charge information.
[0057] The sequence of steps S101-S103 is not limited
to what is described above. Label input may be accepted
and labeling may be executed after voice data is ac-
quired.

1-2-2. Actions of machine learning performed by server 
device 30

[0058] FIG. 6 shows the actions of the server device
30. The input data management unit 311 of the control
unit 31 acquires the voice data and the usability informa-
tion of the data received from the AI control device 10
(S111). The input data management unit 311 determines
the received user-identifying information (S112), classi-
fies and stores the received labeled voice data in the
input data storage unit 334 for each label, and updates
the user management table 331a shown in FIG. 4A
(S113).
[0059] The input data management unit 311 generates
the degree of relevance information described above and
sends this information to the AI control device 10 corre-
sponding to the user-identifying information (S114).
When this happens, the input data management unit 311
also refers to the usability information of the voice data
of the other user, and excludes degree of relevance in-
formation for the unusable voice data of the other user
without generating such information.
[0060] Degree of relevance information is generated
as follows. The input data management unit 311 com-
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pares the label of the labeled voice data from the user
(referred to hereinafter as the subject label) and the labels
of multiple pieces of voice data (other labels) classified
and stored in the input data storage unit 334. The input
data management unit 311 calculates degrees of rele-
vance (%) that other labels have to the subject label on
the basis of criteria such as is shown in FIG. 8B. The
input data management unit 311 specifies voice data as-
signed a label that, among other labels, has a degree of
relevance of a prescribed value or greater (e.g., 60% or
greater). The input data management unit 311 extracts,
from the input data storage unit 334, voice data of which
the degree of relevance of the label is the prescribed
value or greater, generates degree of relevance informa-
tion including the voice data and the calculated degree
of relevance, and sends the information to the AI control
device 10.
[0061] When a request to use voice data of another
user is received from the AI control device 10, which had
referred to the degree of relevance information (Yes in
S115), the voice data of the other user is acquired from
the input data storage unit 334 (S116).
[0062] The input data management unit 311 generates
charge information and sends the charge information to
the AI control device 10 (S117). In step S117, the input
data management unit 311, depending on whether the
usability information acquired in step S111 indicates "us-
able" or "not usable" and also depending on whether or
not there is a use request in step S115, refers to the
charge table 332a to calculate a charge amount, and
generates charge information indicating the amount. Re-
ferring to the charge table 322a shown in FIG. 4B, with
the base being 100 yen, which is the basic fee to generate
a trained model based on voice data assigned one label
("scream" in the example of the present embodiment),
50 yen is discounted when the usability information ac-
quired in step S111 indicates "usable," and 50 yen is
added when a use request is received in step S115 (Yes
in S115); thus is the charge amount calculated.
[0063] Machine learning is executed by the learning
unit 312 (S118). When voice data of another user is not
used (No in S115), machine learning is executed on the
basis of only voice data acquired from the user in ques-
tion. As a result, a trained model is constructed which
learns the characteristics of voice data acquired from the
user in question and senses unknown sounds having the
same characteristics. When voice data of another user
is used (Yes in S115), machine learning is executed on
the basis of voice data of the specified other user in ad-
dition to the voice data acquired from the user in question.
As a result, a trained model is constructed which learns
the characteristics of voice data acquired from the user
in question and of voice data acquired from a specified
other user and senses unknown sounds having the same
characteristics.
[0064] When machine learning is ended (Yes in S119),
the generated trained model is stored in the trained model
storage unit 333 in correspondence with the identifying

information of the user in question (S120).
[0065] The generated trained model is sent to the AI
control device 10 of the corresponding user and is stored
in the trained model storage unit 132 of the storage unit
13. The sending of the trained model from the server
device 30 to the AI control device 10 may be performed
automatically in response to the ending of machine learn-
ing, or may be performed in accordance with a request
from the AI control device 10.

1-2-3. Abnormality detection action performed by AI con-
trol device 10

[0066] The AI control device 10 performs abnormality
detection using the trained model generated by the serv-
er 23. FIG. 10 shows the action of abnormality detection
performed by the AI control device 10. The AI control
device 10 receives a voice from the microphone
18(S121).
[0067] The abnormality detection unit 113 of the control
unit 11 of the AI control device 10 reads out and executes
the trained model stored in the trained model storage unit
132, and determines whether or not the received voice
has any abnormality on the basis of the trained model
described above (S122). That is, the trained model de-
termines that an abnormality has occurred (there is an
abnormality) by detecting a voice having learned char-
acteristics. This means that the user originally detects a
voice corresponding to the label ("scream" in the present
embodiment) assigned in steps S101-S103 of FIG. 5 and
determines the abnormality. In the present embodiment,
there is determined to be an abnormality (Yes in S123)
when a voice corresponding to a scream is detected. The
equipment activation command unit 114 sends a signal
via the contact output unit 19 (S124) in accordance with
the determination that there is an abnormality. As de-
scribed above, when a plurality of microphones 18 are
connected, the equipment activation command unit 114,
via the contact output unit 19, sends a signal to the broad-
casting devices 20 and/or surveillance cameras 40 cor-
responding to microphones 18 that received the voice
determined to be abnormal (S124).
[0068] The specified equipment is activated by the
equipment activation command unit 114 (S125). For ex-
ample, the equipment is set to ON, a warning voice is
outputted if the equipment is the broadcasting device 20,
and video recording is started if the equipment is the sur-
veillance camera 40.
[0069] The Al control device 10 may have a mode (ma-
chine learning mode) for executing actions for machine
learning (steps S101-S109 in FIG. 5) and a mode (ab-
normality detection mode) for executing abnormality de-
tection actions (steps S121-S125 of FIG. 10), and may
switch between the modes and execute the respective
actions. The microphone 18 functions in order to acquire
labeled voice data during machine learning mode, and
functions in order to acquire unknown sounds to detect
abnormalities during abnormality detection mode. The
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AI control device 10 is configured so as to act in machine
learning mode when a trained model has not been stored
in the trained model storage unit 132, and to automatically
switch to abnormality detection mode if a trained model
has been stored in the trained model storage unit 132.

1-3. characteristics, etc.

[0070] The AI control device 10 according to the above
Embodiment 1 acquires input data (e.g., voice data) and
sends the input data to the server device 30 in association
with identifying information capable of identifying the user
of the AI control device 10. The AI control device 10 de-
tects the occurrence of a prescribed event (e.g., a
scream) due to the server device 30 executing a trained
model that is generated separate from the trained models
of other users and that learns the characteristics of the
input data and detects input data having those charac-
teristics from unknown input data. Therefore, the burden
on the user can be reduced in the generation of a trained
model, and a discretionary event detection means can
be realized using a trained model.
[0071] The AI control device 10 according to the above
Embodiment 1 causes the display unit 15 to display the
display interface 15a for accepting label input, and as-
signs a label to input data in accordance with the label
input. Therefore, the user can execute labeling on the
input data in a simple manner.
[0072] The AI control device 10 according to the above
embodiment causes the display unit 15 to display degree
of relevance information that is calculated by the server
device 30 and that indicates the degree of relevance be-
tween labeled input data and labeled input data of an-
other user. Therefore, the user is able to selectively use
another user’s input data that has a high degree of rele-
vance, and there is no need for a user to collect a large
quantity of sample sounds and create labeled voice data.
As such, the burden on the user can be further reduced
in the generation of a trained model, and the accuracy
of the trained model can be improved.
[0073] The server device 30 according to the above
Embodiment 1 receives input data corresponding to iden-
tifying information of a plurality of users from the AI control
devices 10 of the users, stores the received input data
in the storage unit 33, uses the same input data to learn
characteristics of input data for each user, generates a
trained model that detects input data having the same
characteristics from unknown input data, and causes the
storage unit 33 to store the generated trained model by
label. Therefore, input data can be shared among a plu-
rality of users, the burden on the users can be further
reduced in the generation of trained models, and the ac-
curacy of the trained models can be improved.
[0074] The server device 30 according to the above
Embodiment 1 stores usability information for the input
data of the users in the storage unit 33, and manages
the information. Therefore, the input data of users is re-
stricted from being used by other users, and input data

is therefore protected.
[0075] The AI control device 10 and the server device
30 according to the above Embodiment 1 present to the
user a fee for when the user uses machine learning, on
the basis of the usability information and charge informa-
tion managed by the server device 30. The charge differs
depending on whether or not the user has allowed their
own input data to be used, or depending on the amount
of use of input data of other users. Therefore, the user
is given an incentive to allow their own input data to be
used and to use the input data of other users, and the
use of input data in the machine learning of users can be
facilitated.
[0076] The AI control device 10 according to the above
Embodiment 1 activates the connected broadcasting de-
vice 20 and/or surveillance camera 40 on the basis of
abnormality detection using a trained model. Therefore,
the AI control device 10 can have a multi-purpose con-
figuration, and a user-friendly device can be realized.

1-4. Modifications

[0077] In the above example, machine learning is ex-
ecuted when input data is sent from the AI control device
10, but whether or not to execute machine learning may
be decided after waiting for input from the user. For ex-
ample, the user may enter input data multiple times and
machine learning may be executed when a certain
amount of data is obtained.
[0078] In the above example, equipment is activated
when the AI control device 10 determines an abnormality,
but this feature is not provided by way of limitation. For
example, the AI control device 10 may issue a notification
to a facility manager or a security room.
[0079] The Al control device 10 may be designed to be
able to only use the data of another user without input
data of the AI control device 10. For example, after a
label input operation (S101 in FIG. 5) has been performed
on the display interface 15a shown in FIG. 7, the AI control
device 10 sends a request to use the data of another
user to the server device 30 (S107). The display unit 15
displays charge information and information on the de-
gree of relevance between the label inputted by the user
of the AI control device 10 and labeled input data of the
other user (S105 and S108). The user selects labeled
input data of the other user on the basis of the degree of
relevance information, and sends a machine learning re-
quest to the server device 30 when the charge is con-
sented to (S109). The server device 30 executes ma-
chine learning for the user of the AI control device 10 on
the basis of input data of the specified other user.
[0080] In the above example, data usability information
is sent to the server device 30 along with labeled input
data, but may be enabled to be sent separately. In addi-
tion, the user may be given the ability to change data
usability information at any time by an input operation.
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2. Other embodiments

[0081] As described above, embodiments were de-
scribed as examples of the technology disclosed in the
present application. However, these embodiments are
not provided by way of limitation on the technology of the
present disclosure; said technology can also be applied
to embodiments in which changes, substitutions, addi-
tions, omissions, etc., have been made as appropriate.
The constituent elements described in the above embod-
iments can also be combined to create new embodi-
ments.

(1) In Embodiment 1, the AI control device 10 acti-
vated the equipment by contact output via the con-
tact output unit 19, but this feature is not provided
by way of limitation. The AI control device 10 may
activate the equipment via the communication unit
17.
In this case, the pieces of equipment each have a
network connection unit having an IP address. When
an abnormality has been determined, the equipment
activation command unit 114 of the control unit 11
of the AI control device 10 shown in FIG. 1 generates
a signal for activating equipment, sends the signal
to the IP address of the equipment via the commu-
nication unit 17, and activates the equipment in the
same manner as in Embodiment 1. Furthermore, as
described above, when multiple pieces of equipment
(broadcasting device 20, surveillance camera 40)
and multiple microphones 18 corresponding to these
pieces of equipment are installed in different areas,
the microphones 18 may be adapted to IP and con-
nected via the communication unit 17. In the case of
such a configuration, position information of the mi-
crophones 18 and position information of the pieces
of equipment may be registered, and equipment in
the vicinity of a microphone 18 that acquired a voice
determined to be abnormal may be activated. The
AI control device 10 (storage unit 13) or a managing
computer (not shown) connected to the AI control
device 10 retains microphone information (FIG. 11A)
that associates identifying information (IP address)
of the microphones 18 and information on the posi-
tions where the microphones 18 are installed in the
facility, and equipment information (FIGS. 11B, 11C)
that associates identifying information of the equip-
ment and information on the positions where the
equipment is installed in the facility. When an abnor-
mality is detected, the equipment activation com-
mand unit 114 refers to the information shown in FIG.
11A and specifies the position information of the mi-
crophones 18 that acquired the voice determined to
be abnormal. The equipment activation command
unit 114 furthermore specifies equipment near these
microphones 18 from position information of the
speakers shown in FIG. 11B and position information
of the surveillance cameras shown in FIG. 11C, and

sends signals to activate the equipment in the same
manner as in Embodiment 1. For example, when
there are a plurality of broadcasting devices 20 in-
stalled in a facility, the AI control device 10 refers to
the position information shown in FIG. 11B, desig-
nates the IP addresses of one or a plurality of broad-
casting devices 20 in the vicinity of microphones 18
that detected a sound determined to be a "scream,"
sends signals to turn these broadcasting devices 20
on, and causes a warning voice to be outputted.
(2) In Embodiment 1, voice data was given as an
example of input data but is not given by way of lim-
itation. For example, the input data may be image
data. In this case, the AI control device 10 should be
provided with a camera that acquires images instead
of a microphone 18. Image data acquired from the
surveillance camera 40 may also be used. In the
case of image data, machine learning is executed
using, as input data, image data of which the labels
are desired by the user, e.g., keywords such as "sus-
picious actions," "actions in which people are fighting
each other," and "a person has fallen down," and a
trained model that learns characteristics of image
data and detects images having these characteris-
tics from unknown images (video) is generated. In
addition, when an abnormality is detected from im-
age data, turning equipment on and other activations
(e.g., turning a broadcasting device 20 on, outputting
a warning voice, starting image recording by the sur-
veillance camera 40, etc.) are started, as in Embod-
iment 1.
(3) In Embodiment 1 and the above example, the
input data management unit 311 of the server device
30 calculated a degree of relevance in accordance
with a degree of similarity between label names of
input data of a user, but this feature is not provided
by way of limitation. A degree of similarity between
pieces of input data may be calculated in addition to
or instead of a degree of similarity between label
names. For example, when the input data is voice
data, a degree of similarity may be calculated in ac-
cordance with the closeness of numerical values of
characteristic parameters of voice data, such as
height of frequency and magnitude of amplitude.
When the input data is image data, a degree of sim-
ilarity in action patterns or posture patterns in the
image may be calculated as a degree of relevance.
Furthermore, a degree of relevance may be calcu-
lated in consideration of factors such as a degree of
similarity in business types between users and a de-
gree of similarity in the types of facilities where the
AI control devices 10 are used.
(4) In Embodiment 1 and the above example, the
server device 30 may store, in advance, datasets
(e.g., datasets provided by companies that provide
AI platforms and machine learning services) ac-
quired from sources other than users in the storage
unit 33, and allow requesting users to use the data-
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sets.
(5) In Embodiment 1 and the above example, the AI
control devices 10 assign labels to input data due to
users inputting labels, but this feature is not provided
by way of limitation. The server device 30 may ac-
quire unlabeled input data from the AI control devices
10, automatically analyze the input data, and assign
labels.
(6) In Embodiment 1 and the above example, the AI
control devices 10 are provided with both a function
for machine learning and an abnormality detection
function, but this feature is not provided by way of
limitation. Machine learning may be executed with
users labeling input data and sending input data to
the server device 30 not through the AI control de-
vices 10, but through other computer terminals. The
AI control devices 10 may acquire trained models
from the server device 30 and perform the abnor-
mality detection action.
(7) In the present specification, detection of danger-
ous events is not a limitation on abnormality detec-
tion; abnormality detection can include any state or
action that a user wants to detect, i.e., detection of
a predetermined event.
(8) The control units 11, 31 of the AI control devices
10 and the server device 30 may include a processor
configured from a dedicated electronic circuit de-
signed so as to realize a predetermined function. The
control units 11,31 may also be realized using DSP,
a FPGA, an ASIC, and other various processors. The
processor may be configured from one or a plurality
of processors.
(9) The execution sequences of the processes of the
flowcharts shown in FIGS. 5, 6, and 10 are not nec-
essarily limited to what is described in the above em-
bodiment; the execution sequences can be, inter
alia, changed or executed in parallel within a range
that does not deviate from the scope of the invention.
Furthermore, when a plurality of processes are in-
cluded in one step, the plurality of processes includ-
ed in the one step can be executed by one device
or the execution can be shared by a plurality of de-
vices.
(10) The range of the present disclosure includes a
machine learning method and abnormality detection
method executed by the AI control devices 10 and/or
the server device 30, computer programs that exe-
cute said methods, and a computer-readable record-
ing medium that stores said computer programs. The
computer programs may be acquired via, inter alia,
a telecommunications line, a wireless or wired com-
munication line, or a network typified by the Internet.
(11) Part or all of the AI control device 10 and/or the
server device 30 according to the present disclosure
can have a cloud computing configuration in which
one function is shared and processed jointly by a
plurality of devices via a network. The present dis-
closure includes cases in which the term "device"

means a set of a plurality of constituent elements
(devices, modules (components), etc.), and it does
not matter whether or not all of the constituent ele-
ments are in the same housing. In addition, all or
some of the constituent elements may be installed
in a location other than a facility.

KEY

[0082]

1: System
10: AI control device
11: Control unit
12: RAM
13: Storage unit
14: ROM
15: Display unit
15a-15c: Display interfaces
16: Operation unit
17: Communication unit
18: Microphone
20: Broadcasting device
30: Server device
31: Control unit
32: RAM
33: Storage unit
34: ROM
37: Communication unit
40: Surveillance camera
111: Input data acquisition unit
112: Labeling unit
113: Abnormality detection unit
114: Equipment activation command unit
131: Identifying information storage unit
132: Trained model storage unit
311: Input data management unit
312: Learning unit
331: User management table storage unit
331a: User management table
332: Charge table storage unit
332a: Charge table
333: Trained model storage unit
334: Input data storage unit

Claims

1. An AI control device that identifies an individual user
from a plurality of users to receive input data, and
that can be connected to a server device that gen-
erates a trained model on the basis of the input data
for each user; the AI control device comprising:

a first control unit and
a first communication unit connected to the serv-
er device, and wherein
the first control unit
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acquires input data,
associates the acquired input data and identify-
ing information with which the user of the AI con-
trol device can be identified, sends the associ-
ated data and information to the server device
via the first communication unit, and
executes a trained model that is generated sep-
arately from trained models of other users by
the server device using the sent acquired input
data and that learns characteristics of the ac-
quired input data to detect input data having said
characteristics from unknown input data.

2. The AI control device according to claim 1, wherein
the AI control device further comprises a label input
interface that accepts input of a label from the user,

the first control unit assigns a label inputted via
the label input interface to the acquired input da-
ta, generates labeled input data, and sends the
labeled input data to the server device, and
the trained model is a trained model generated
by the server device using the labeled input data.

3. The AI control device according to claim 1, wherein
the AI control device further comprises a label input
interface that accepts input of a label from the user,

the first control unit assigns a label inputted via
the label input interface to the acquired input da-
ta, generates labeled input data, and sends the
labeled input data to the server device, and
the trained model is a trained model generated
by the server device using the received labeled
input data and input data that is assigned a sim-
ilar label having a degree of relevance of a pre-
determined value or greater with the aforemen-
tioned label, this input data being retained in the
server device and received from another user.

4. The AI control device according to claim 1, wherein
the AI control device further comprises an input unit
that accepts input of input data, and

the first control unit
sends the acquired input data inputted via the
input unit to the server device before the trained
model is generated by the server device, and
executes the trained model on the unknown in-
put data inputted via the input unit and performs
detection of input data having said characteris-
tics after the trained model has been generated
by the server device.

5. The AI control device according to claim 1, wherein

the AI control device selectively operates in a
first mode or a second mode and further com-

prises an input unit that accepts input of input
data, and
the first control unit
sends the acquired input data inputted via the
input unit to the server device during operation
in the first mode, and
executes the trained model on the unknown in-
put data inputted via the input unit and performs
detection of input data having said characteris-
tics during operation in the second input mode.

6. The AI control device according to claim 2 or 3,
wherein

the acquired input data is voice data,
the label is a keyword representing a voice, and
the trained model is a trained model that learns
characteristics of the voice data to detect voices
having said characteristics from unknown voic-
es.

7. The AI control device according to claim 4 or 5,
wherein

the input data and the unknown input data are
voice data and
the input unit is a microphone that accepts input
of the voice data.

8. The AI control device according to claim 1, wherein

the first control unit includes a processor and a
storage unit that stores a trained model, and
after the acquired input data has been sent to
the server device, the trained model is received
from the server device via the first communica-
tion unit and stored in the storage unit, and the
processor executes the trained model stored in
the storage unit.

9. The AI control device according to claim 1, wherein

the AI control device further comprises an ex-
ternal interface for sending a signal to external
equipment that activates in response to recep-
tion of a signal, and
the first control unit
activates the external equipment by sending
said signal via the external interface when the
trained model is executed and input data having
said characteristics is detected.

10. A server device that can be connected to a plurality
of AI control devices used by a plurality of users; the
server device comprising:

a second control unit,
a second communication unit connected to the
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plurality of AI control devices, and
a second storage unit, wherein
the second control unit
receives input data associated with information
that identifies the users from the AI control de-
vices of the plurality of users via the second com-
munication unit,
stores the received input data in the second stor-
age unit,
uses the received input data to learn character-
istics of the received input data for each user
and generate a trained model that detects input
data having said characteristics from unknown
input data, and
causes the second storage unit to store a gen-
erated trained model for each user.

11. The server device according to claim 10, wherein

the received input data is labeled input data as-
signed a label inputted by a user who is a sender
of the received input data,
the second control unit, in response to receiving
the labeled input data from a first user, gener-
ates a trained model for the first user using the
received labeled input data, and
the second control unit sends the trained model
for the first user to the AI control device of the
first user via the second communication unit and
causes the AI control device of the first user to
execute the trained model for the first user.

12. The server device according to claim 10, wherein

the received input data is labeled input data as-
signed a label inputted by a user who is a sender
of the received input data, and
the second control unit
causes the second storage unit to store the la-
beled input data in accordance with the label,
and
in response to receiving the labeled input data
from a first user, generates the trained model
using said received labeled input data and input
data that is assigned a similar label having a
degree of relevance of a predetermined value
or greater with the label of said labeled input
data received from the first user, and that had
been received previously from a user other than
the first user and stored in the second storage
unit.

13. The server device according to claim 10, wherein

the received input data is labeled input data as-
signed a label inputted by a user who is a sender
of the received input data, and
the second control unit:

causes the second storage unit to store the
labeled input data in accordance with the
label;
in response to receiving the labeled input
data from a first user, specifies input data
that is assigned a similar label having a de-
gree of relevance of a predetermined value
or greater with the label of said labeled input
data received from the first user, and that
had been received previously from a user
other than the first user and stored in the
second storage unit, and presents degree
of relevance information indicating the la-
beled input data of the other user on the AI
control device of the first user via the second
communication unit; and
in response to a request received via the
second communication unit from the AI con-
trol device of the first user who was present-
ed with the degree of relevance information,
selectively either
generates a trained model using the labeled
input data received from the first user or
generates a trained model using the labeled
input data received from the first user and
labeled input data of the other user indicated
by the degree of relevance information.

14. The server device according to claim 12, wherein

the labeled input data includes usability informa-
tion that is inputted by the user who is the sender
of the labeled input data and that indicates
whether or not the labeled input data can be
used by another user, and
the second control unit
generates the trained model using labeled input
data that, among labeled input data previously
received from a user other than the first user and
stored in the second storage unit, includes af-
firmative usability information.

15. The server device according to claim 13, wherein

the labeled input data includes usability informa-
tion that is inputted by the user who is the sender
of the labeled input data and that indicates
whether or not the labeled input data can be
used by another user, and
the second control unit
generates the trained model using only labeled
input data that, among labeled input data of a
user other than the first user indicated by the
degree of relevance information, includes af-
firmative usability information.

16. The server device according to claim 12 or 13,
wherein
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the second storage unit furthermore retains a
charge table including a unit price for generating
a trained model using labeled input data of the
first user and a unit price needed to use labeled
input data of the other user, and
the second control unit,
along with generating the trained model accord-
ing to the labeled input data received from the
first user, refers to the charge table to calculate
an amount to be charged to the first user, and
sends the amount to an AI control device 10 of
the first user via the second communication unit.

17. The server device according to claim 14 or 15,
wherein

the second storage unit furthermore retains a
charge table including a unit price for generating
a trained model using labeled input data of the
first user, a unit price needed to use labeled input
data of the other user, and a unit price decided
in accordance with the usability indicated by the
usability information, and
the second control unit,
along with generating the trained model accord-
ing to the labeled input data received from the
first user, refers to the charge table to calculate
an amount to be charged to the first user, and
sends the amount to an AI control device 10 of
the first user via the second communication unit.

18. An AI control method using a server device that can
be connected to a plurality of AI control devices used
by a plurality of users; the method comprising:

receiving input data associated with identifying
information of the plurality of users from the AI
control devices of the users,
storing the received input data in a storage unit,
learning characteristics of the received input da-
ta for each user using the received input data
and generating a trained model that detects in-
put data having said characteristics from un-
known input data, and
storing a generated trained model in the storage
unit for each user.
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