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Description
RELATED APPLICATION

[0001] This application claims priority to Chinese Patent Application No. 202010840924 .8, filed with the China National
Intellectual Property Administration on August 20, 2020, which is incorporated herein by reference in its entirety.

FIELD OF THE TECHNOLOGY

[0002] This application relates to information processing technologies in the field of computer application, and in
particular, to an abnormal behavior detection method and apparatus, an electronic device, and a computer-readable
storage medium.

BACKGROUND OF THE APPLICATION

[0003] With the rapid development of the computer application technologies, an application with various network
functions is more widely applied. However, during application of the network functions, malicious processing such as
false brushing or stolen account payment is often performed in an abnormal manner. In view of this, to improve the
network security, abnormal behavior detection has become increasingly important.

[0004] Generally,abnormal behavior detection is usually performed inan unsupervised manner. Forexample, historical
behavior information is clustered to obtain a plurality of clusters, and after to-be-detected behavior information is obtained,
the abnormality of the to-be-detected behavior information is determined by judging an ownership relationship between
the to-be-detected behavior information and the plurality of clusters. However, during the abnormal behavior detection,
since a feature dimension of the to-be-detected behavior information is low, in a case that clustering processing is
performed based on the low-dimensional feature to determine a detection result, an error is probably existed in the
detection result, resulting in a relatively low accuracy of the abnormal behavior detection.

SUMMARY

[0005] Embodiments of this application provide an abnormal behavior detection method and apparatus, an electronic
device, and a computer-readable storage medium, to improve the accuracy of abnormal behavior detection.

[0006] Technical solutions in the embodiments of this application are implemented as follows:

[0007] Anembodiment of this application provides an abnormal behavior detection method, performed by an electronic
device, the method including:

obtaining to-be-detected behavior information, the to-be-detected behavior information including a first target object,
a second target object, and a target data volume;

obtaining a first target sub-model corresponding to the first target object from a first preset object model;
determining an abnormal data volume from the first target sub-model based on a preset model parameter, and
determining a first detection result corresponding to the to-be-detected behavior information based on a comparison

result between the target data volume and the abnormal data volume;

obtaining a second target sub-model corresponding to the second target object and having a highest similarity with
the first target sub-model from a second preset object model;

obtaining a target maximum data volume corresponding to the second target sub-model, and determining a second
detection result corresponding to the to-be-detected behavior information based on a comparison result between

the target data volume and the target maximum data volume; and

determining a target detection result of the to-be-detected behavior information according to the first detection result
and the second detection result.

[0008] An embodiment of this application provides an abnormal behavior detection apparatus, including:

an information obtaining module, configured to obtain to-be-detected behavior information, the to-be-detected be-
havior information including a first target object, a second target object, and a target data volume;
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a first detection module, configured to obtain a first target sub-model corresponding to the first target object from a
first preset object model,

the first detection module being further configured to determine an abnormal data volume from the first target sub-
model based on a preset model parameter, and determine a first detection result corresponding to the to-be-detected
behavior information based on a comparison result between the target data volume and the abnormal data volume;

a second detection module, configured to obtain a second target sub-model corresponding to the second target
object and having a highest similarity with the first target sub-model from a second preset object model,

the second detection module being further configured to obtain a target maximum data volume corresponding to
the second target sub-model, and determine a second detection result corresponding to the to-be-detected behavior
information based on a comparison result between the target data volume and the target maximum data volume; and

a result determination module, configured to determine a target detection result of the to-be-detected behavior
information according to the first detection result and the second detection result.

[0009] An embodiment of this application provides an electronic device for abnormal behavior detection, including
a memory, configured to store executable instructions; and

aprocessor, configured toimplement, when executing the executable instructions stored in the memory, the abnormal
behavior detection method provided in this embodiment of this application.

[0010] An embodiment of this application provides a computer-readable storage medium, storing executable instruc-
tions, the executable instructions, when executed by a processor, causing the processor to implement the abnormal
behavior detection method provided in this embodiment of this application.

[0011] The embodiments of this application have at least the following beneficial effects: In a case that the to-be-
detected behavior information includes three dimensional features of the first target object, the second target object,
and the target data volume, when the target detection result of whether the to-be-detected behavior information is
abnormal is determined according to results of respectively comparing the target data volume with the abnormal data
volume and the target maximum data volume, since the abnormal data volume is an abnormality judgment condition for
the first target object determined based on the first preset object model, and the target maximum data volume is an
abnormality judgment condition for the second target object determined based on the second preset object model, in a
low-dimensional feature, whether the target data volume is within a preset interval is determined from two dimensions
of the first target object and the second target object, to further accurately obtain the target detection result of whether
the to-be-detected behavior information is abnormal, thereby improving the accuracy of abnormal behavior detection.

BRIEF DESCRIPTION OF THE DRAWINGS
[0012]

FIG. 1 is an optional schematic architecture diagram of an abnormal behavior detection system according to an
embodiment of this application.

FIG. 2 is a schematic diagram of a composition structure of a server in FIG. 1 according to an embodiment of this
application.

FIG. 3 is an optional schematic flowchart of an abnormal behavior detection method according to an embodiment
of this application.

FIG. 4 is an exemplary schematic diagram of determining an abnormal data volume according to an embodiment
of this application.

FIG. 5is another optional schematic flowchart of an abnormal behavior detection method according to an embodiment
of this application.

FIG. 6a is an exemplary schematic diagram of a to-be-converted data volume according to an embodiment of this
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application.
FIG. 6bis an exemplary schematic diagram of data volume conversion according to an embodiment of this application.
FIG. 7 is an exemplary schematic diagram of obtaining a similarity according to an embodiment of this application.

FIG. 8 is an exemplary schematic diagram of obtaining a merged sub-model according to an embodiment of this
application.

FIG. 9 is an exemplary schematic flowchart of abnormal behavior detection according to an embodiment of this
application.

FIG. 10 is an exemplary schematic diagram of obtaining a model according to an embodiment of this application.
FIG. 11 is an exemplary schematic diagram of a model according to an embodiment of this application.
DESCRIPTION OF EMBODIMENTS

[0013] To make the objectives, technical solutions, and advantages of this application clearer, the following describes
this application in further detail with reference to the accompanying drawings. The described embodiments are not to
be considered as a limitation to this application. All other embodiments obtained by a person of ordinary skill in the art
without creative efforts shall fall within the protection scope of this application.

[0014] In the following descriptions, related "some embodiments" describe a subset of all possible embodiments.
However, it may be understood that the "some embodiments" may be the same subset or different subsets of all the
possible embodiments, and may be combined with each other without conflict.

[0015] In the following descriptions, the included term "first/second" is merely intended to distinguish similar objects
but does not necessarily indicate a specific order of an object. It may be understood that "first/second" is interchangeable
in terms of a specific order or sequence if permitted, so that the embodiments of this application described herein can
be implemented in a sequence in addition to the sequence shown or described herein.

[0016] Unless otherwise defined, meanings of all technical and scientific terms used in the embodiments of this ap-
plication are the same as those usually understood by a person skilled in the art to which this application belongs. Terms
used in the embodiments of this application are merely intended to describe objectives of the embodiments of this
application, but are not intended to limit this application.

[0017] Before the embodiments of this application are further described in detail, a description is made on nouns and
terms in the embodiments of this application, and the nouns and terms in the embodiments of this application are
applicable to the following explanations.

1) Abnormal behavior detection: It refers to detection of whether data corresponding to a user’s operation behavior
conforms to a preset operation process or an actual process, for example, detection of stolen account payment and
false brushing.

2) Offline environment: It refers to a platform for processing massive f data (for example, billion-level data) based
on a data mining tool (for example, "hadoop" and "spark"). Usually there is a relatively high delay (for example, a
delay of one day), causing poor real-time performance.

3) Real-time/online environment: It is used for a platform for efficiently storing and computing to-be-processed data
in real time, a delay is usually within milliseconds, the complexity is low, and the real-time performance is relatively
high.

[0018] Generally, abnormal behavior detection is usually implemented in an unsupervised and supervised manner.
In a case that abnormal behavior detection is performed in an unsupervised manner, it indicates that an unsupervised
algorithm is applied to the abnormal behavior detection. For example, in a case that behavior information in an application
scenario obeys mixture Gaussian distribution, during abnormal behavior detection, whether to-be-detected behavior
information is abnormal may be determined by judging whether the to-be-detected behavior information obeys mixture
Gaussian distribution. In another example, historical behavior information is clustered to obtain a plurality of clusters,
and after to-be-detected behavior information is obtained, the abnormality of the to-be-detected behavior information is
determined by judging an ownership relationship between the to-be-detected behavior information and the plurality of
clusters. In still another example, behavioral information corresponding to an isolated point in a space is determined as
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abnormal behavioral information by using an outlier detection algorithm (for example, an isolation forest algorithm).
However, when abnormal behavior detection is performed in an unsupervised manner, the feature is low-dimensional
in a case that the to-be-detected behavior information includes three dimensional features of a first target object, a
second target object, and a target data volume (for example, a user, a merchant, and an amount; a user, a product, and
an amount; or a user, an article, and views); and when detection is performed based on the low-dimensional feature in
an unsupervised manner to determine a detection result, an error is probably existed in the detection result, resulting in
a relatively low accuracy of the abnormal behavior detection. In addition, in a case that a feature of more than three
dimensions is obtained for unsupervised detection, a detection duration is relatively long due to a relatively high feature
dimension/complexity, resulting in poor real-time performance of the detection.

[0019] In a case that abnormal behavior detection is performed in a supervised manner, it indicates that a sample is
labeled, a network model is trained by using a sample feature and labeled information, and then whether the to-be-
detected behavior information is abnormal is detected by using the network model. However, when abnormal behavior
is performed in a supervised manner, the sample needs to be labeled, and it is less feasible to perform labeling in a
case that a data volume of the sample is relatively large, for example, reaches a level of hundred million. For example,
in a case that whether payment is abnormal is detected, since hundreds of millions of payments are generated every
day, it is less feasible to perform manual labeling. In addition, a long labeling duration may result in a relatively long
duration for network model training. After the network model is trained, the trained network model may no longer be
applicable to the current application scenario in a case that the behavior information in the application scenario changes
rapidly and abnormal behavior detection in the application scenario is time-based. As a result, labeling is less feasible
and cannot be applied to an application scenario with higher timeliness.

[0020] In view of this, embodiments of this application provide an abnormal behavior detection method and apparatus,
an electronic device, and a computer-readable storage medium, which can quickly and accurately perform abnormal
behavior detection and is applicable to an application scenario with higher timeliness.

[0021] The following describes an exemplary application of an electronic device for abnormal behavior detection
(hereinafter briefly referred to as an abnormal behavior detection device) provided in the embodiments of this application.
The abnormal behavior detection device provided in the embodiments of this application may be implemented as various
types of terminals such as a notebook computer, a tablet computer, a desktop computer, a set top box, or a mobile
device (such as a mobile phone, a portable music player, a personal digital assistant, a dedicated messaging device, a
portable game device, an in-vehicle device, a smartphone, or a smart watch), or may be implemented as a server. An
exemplary application in which the device is implemented as a server is described below.

[0022] Referring to FIG. 1, FIG. 1 is an optional schematic architecture diagram of an abnormal behavior detection
system according to an embodiment of this application. As shown in FIG. 1, to support an abnormal behavior detection
application, in an abnormal behavior detection system 100, terminals 200 (where a terminal 200-1 and a terminal 200-2
are shown as an example) are connected to a server 400 (the abnormal behavior detection device) through a network
300. The network 300 may be a wide area network, a local area network, or a combination of thereof. In addition, the
abnormal behavior detection system 100 further includes a database 500.

[0023] The database 500 is configured to store a first preset object model and a second preset object model, and
provide the first preset object model and the second preset object model to the server 400, to implement abnormal
behavior detection.

[0024] Theterminal 200-1 is configured to receive a payment operation by a user through a control 200-111 (a payment
button is exemplarily shown) on a graphical interface 200-11, send, in response to the payment operation, to-be-detected
behavior information including a merchant (a first target object), a user (a second target object), and an amount (a target
data volume) to the server 400 through the network 300, receive, through the network 300, a target detection result sent
by the server 400, and display the target detection result on a graphical interface 200-12.

[0025] The terminal 200-2 is configured to receive a reading operation by the user through a control 200-211 (a reading
button is exemplarily shown) on a graphical interface 200-21, send, in response to the reading operation, to-be-detected
behavior information including an article (a first target object), a user (a second target object), and views (a target data
volume) to the server 400 through the network 300, receive, through the network 300, a target detection result sent by
the server 400, and display the target detection result on a graphical interface 200-22.

[0026] The server 400 is configured to: obtain to-be-detected behavior information from the terminals 200 through the
network 300, the to-be-detected behavior information including a first target object, a second target object, and a target
data volume; obtain a first target sub-model corresponding to the first target object from a first preset object model
provide by the database 500; determine an abnormal data volume from the first target sub-model based on a preset
model parameter, and determine a first detection result corresponding to the to-be-detected behavior information by
comparing the target data volume with the abnormal data volume; obtain a second target sub-model corresponding to
the second target object and having a highest similarity with the first target sub-model from a second preset object model
provided by the database 500; obtain a target maximum data volume corresponding to the second target sub-model,
and determine a second detection result corresponding to the to-be-detected behavior information by comparing the
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target data volume with the target maximum data volume; determine a target detection result of the to-be-detected
behavior information according to the first detection result and the second detection result; and send the target detection
result to the terminals 200 through the network 300.

[0027] In some embodiments, the server 400 may be an independent physical server, or may be a server cluster or
adistributed system formed by a plurality of physical servers, or may be a cloud server that provides basic cloud computing
services such as a cloud service, a cloud database, cloud computing, a cloud function, cloud storage, a network service,
cloud communication, a middleware service, a domain name service, a security service, a content delivery network
(CDN), big data, and an artificial intelligence platform. The terminal and the server may be directly or indirectly connected
in a wired or wireless communication manner. This is not limited in the embodiments of the present disclosure.

[0028] Referring to FIG. 2, FIG. 2 is a schematic diagram of a composition structure of a server in FIG. 1 according
to an embodiment of this application. The server 400 shown in FIG. 2 includes at least one processor 410, a memory
450, at least one network interface 420, and a user interface 430. Components in the server 400 are coupled together
by using a bus system 440. It may be understood that the bus system 440 is configured to implement connection and
communication between the components. In addition to a data bus, the bus system 440 further includes a power bus,
a control bus, and a status signal bus. However, for ease of clear description, all types of buses are marked as the bus
system 440 in FIG. 2.

[0029] The processor 410 may be an integrated circuit chip having a signal processing capability, for example, a
general purpose processor, a digital signal processor (DSP), or another programmable logic device (PLD), discrete gate,
transistor logical device, or discrete hardware component. The general purpose processor may be a microprocessor,
any conventional processor, or the like.

[0030] The userinterface 430 includes one or more output apparatuses 431 that enable presentation of media content,
including one or more speakers and/or one or more visualization displays. The user interface 430 further includes one
or more input apparatuses 432, including user interface components helping a user input, such as a keyboard, a mouse,
a microphone, a touch display screen, a camera, and other input buttons and controls.

[0031] The memory 450 may be aremovable memory, a non-removable memory, or a combination thereof. Exemplary
hardware devices include a solid-state memory, a hard disk drive, an optical disc driver, or the like. The memory 450
optionally includes one or more storage devices physically away from the processor 410.

[0032] The memory 450 includes a volatile memory or a non-volatile memory, or may include both a volatile memory
and a non-volatile memory. The non-volatile memory may be a read-only memory (ROM), and the volatile memory may
be a random access memory (RAM). The memory 450 described in this embodiment of this application includes any
suitable type of memory.

[0033] In some embodiments, the memory 450 may store data to support various operations. Examples of the data
include programs, modules, and data structures, or a subset or a superset thereof. The descriptions are made below
by using examples.

[0034] An operating system 451 includes a system program configured to process various basic system services and
perform a hardware-related task, for example, a framework layer, a core library layer, and a driver layer, and is configured
to implement various basic services and process a hardware-related task.

[0035] A network communication module 452 is configured to reach another computing device through one or more
(wired or wireless) network interfaces 420. Exemplary network interfaces 420 include: Bluetooth, wireless compatible
authentication (Wi-Fi), a universal serial bus (USB), and the like.

[0036] A display module 453 is configured to display information by using an output apparatus 431 (for example, a
display screen or a speaker) associated with one or more user interfaces 430 (for example, a user interface configured
to operate a peripheral device and display content and information).

[0037] An input processing module 454 is configured to detect one or more user inputs or interactions from one of the
one or more input apparatuses 432 and translate the detected input or interaction.

[0038] In some embodiments, the abnormal behavior detection apparatus provided in this embodiment of this appli-
cation may be implemented in a form of software. FIG. 2 shows an abnormal behavior detection apparatus 455 stored
in the memory 450, which may be software in a form such as a program and a plug-in, and includes the following software
modules: an information obtaining module 4551, a first detection module 4552, a second detection module 4553, a result
determination module 4554, and a model obtaining module 4555. Such modules are logical, and therefore may be
randomly combined or further divided according to a function to be implemented. A function of each module is described
below.

[0039] In some other embodiments, the abnormal behavior detection apparatus provided in this embodiment of this
application may be implemented by using hardware. For example, the abnormal behavior detection apparatus provided
in this embodiment of this application may be a processor in a form of a hardware decoding processor, programmed to
perform the abnormal behavior detection method provided in the embodiments of this application. For example, the
processor in the form of a hardware decoding processor may use one or more application-specific integrated circuits
(ASIC), a DSP, a programmable logic device (PLD), a complex programmable logic device (CPLD), a field-programmable
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gate array (FPGA), or other electronic components.

[0040] The abnormal behavior detection method provided in the embodiments of this application is described below
with reference to an exemplary application in which the abnormal behavior detection device provided in this embodiment
of this application is implemented as a server.

[0041] Referring to FIG. 3, FIG. 3 is an optional schematic flowchart of an abnormal behavior detection method
according to an embodiment of this application, and the method is described with reference to steps shown in FIG. 3.
[0042] S301: Acquire to-be-detected behavior information, the to-be-detected behavior information including a first
target object, a second target object, and a target data volume.

[0043] In this embodiment of this application, in a case that the user performs an operation on a functional application
in a terminal, for example, performing payment, reading an article, or clicking on an advertisement, the terminal generates
operation data in response to the operation performed by the user, and sends the operation data to the server, and then
the server receives the to-be-detected behavior information. In this way, the to-be-detected behavior information is
obtained.

[0044] The to-be-detected behavior information is a detection object, including a first target object, a second target
object, and a target data volume. The first target object is an operated object, for example, an advertisement, a merchant,
a product, or an article. The second target object is an operation object, for example, a user, or the like. The target data
volume is a data volume generated by performing an operation on the first target object by the second target object, for
example, an amount, clicks, or views.

[0045] S302: Obtain a first target sub-model corresponding to the first target object from a first preset object model.
[0046] In this embodiment of this application, the server pre-stores the first preset object model, or the server can
obtain the first preset object model in advance. The first preset object model is a model corresponding to each first
object, and the model is data volume distribution information. Since the first target object is a first object, the server can
obtain a model corresponding to the first target object from the first preset object model. In this case, the first target sub-
model is obtained.

[0047] In other words, the first preset object model is a correspondence between first objects and the data volume
distribution information. Since the first target object is a first object, on the basis of the correspondence between the first
objects and the data volume distribution information, the server matches the first target object with each first object in
the correspondence between the first objects and the data volume distribution information, to obtain a first object from
the first objects through matching, and determines data volume distribution information corresponding to the matched
first object as the first target sub-model.

[0048] The first target sub-model is data volume distribution information corresponding to the first target object, for
example, a histogram of an amount corresponding to a merchant A, or distribution of views corresponding to an article B.
[0049] In addition, in this embodiment of this application, in a case that the model corresponding to the first target
object is not obtained from the first preset object model, the server constructs a first target sub-model for the first target
object, and adds the first target sub-model corresponding to the first target object to the first preset object model.
[0050] S303: Determine an abnormal data volume from the first target sub-model based on a preset model parameter,
and determine a first detection result corresponding to the to-be-detected behavior information based on a comparison
result between the target data volume and the abnormal data volume.

[0051] In this embodiment of this application, the server stores the preset model parameter, or the server can obtain
the preset model parameter in advance. The preset model parameter is a preset quantile in the data volume distribution
information, and is used for determining a preset range of a data volume corresponding to the first target object. The
determined presetinterval of the data volume corresponding to the first target object is an abnormality judgment condition
corresponding to the first target object. Therefore, the server can determine a target position corresponding to the preset
model parameter from the first target sub-model, where a data volume of the target position is the abnormal data volume.
Next, after comparing the target data volume with the abnormal data volume, the server can determine whether the
target data volume is within the preset interval (ranging from zero to the abnormal data volume) of the data volume
corresponding to the first target object according to the comparison result between the target data volume and the
abnormal data volume. In this case, the first detection result corresponding to the to-be-detected behavior information
is obtained.

[0052] The first detection result is a result of whether the to-be-detected behavior information is abnormal determined
for the first target object. In a case that the target data volume is greater than the abnormal data volume, it indicates
that the target data volume exceeds the preset interval of the data volume corresponding to the first target object, and
the server determines the first detection result that the to-be-detected behavior information is abnormal with respect to
the first target object. In a case that the target data volume is less than or equal to the abnormal data volume, it indicates
that the target data volume is within the preset interval of the data volume corresponding to the first target object, and
the server determines the first detection result that the to-be-detected behavior information is normal with respect to the
first target object.

[0053] Exemplarily, referring to FIG. 4, FIG. 4 is an exemplary schematic diagram of determining an abnormal data
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volume according to an embodiment of this application. As shown in FIG. 4, in a histogram 4-1 (the first target sub-
model), a transverse axis is an amount value, and a longitudinal axis is a probability value. Probability values of amount
segments in the histogram 4-1 are superimposed in ascending order of the amount value in a case that the preset model
parameter is the 99t quantile, and in a case that a superposition resultis greater than 99%, an amount value corresponding
to a position 14-2 (which is a target position, a probability of an amount less than an amount value corresponding to the
position 14-2 is greater than 99%) is the abnormal data volume.

[0054] S304: Obtain a second target sub-model corresponding to the second target object and having a highest
similarity with the first target sub-model from a second preset object model.

[0055] In this embodiment of this application, the server pre-stores the second preset object model, or the server can
obtain the second preset object model in advance. The second preset object model is a model set formed by each piece
of data volume distribution information corresponding to the second object with respect to each first object. Since the
second target object is a second object, the server can obtain a model group corresponding to the second target object
from the second preset object model, and match a model having a highest similarity with the first target sub-model from
the obtained model group corresponding to the second target object, so that the second target sub-model is obtained.
[0056] In other words, in the second preset object model, the server matches each second target object with the
second objects to obtain matched each piece of data volume distribution information (the model group) corresponding
to the second object with respect to the each first object, and further obtains data volume distribution information most
similar to the obtained first target sub-model from the each piece of data volume distribution information, where the data
volume distribution information most similar to the first target sub-model is the second target sub-model. Data volume
distribution information corresponding to the each first object in the first preset object model is different from data volume
distribution information corresponding to the each first object in the second preset object model, the data volume distri-
bution information corresponding to the each first object in the second preset object model is obtained by processing
the data volume distribution information corresponding to the each first object in the first preset object model, which is
data volume distribution information corresponding to the second object with respect to the first object.

[0057] The second target sub-model is data volume distribution information corresponding to the second target object
with respect to the first target object, for example, an amount histogram of a user C with respect to the merchant A, or
distribution of views of a user D with respect to the article B.

[0058] S305: Obtain a target maximum data volume corresponding to the second target sub-model, and determine a
second detection result corresponding to the to-be-detected behavior information based on a comparison result between
the target data volume and the target maximum data volume.

[0059] In this embodiment of this application, after the server obtains the second target sub-model, since the second
preset object model not only includes a model group corresponding to each second object, but also includes a maximum
data volume corresponding to the each second object, the server determines the target maximum data volume based
on a maximum data volume corresponding to the second target object in the second preset object model. In other words,
the target maximum data volume may be the maximum data volume corresponding to the second target object, or may
be determined based on the maximum data volume corresponding to the second target object in the second preset
object model. This is not specifically limited in this embodiment of this application.

[0060] In this case, the server obtains the target maximum data volume, so that a preset interval of a data volume
corresponding to the second target object is determined, where the determined preset interval of the data volume
corresponding to the second target object is an abnormality judgment condition corresponding to the second target
object. Therefore, after comparing the target data volume with the target maximum data volume, the server can determine
whether the target data volume is within the preset interval (ranging from zero to the target maximum data volume) of
the data volume corresponding to the second target object according to the comparison result between the target data
volume and the target maximum data volume. In this case, the second detection result corresponding to the to-be-
detected behavior information is obtained.

[0061] The second detection result is a result of whether the to-be-detected behavior information is abnormal deter-
mined for the second target object. In a case that the target data volume is greater than the target maximum data volume,
it indicates that the target data volume exceeds the preset interval of the data volume corresponding to the second target
object, and the server determines the second detection result that the to-be-detected behavior information is abnormal
with respect to the second target object. In a case that the target data volume is less than or equal to the target maximum
data volume, it indicates that the target data volume is within the preset interval of the data volume corresponding to the
second target object, and the server determines the second detection result that the to-be-detected behavior information
is normal with respect to the second target object.

[0062] S306: Determine a target detection result of the to-be-detected behavior information according to the first
detection result and the second detection result.

[0063] In this embodiment of this application, after obtaining the first detection result and the second detection result,
the server determines the target detection result of the to-be-detected behavior information according to the first detection
result and the second detection result. The target detection result indicates whether the to-be-detected behavior infor-
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mation is abnormal.

[0064] The determining, by the server, a target detection result of the to-be-detected behavior information according
to the first detection result and the second detection result includes: in a case that the first detection result is that the to-
be-detected behavior information is abnormal with respect to the first target object and the second detection result is
that the to-be-detected behavior information is abnormal with respect to the second target object, determining, by the
server, the target detection result including that the to-be-detected behavior information is abnormal; in a case that the
first detection result is that the to-be-detected behavior information is normal with respect to the first target object and
the second detection result is that the to-be-detected behavior information is abnormal with respect to the second target
object, determining, by the server, the target detection result including that the to-be-detected behavior information is
abnormal, determining the target detection result including that the to-be-detected behavior information is normal, and
determining the to-be-detected behavior information as to-be-audited behavior information, to further detect by performing
intelligent detection processing in manual manner; in a case that the first detection result is that the to-be-detected
behavior information is normal with respect to the first target object and the second detection result is that the to-be-
detected behavior information is normal with respect to the second target object, determining, by the server, the target
detection result including that the to-be-detected behavior information is normal; and in a case that the first detection
result is that the to-be-detected behavior information is abnormal with respect to the first target object and the second
detection result is that the to-be-detected behavior information is normal with respect to the second target object, de-
termining, by the server, the target detection result including that the to-be-detected behavior information is normal,
determining the target detection resultincluding that the to-be-detected behavior information is abnormal, and determining
the to-be-detected behavior information as to-be-audited behavior information, to further detect by performing intelligent
detection processing in manual manner.

[0065] Inthisembodimentofthis application, after obtaining the target detection result, the server may further determine
target processing information according to the target detection result. The target processing information is a processing
manner for the to-be-detected behavior information, for example, when the to-be-detected behavior information is the
payment operation, in a case that the target detection result is that the to-be-detected behavior information is abnormal,
the target processing information is the processing of blocking the payment operation. In another example, when the
to-be-detected behavior information is advertisement clicking, in a case that the target detection result is that the to-be-
detected behavior information is abnormal, the target processing information is the processing of blocking the adver-
tisement clicking.

[0066] It may be understood that, in a case that the to-be-detected behavior information includes three dimensional
features of the first target object, the second target object, and the target data volume, when the target detection result
of whether the to-be-detected behavior information is abnormal is determined according to results of respectively com-
paring the target data volume with the abnormal data volume and the target maximum data volume, since the abnormal
data volume is an abnormality judgment condition for the first target object determined based on the first preset object
model, and the target maximum data volume is an abnormality judgment condition for the second target object determined
based on the second preset object model, in a low-dimensional feature, whether the target data volume is within a preset
interval is determined from two dimensions of the first target object and the second target object, to further accurately
obtain the target detection result of whether the to-be-detected behavior information is abnormal, so that the accuracy
of abnormal behavior detection is relatively high.

[0067] Referring to FIG. 5, FIG. 5 is another optional schematic flowchart of an abnormal behavior detection method
according to an embodiment of this application. As shown in FIG. 5, in this embodiment of this application, before S302,
the method further includes S307 to S311. In other words, before the obtaining, by the server, a first target sub-model
corresponding to the first target object from a first preset object model, the abnormal behavior detection method further
includes S307 to S311. The steps are described as follows:

[0068] S307: Obtain a behavior information sample.

[0069] In this embodiment of this application, the server obtains behavior information in a current cycle, so that the
behavior information sample is obtained, for example, payment orders in a last week, or reading records in a last month.
The current cycle refers to the most recent preset cycle.

[0070] The behavior information sample is a set formed by behavior information corresponding to a first object, a
second object, and a data volume in a current cycle, and therefore, each piece of behavior information in the behavior
information sample includes the first object, the second object, and the data volume.

[0071] S308: Aggregate the behavior information sample according to a first preset object type to obtain a data volume
set corresponding to each first object, construct a first sub-model corresponding to the each first object according to the
data volume set, and determine each constructed first sub-model corresponding to the each first object as the first preset
object model.

[0072] After obtaining the behavior information sample, the server aggregates the behavior information sample ac-
cording to different preset types, to obtain the first preset object model and the second preset object model. The different
preset types include a first preset object type (for example, a merchant type or a product type) and a second preset
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object type (for example, a user), where the first preset object type is an object type to which the first object belongs,
and the second preset object type is an object type to which the second object belongs. Therefore, the data volume set
corresponding to the each first object is obtained in a case that the server aggregates the behavior information sample
according to the first preset object type, to obtain each data volume corresponding to each first object.

[0073] The object type corresponding to each first object is the first preset object type. The data volume set is a set
formed by a data volume of the each first object with respect to the second object.

[0074] In this embodiment of this application, after obtaining the data volume set, the server determines data volume
distribution information corresponding to each first object according to the data volume set, so that the first sub-model
corresponding to the each first object is constructed. The first sub-model corresponding to the each first object is obtained
after the first sub-model corresponding to the each first object is constructed, where the first sub-model corresponding
to the each first object is the first preset object model. The each first object refers to any object in the first objects, and
the first preset object model refers to a set formed by the first sub-model of the each first object. The first target sub-
model is a first sub-model.

[0075] S309: Aggregate the behavior information sample according to a second preset object type, to obtain a first
object set and a maximum data volume corresponding to each second object.

[0076] In this embodiment of this application, the first object set corresponding to the each second object is obtained
in a case that the server aggregates the behavior information sample according to the second preset object type, to
obtain the first object corresponding to the each second object. Each data volume corresponding to the each second
object is further obtained in a case that the server aggregates the behavior information sample according to the second
preset object type, and a maximum data volume is selected from the each data volume corresponding to the each second
object, so that the maximum data volume corresponding to the each second object.

[0077] S310: Traverse the first object set, and construct at least one second object sub-model based on the first sub-
model corresponding to the traversed first object.

[0078] In this embodiment of this application, after obtaining the first object set, the server traverses the first objects
in the first object set, and the traversed first objects is matched with the first objects in the first preset object model,
where a model corresponding to a matched first object is a first sub-model corresponding to the traversed first object.
The server constructs the at least one second object sub-model corresponding to the each second object by using the
first sub-model corresponding to the traversed first object.

[0079] The atleast one second object sub-model is a set formed by the data volume of the first object associated with
the each second object, for example, an amount histogram of a user C with respect to the merchant A, an amount
histogram of the user C with respect to a merchant E, and an amount histogram of the user C with respect to a merchant
F. The traversed first object is any first object in the first object set.

[0080] S311: Combine the at least one second object sub-model and the maximum data volume into a second sub-
model corresponding to the each second object, and determine each combined second sub-model corresponding to the
each second object as the second preset object model.

[0081] After obtaining the at least one second object sub-model corresponding to the each second object, the server
combines the at least one second object sub-model and the maximum data volume, where an obtained combination
result is the second sub-model corresponding to the each second object. The second preset object model of the each
second sub-model corresponding to the each second object is obtained in a case that the second sub-model corre-
sponding to the each second object is obtained. The each second object refers to any object in the second objects, and
the second preset object model refers to a set formed by the second sub-model of the each second object.

[0082] In this embodiment of this application, the constructing, by the server, a first sub-model corresponding to the
each first object according to the data volume set described in S308 includes S3081 to S3085. The steps are described
as follows:

S3081: Obtain a data volume range corresponding to each data volume in the data volume set.

[0083] In this embodiment of this application, the server extracts a minimum data volume and a maximum data volume
from each data volume in the data volume set, where a range between the minimum data volume and the maximum
data volume is the data volume range.

[0084] S3082: Segment the data volume range to obtain a plurality of target segments.

[0085] In this embodiment of this application, the server segments the data volume range according to a magnitude
or quantity of a preset segment, so that the plurality of target segments are obtained.

[0086] S3083: Collect statistics on a target quantity of data volumes of each target segment in the plurality of target
segments from the data volume set.

[0087] In this embodiment of this application, after obtaining the plurality of target segments and the data volume set,
the server determines a target segment to which the each data volume in the data volume set belongs, to further collect
statistics a quantity of the data volumes of the each target segment in the plurality of target segments. The quantity of
the data volumes of the each target segment obtained by collecting statistics is the target quantity corresponding to the
each target segment.
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[0088] S3084: Determine a ratio of the target quantity to a set element quantity corresponding to the data volume set
as a probability value corresponding to the each target segment.

[0089] In this embodiment of this application, the server collects statistics on the quantity of the data volumes in the
data volume set, the quantity of the data volumes in the data volume set obtained by collecting statistics is the set
element quantity corresponding to the data volume set. In this case, a ratio is calculated by using the target data volume
as a numerator and using the set element quantity as a denominator, and an obtained ratio result is the probability value
corresponding to the each target segment. The plurality of probability values corresponding to the plurality of target
segments are obtained after the probability value corresponding to the each target segment is obtained, where the
plurality of target segments and the plurality of probability values are in a one-to-one correspondence.

[0090] S3085: Determine a plurality of determined probability values corresponding to the plurality of target segments
as the first sub-model corresponding to the each first object.

[0091] The first sub-model is the plurality of probability values corresponding to the plurality of target segments asso-
ciated with the first objects.

[0092] In this embodiment of this application, S3081 may be implemented through S30811 and S30812. In other
words, the obtaining, by the server, a data volume range corresponding to each data volume in the data volume set
includes S30811 and S30812. The steps are described as follows:

[0093] S30811: Convert the each data volume in the data volume set, to obtain a converted data volume set.

[0094] Since distribution corresponding to the each data volume in the data volume set is usually logarithmic normal
distribution, there is a smooth portion (a long tail portion) in the logarithmic normal distribution, a probability corresponding
to the smooth portion is close to 0, a detection result for a larger data volume is inaccurate, and data support cannot be
provided for subsequent abnormal behavior detection. Therefore, toimprove the accuracy of abnormal behavior detection,
the server converts the each data volume in the data volume set and eliminates the smooth portion, so that distribution
corresponding to each converted data volume in a data volume set after conversion obeys standard normal distribution.
[0095] The conversion herein may be a logarithmic conversion, or may be a simultaneous reduction of a preset multiple,
or may be a corresponding multiplication performed on the each data volume by using different weights, or the like. This
is not specifically limited in this embodiment of this application. The data volume is converted in a process of model
obtaining, the data volume described in the processes of model obtaining and model application is a data volume after
conversion.

[0096] Referring to FIG. 6a, in a case that the data volume is an amount value, since an amount value corresponding
to micropayment is sometimes small, for example, several yuan, and an amount value corresponding to large payment
is sometimes large, for example, hundreds of thousands of yuan, a smooth portion 6-11 may appear in a distribution
curve 6-1 corresponding to the data volume, a probability in probability distribution corresponding to the smooth portion
6-11 is almost 0, and data support cannot be provided for subsequent abnormal payment detection. In FIG. 6a, a
transverse axis is an amount value, and a longitudinal axis is a probability value. In this case, the data volume is converted
by using a natural logarithm (In), and the distribution curve 6-1 in FIG. 6a is converted into a distribution curve 6-2 in
FIG. 6b. In FIG. 6b, a transverse axis is a converted amount value, and a longitudinal axis is a probability value. It is
easy to learn that, logarithm-taking operation is performed on the amount value, so that a fluctuation of several yuan
can be encoded by the model during the micropayment, and a fluctuation of thousands or even tens of thousands of
yuan can be encoded by the model during the large payment. Such a small sensitive and large insensitive trend is
consistent with a change curve of a logarithmic function, for example, In 2 - In 1 = In 20000 - In 10000.

[0097] S30812: Determine a range corresponding to each converted data volume in the converted data volume set
as the data volume range.

[0098] After obtaining the converted data volume set, the server extracts a minimum converted data volume and a
maximum converted data volume from each converted data volume in a data volume set after conversion, where a range
between the minimum converted data volume and the maximum converted data volume is the data volume range.
[0099] Correspondingly, the collecting, by the server, statistics on a target quantity of data volumes of each target
segment in the plurality of target segments from the data volume set described in S3083 includes: collecting, by the
server, statistics on a target quantity of converted data volumes of the each target segment in the plurality of target
segments from the converted data volume set. In other words, the server determines the target segment of the each
converted data volume in the converted data volume set, to further collect statistics on a quantity of the converted data
volumes of the each target segment in the plurality of target segments. The quantity of the converted data volumes of
the each target segment obtained by collecting statistics is the target quantity corresponding to the each target segment.
In addition, the data volume such as the target data volume is a corresponding data volume after conversion.

[0100] In this embodiment of this application, S310 may be implemented through S3101 to S3105. In other words, the
traversing, by the server, the first object set, and constructing at least one second object sub-model based on the first
sub-model corresponding to the traversed first object includes S3101 to S3105. The steps are described as follows:
S3101: Traverse the first object set, determining a first sub-model corresponding to the 1st traversed first object as a
current sub-model, and construct the 1st current sub-model set including the current sub-model.
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[0101] When the first object set is traversed, a current sub-model set corresponding to an associated second object
is an empty set in a case that the traversed first object is the 1st traversed first object. In this case, the server uses first
sub-model corresponding to the 1st traversed first object as the current sub-model and an element in the current sub-
model set, to construct the 1st current sub-model set.

[0102] S3102: Perform the following processing by iterating i: comparing a first sub-model corresponding to a traversed
ith first object with each current sub-model in an (i-1)" current sub-model set, to obtain a similar sub-model,2 <i <1, i
being an incremental positive integer variable, and | being a quantity of first objects in the first object set.

[0103] In a case that the traversed first object is another first object traversed after the 1st traversed first object, the
server compares a first sub-model corresponding to a traversed ith first object with each current sub-model in an (i-1)th
current sub-model set, and selects a current sub-model most similar to the first sub-model corresponding to the ith first
object from the (i-1)t" current sub-model set according to a comparison result, so that the similar sub-model is obtained.
[0104] S3103: Merge the first sub-model corresponding to the ith first object and the similar sub-model in a case that
a similarity between the first sub-model corresponding to the ith first object and the similar sub-model is greater than a
first preset similarity, to obtain a merged sub-model, and replace the similar sub-model in the (i-1)t" current sub-model
set with the merged sub-model, to obtain an ith current sub-model set.

[0105] After obtaining the similar sub-model, the server compares a similarity between the similar sub-model and the
first sub-model corresponding to the ith first object with the first preset similarity. In a case that the similarity between
the similar sub-model and the first sub-model corresponding to the ith first object is greater than the first preset similarity,
it indicates that a first object (for example, a convenience store A) corresponding to the first sub-model corresponding
to the ith first object is similar to a first object (for example, convenience store B) corresponding to the similar sub-model
in terms of the data volume. In this case, the server merges the first sub-model corresponding to the ith first object and
the similar sub-model, and a merged result is the merged sub-model. Then, the server replaces the similar sub-model
in the (i-1)t" current sub-model set with the merged sub-model, and the (i-1)th current sub-model set after replacement
is the ith current sub-model set.

[0106] S3104: Insert a to-be-updated sub-model into the current sub-model set in a case that the similarity between
the first sub-model corresponding to the ith first object and the similar sub-model is less than or equal to the first preset
similarity, to update the current sub-model set.

[0107] In a case that the similarity between the similar sub-model and the first sub-model corresponding to the ith first
object is less than or equal to the first preset similarity, it indicates that a first object (for example, a convenience store
A) corresponding to the first sub-model corresponding to the ith first object is not similar to a first object (for example,
convenience store B) corresponding to the similar sub-model in terms of the data volume. In this case, the server inserts
the first sub-model corresponding to the ith first object into the (i-1)!h current sub-model set, and the (i-1)th current sub-
model set after insertion is the ith current sub-model set.

[0108] S3105: Determinean Ith current sub-model set obtained by iterating i as the atleast one second object sub-model.
[0109] In this embodiment of this application, when the server traverses the first object set, for any first object in the
first object set, a current sub-model set corresponding to a current first object is updated by performing S3102 to S3104.
After the first object set is traversed, an obtained current sub-model set after traversal and update is the constructed at
least one second object sub-model.

[0110] Inthis embodiment of this application, S3102 further includes S31021 to S31024. In other words, the comparing,
by the server, a to-be-updated sub-model corresponding to the current first object in the first preset object model with
each current sub-model in a current sub-model set corresponding to each second object, to obtain a similar sub-model
includes S31021 to S31024. The steps are described as follows:

S31021: Obtain a plurality of first target probability values corresponding to the plurality of target segments from the first
sub-model corresponding to the traversed ith first object.

[0111] Since a first sub-model corresponding to each first object is a plurality of probability values corresponding to
the plurality of target segments, the first sub-model corresponding to the traversed it first object also includes the plurality
of probability values corresponding to the plurality of target segments, referred to as the first target probability values
corresponding to the target segments herein. That is, the plurality of first target probability values corresponding to the
plurality of target segments refer to a relationship between a plurality of target segments and a plurality of probability
values corresponding to the to-be-updated sub-model. The plurality of target segments and the plurality of first target
probability values are in a one-to-one correspondence.

[0112] S31022: Obtain a plurality of second target probability values corresponding to the plurality of target segments
from the each current sub-model in the (i-1)t" current sub-model set.

[0113] The each current sub-model in the (i-1)t" current sub-model set also includes the plurality of probability values
corresponding to the plurality of target segments, referred to as the plurality of second target probability values corre-
sponding to the plurality of target segments herein. Thatis, the plurality of second target probability values corresponding
to the plurality of target segments refer to a relationship between a plurality of target segments and a plurality of probability
values corresponding to the each current sub-model. The plurality of target segments and the plurality of second target
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probability values are in a one-to-one correspondence.

[0114] S31023: Compare the plurality of first target probability values with the plurality of second target probability
values one by one to obtain a plurality of minimum probability values, and determine an accumulated sum of the plurality
of minimum probability values as a similarity between the first sub-model corresponding to the ith first object and the
each current sub-model.

[0115] Since the plurality of first target probability values and the plurality of second target probability values are in a
one-to-one correspondence, the server further compares a plurality of first target probability values of the first sub-model
corresponding to the traversed ith first object with a plurality of second target probability values of the each current sub-
model, to determine the similarity between the first sub-model corresponding to the traversed ith first object and the each
current sub-model. At least one similarity corresponding to at least one current sub-model in the (i-1)t current sub-model
set is obtained after the similarity between the first sub-model corresponding to the traversed ith first object and the each
current sub-model is obtained.

[0116] The plurality of minimum probability values and the plurality of first target probability values are in a one-to-one
correspondence, the plurality of minimum probability values and the plurality of second target probability values are in
aone-to-one correspondence, and the at least one current sub-model in the (i-1)t" current sub-model set and the plurality
of similarities are in a one-to-one correspondence.

[0117] Referring to FIG. 7, FIG. 7 is an exemplary schematic diagram of obtaining a similarity according to an embod-
iment of this application. As shown in FIG. 7, in a coordinate system in which a horizontal coordinate is a logarithm-
taking amount value and a vertical coordinate is a probability value, a similarity between a first sub-model 7-1 corre-
sponding to the ith first object and each current sub-model 7-2 is an area corresponding to a region 7-3. In a case that
a plurality of first target probability values corresponding to the first sub-model 7-1 corresponding to the ith first object is
a;, a plurality of second target probability values corresponding to the current sub-model 7-2 is b;, and j is an integer
greater than or equal to 2, a similarity S between the first sub-model 7-1 corresponding to the ith first object and the
current sub-model 7-2 is shown in formula (1):

S = Yj-ymin (a;, b)) (1),

where

n is a quantity of the plurality of target segments.

[0118] S31024: Select a highest similarity from determined at least one similarity corresponding to the (i-1)th current
sub-model set, and determine a current sub-model corresponding to the highest similarity in the (i-1)t current sub-model
set as the similar sub-model.

[0119] In this embodiment of this application, the server obtains the highest similarity from the plurality of similarities,
and uses a current sub-model corresponding to the highest similarity in the (i-1)th current sub-model set as the similar
sub-model.

[0120] In this embodiment of this application, the merging, by the server, the first sub-model corresponding to the ith
first object and the similar sub-model, to obtain a merged sub-model described in S3103 includes S31031 to S31034.
The steps are described as follows:

[0121] S31031: Obtain a plurality of first target probability values corresponding to the plurality of target segments
from the first sub-model corresponding to the ith first object.

[0122] An implementation process of S31031 is consistent with the implementation process described in S31021.
[0123] S31032: Obtain a plurality of to-be-merged probability values corresponding to the plurality of target segments
from the similar sub-model.

[0124] The each current sub-model also includes the plurality of probability values corresponding to the plurality of
target segments, referred to as the plurality of second target probability values corresponding to the plurality of target
segments herein. That is, the plurality of second target probability values corresponding to the plurality of target segments
refer to a relationship between a plurality of target segments and a plurality of probability values corresponding to the
each current sub-model, where the plurality of target segments and the plurality of to-be-merged probability values.
[0125] S31033: Compare the plurality of first target probability values with the plurality of to-be-merged probability
values one by one, to obtain a plurality of maximum probability values.

[0126] The plurality of first target probability values and the plurality of to-be-merged probability values are in a one-
to-one correspondence, the plurality of maximum probability values and the plurality of first target probability values are
in a one-to-one correspondence, and the plurality of maximum probability values and the plurality of to-be-merged
probability values are in a one-to-one correspondence.

[0127] S31034: Combine the plurality of target segments and the plurality of maximum probability values, to obtain
the merged sub-model.
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[0128] Referring to FIG. 8, FIG. 8 is an exemplary schematic diagram of obtaining a merged sub-model according to
an embodiment of this application. As shown in FIG. 8, in a coordinate system in which a horizontal coordinate is a
logarithm-taking amount value and a vertical coordinate is a probability value, a first sub-model 8-1 corresponding to
the ith first object and a merged sub-model 8-3 corresponding to a similar sub-model 8-2 are shown. In a case that a
plurality of first target probability values corresponding to the first sub-model 8-1 corresponding to the ith first object is
aj, and a plurality of to-be-merged probability values corresponding to the similar sub-model 8-2 is c¢;, a process in which
the first sub-model 8-1 corresponding to the ith first object and the similar sub-model 8-2 are merged to obtain the merged
sub-model 8-3 may be implemented by using formula (2), which is expressed as follows:

C = {...,max(aj, cj), ...},i €En (2),

, Where

C is used for representing the merged sub-model 8-3.

[0129] In this embodiment of this application, S304 may be implemented through S3041 to S3044. In other words, the
obtaining, by the server, a second target sub-model corresponding to the second target object and having a highest
similarity with the first target sub-model from a second preset object model includes S3041 to S3044. The steps are
described as follows:

S3041: Obtain at least one target second object sub-model corresponding to the second target object from the second
preset object model.

[0130] Since the second object sub-model is obtained by combining at least one second preset object model corre-
sponding to each second object, the server matches the second target object with the each second object in the second
preset object model, and at least one second object sub-model corresponding to a matched second object is the at least
one target second object sub-model.

[0131] S3042: Obtain atleast one target similarity between the first target sub-model and the at least one target second
object sub-model.

[0132] In this embodiment of this application, the server compares the first target sub-model with each target second
object sub-model, so that a target similarity between the first target sub-model and the each target second object sub-
model is obtained, and the at least one target similarity corresponding to the at least one target second object sub-model
is obtained. The at least one target second object sub-model and the at least one target similarity are in a one-to-one
correspondence.

[0133] A process of obtaining a plurality of target similarities by the server is similar to the processes of obtaining a
plurality of similarities described in S31011 to S31013. Details are not described again in this embodiment of this
application.

[0134] S3043: Obtain a highest target similarity from the at least one target similarity.

[0135] The highest target similarity is a target similarity that is highest in the at least one target similarity corresponding
to the at least one target second object sub-model.

[0136] S3044: Determine a target second object sub-model corresponding to the highest target similarity in the at
least one target second object sub-model as the second target sub-model.

[0137] The server selects a corresponding target second object sub-model from the at least one target second object
sub-model according to the highest target similarity, and determines the selected target second object sub-model cor-
responding to the highest target similarity as the second target sub-model. The second target sub-model has the highest
similarity with the first target sub-model.

[0138] Inthisembodimentofthis application, the obtaining, by the server, atarget maximum data volume corresponding
to the second target sub-model described in S305 includes: determining, by the server, a maximum data volume corre-
sponding to the second target objectin the second preset object model as the target maximum data volume corresponding
to the second target sub-model in a case that the highest target similarity is greater than a second preset similarity; and
determining, by the server, a preset data volume as the target maximum data volume corresponding to the second target
sub-model in a case that the highest target similarity is less than or equal to the second preset similarity. The preset
data volume may be, for example, 0 or any other value. In addition, the first preset similarity and the second preset
similarity may be the same or different. This is not specifically limited in this embodiment of this application.

[0139] The following describes an exemplary application of this embodiment of this application in an actual application
scenario by using an example in which abnormality detection is performed on a payment order in a payment scenario
of an instant messaging client.

[0140] Referring to FIG. 9, FIG. 9 is an exemplary schematic flowchart of abnormal behavior detection according to
an embodiment of this application. As shown in FIG. 9, in a payment scenario, after a user submits a payment order 9-1
(to-be-detected behavior information), first, before the payment is completed according to the payment order, the server
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pulls the payment order and obtains an order triplet 9-2 from the payment order: a user 9-21 (a first target object), a
merchant 9-22 (a first target object), and an amount value 9-23 (a target data volume).

[0141] Then, the server obtains a merchant histogram 9-311 (a first target sub-model) corresponding to the merchant
9-22 from a merchant model 9-31 (a first preset object model), and determines a normal transaction threshold {, (an
abnormal data volume) of the merchant 9-22 according to a 99th quantile (a preset model parameter) of the merchant
histogram 9-311; The process of determining the normal transaction threshold ¢, is shown in FIG. 4. It is easy to learn
that, the normal transaction threshold f, indicates that, in a case that an amount value is greater than the normal
transaction threshold t,, a payment order corresponding to the amount value exceeds 99% of the normal situation, and
it is determined that the payment order corresponding to the amount value is an abnormal transaction on a merchant
side. Since the amount value 9-23 is greater than the normal transaction threshold f,, it indicates that the payment order
9-1 exceeds 99% of the normal situation, and it is determined that the payment order 9-1 is of a result 9-41 (a first
detection result) of abnormal transaction on the merchant side.

[0142] Then, the server obtains a merchant histogram group 9-321 (at least one target second object sub-model)
corresponding to the user 9-21 from a user model 9-32 (a second preset object model), and searches the merchant
histogram group 9-321 for a merchant histogram 9-322 (a second target sub-model) most similar to the merchant
histogram 9-311. In a case that a similarity between the merchant histogram 9-322 and the merchant histogram group
9-321 is greater than 0.8 (a second preset similarity), a historical maximum transaction amount (a maximum data volume
corresponding to a second target object) corresponding to the user 9-21 in the user model 9-32 is obtained as the normal
transaction f, (a target maximum data volume). Otherwise, it indicates that the user 9-21 has not consumed at the
merchant 9-22, and the normal transaction threshold ¢, is set to 0 (a preset data volume). It is easy to learn that, the
normal transaction threshold ¢, indicates that, in a case that an amount value is less than or equal to the normal transaction
threshold ¢, it indicates that the amount value has the same amount value in a historical payment order, and it is
determined that a payment order corresponding to the amount value is a normal transaction on a user side. Since the
amount value 9-23 is greater than the normal transaction threshold ¢, it indicates that the amount value 9-23 has not
appeared in the historical payment order, and it is determined that the payment order 9-1 is of a result 9-42 (a second
detection result) of abnormal transaction on the user side.

[0143] Finally, the payment order 9-1 is determined to be abnormal (a target detection result) according to a decision
matrix shown in Table 1 according to the result 9-41 and the result 9-42, which may be a transaction performed by a
stolen account. In view of this, blocking processing 9-5 is performed on the payment order 9-1 to improve the network
security.

Table 1
User side erchant side Abnormal Normal
Abnormal Abnormal payment Suspected abnormal payment
Normal Normal payment Normal payment

[0144] Itis easy to learn from the decision matrix shown in FIG. 1 that, the payment order is determined to be abnormal
in a case that the merchant side indicates that the payment order is abnormal and the user side indicates that the payment
order is also abnormal; the payment order is determined to be normal in a case that the merchant side indicates that
the payment order is abnormal and the user side indicates that the payment order is normal; the payment order is
determined to be a suspected abnormal payment in a case that the merchant side indicates that the payment order is
normal and the user side indicates that the payment order is abnormal, where in this case, abnormality of the payment
order is determined according to an actual situation, that is, the payment order may be considered as normal or abnormal
according to the actual situation; and the payment order is determined to be normal in a case that the merchant side
indicates that the payment order is normal and the user side also indicates that the payment order is normal.

[0145] Inaddition,an embodiment of this application further provides another decision matrix, whichis shownin Table 2:
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Table 2
User side erchant side Abnormal Normal
Abnormal Abnormal payment Suspected abnormal payment

Suspected abnormal

Normal
payment

Normal payment

[0146] Itis easy to learn from the decision matrix shown in FIG. 2 that, the payment order is determined to be abnormal
in a case that the merchant side indicates that the payment order is abnormal and the user side indicates that the payment
orderis also abnormal; the payment order is determined to be a suspected abnormal payment in a case that the merchant
side indicates that the payment order is abnormal and the user side indicates that the payment order is normal, where
in this case, abnormality of the payment order is determined according to an actual situation, that is, the payment order
may be considered as normal or abnormal according to the actual situation; the payment order is determined to be a
suspected abnormal payment in a case that the merchant side indicates that the payment order is normal and the user
side indicates that the payment order is abnormal, where in this case, abnormality of the payment order is determined
according to an actual situation, that is, the payment order may be considered as normal or abnormal according to the
actual situation; and the payment order is determined to be normal in a case that the merchant side indicates that the
payment order is normal and the user side also indicates that the payment order is normal.

[0147] There may be another decision matrix in a case that the server determines the target detection result according
to the first detection result and the second detection result. This is not listed one by one in this embodiment of this
application.

[0148] In addition, the foregoing process of determining the abnormality of the payment order is real-time, which is
implemented in a real-time/online environment. The foregoing process of determining the abnormality of the payment
order may further be applied to a scenario such as credit card anti-spoofing or black market confrontation.

[0149] It may be understood that, in the payment scenario of the instant messaging client, abnormality detection is
performed, and processing such as payment blocking or authentication is performed in a case that the payment is
determined to be abnormal based on a detection result, so that payment security of the instant messaging client can be
ensured.

[0150] The following continues to describe the application of abnormal behavior detection in the payment scenario.
[0151] Referring to FIG. 10, FIG. 10 is an exemplary schematic diagram of obtaining a model according to an embod-
iment of this application. As shown in FIG. 10, the server obtains a historical payment order 10-1 (a behavior information
sample) recently generated (in a current preset cycle), where each payment order in the historical payment order 10-1
includes a user (a second object), a merchant (a first object), and an amount (a data volume).

[0152] First, the historical payment order 10-1 is aggregated according to the merchant (a first preset object type) to
obtain a transaction amount 10-2 (a data volume set) of all recent users of each merchant; after the transaction amount
10-2 of all the recent users of the each merchant is converted by using a natural logarithm, segmented statistics is
collected, to obtain an amount distribution histogram 10-31 (a first sub-model), where a histogram 11-1 shown in FIG.
11 is the amount distribution histogram 10-31 in FIG. 10, and in a coordinate system, a horizontal coordinate is logarithm-
taking amount value and a vertical coordinate is a probability value; and the amount distribution histogram 10-31 corre-
sponding to the each merchant is combined, to obtain a merchant model 10-3.

[0153] Further, the historical payment order 10-1 is aggregated according to the user (a second preset object type)
to obtain merchants 10-41 (a first object set) that each user has recently paid for and a payment amount 10-42 of the
each user recently paid for the merchants, and selects a maximum payment amount 10-421 (a maximum data volume)
from the payment amount 10-42 of the each user recently paid for the merchants as a historical maximum payment
amount.

[0154] Then, the merchants 10-41 that each user has recently paid for are traversed, a corresponding merchant
amount distribution histogram 10-32 is obtained from the merchant model 10-3 for each merchant 10-411 (an it first
object). The merchant amount distribution histogram 10-32 is directly inserted into a histogram group 10-51 (a current
sub-model set) in a case that each merchant 10-411 is the first traversed merchant in the merchants 10-41; and the
merchant amount distribution histogram 10-32 is compared with each histogram in the histogram group 10-51 in a case
that each merchant 10-411 is not the first traversed merchant in the merchants 10-41, to compare a histogram 10-511
(a similar sub-model) with the highest similarity from the histogram group 10-51. The comparison process is shown in
FIG. 7. The merchant amount distribution histogram 10-32 is merged into the histogram 10-511 in a case that a similarity
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between the histogram 10-511 and the merchant amount distribution histogram 10-32 is greater than 0.8 (a first preset
similarity), where the merging process is shown in FIG. 8; and the merchant amount distribution histogram 10-32 is
inserted into the histogram group 10-51 in a case that the similarity between the histogram 10-511 and the merchant
amount distribution histogram 10-32 is less than or equal to 0.8. In this way, after the merchants 10-41 are traversed
(where the histogram group 10-51 is at least one second object sub-model), the histogram group 10-51 corresponding
to each user is combined with the maximum payment amount 10-421 to obtain the second sub-model, so that a user
model 10-5 (a second preset object model) is obtained.

[0155] The process of obtaining the first preset object model and the second preset object model may be performed
in an offline environment.

[0156] It may be understood that, the abnormal behavior detection method provided in the embodiments of this ap-
plication is performed in an unsupervised manner, and there is no need to label, thereby improving the enforceability of
detection in the payment scenario of the instant messaging client. Furthermore, in the process of obtaining the merchant
model and the user model, only the merchant, the user, and the amount value are required, so that abnormal behavior
detection in the payment scenario of the instant messaging client may be accurately implemented even in a case that
there are three dimensional features. In addition, since data annotation is not required for obtaining the merchant model
and the user model, the obtaining efficiency is improved, so that the obtained merchant model and the user model are
time-based and can be applied to a real-time payment environment of the instant messaging client.

[0157] The following further describes an exemplary structure in which the abnormal behavior detection apparatus
455 provided in this embodiment of this application is implemented as software modules. In some embodiments, as
shown in FIG. 2, the software module stored in the abnormal behavior detection apparatus 455 of the memory 450 may
include:

an information obtaining module 4551, configured to obtain to-be-detected behavior information, the to-be-detected
behavior information including a first target object, a second target object, and a target data volume;

a first detection module 4552, configured to obtain a first target sub-model corresponding to the first target object
from a first preset object model,

the first detection module 4552 being further configured to determine an abnormal data volume from the first target
sub-model based on a preset model parameter, and determine a first detection result corresponding to the to-be-
detected behavior information based on a comparison result between the target data volume and the abnormal data
volume;

a second detection module 4553, configured to obtain a second target sub-model corresponding to the second
target object and having a highest similarity with the first target sub-model from a second preset object model,

the second detection module 4553 being further configured to obtain a target maximum data volume corresponding
to the second target sub-model, and determine a second detection result corresponding to the to-be-detected
behavior information based on a comparison result between the target data volume and the target maximum data
volume; and

a result determination module 4554, configured to determine a target detection result of the to-be-detected behavior
information according to the first detection result and the second detection result.

[0158] In this embodiment of this application, the abnormal behavior detection apparatus 455 further includes a model
obtaining module 4555, configured to: obtain a behavior information sample; aggregate the behavior information sample
according to a first preset object type to obtain a data volume set corresponding to each first object, construct a first
sub-model corresponding to the each first object according to the data volume set, and determine each constructed first
sub-model corresponding to the each first object as the first preset object model; aggregate the behavior information
sample according to a second preset object type, to obtain a first object set and a maximum data volume corresponding
to each second object; traverse the first object set, and constructing at least one second object sub-model based on the
first sub-model corresponding to the traversed first object; and combine the at least one second object sub-model and
the maximum data volume into a second sub-model corresponding to the each second object, and determine each
combined second sub-model corresponding to the each second object as the second preset object model.

[0159] In this embodiment of this application, the model obtaining module 4555 is further configured to: obtain a data
volume range corresponding to each data volume in the data volume set; segment the data volume range to obtain a
plurality of target segments; collect statistics on a target quantity of data volumes of each target segment in the plurality
of target segments from the data volume set; determine a ratio of the target quantity to a set element quantity corresponding
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to the data volume set as a probability value corresponding to the each target segment; and determine a plurality of
determined probability values corresponding to the plurality of target segments as the first sub-model corresponding to
the each first object.

[0160] In this embodiment of this application, the model obtaining module 4555 is further configured to: convert the
each data volume in the data volume set, to obtain a converted data volume set; and determine a range corresponding
to each converted data volume in the converted data volume set as the data volume range.

[0161] Inthis embodiment of this application, the model obtaining module 4555 is further configured to collect statistics
on a target quantity of converted data volumes of the each target segment in the plurality of target segments from the
converted data volume set.

[0162] In this embodiment of this application, the model obtaining module 4555 is further configured to: traverse the
first object set, determine a first sub-model corresponding to the 1st traversed first object as a current sub-model, and
construct the 1st current sub-model set including the current sub-model; and perform the following processing by iterating
i: comparing a first sub-model corresponding to a traversed ith first object with each current sub-model in an (i-1)th current
sub-model set, to obtain a similar sub-model,2 <i <, i being an incremental positive integer variable, and | being a
quantity of first objects in the first object set; merge the first sub-model corresponding to the ith first object and the similar
sub-model in a case that a similarity between the first sub-model corresponding to the ith first object and the similar sub-
model is greater than a first preset similarity, to obtain a merged sub-model, and replace the similar sub-model in the
(i-1)t current sub-model set with the merged sub-model, to obtain an it current sub-model set; insert the first sub-model
corresponding to the ith first object into the (i-1)t current sub-model set in a case that the similarity between the first
sub-model corresponding to the ith first object and the similar sub-model is less than or equal to the first preset similarity,
to obtain the ith current sub-model set; and determine an It current sub-model set obtained by iterating i as the at least
one second object sub-model.

[0163] Inthis embodiment of this application, the model obtaining module 4555 is further configured to: obtain a plurality
of first target probability values corresponding to the plurality of target segments from the first sub-model corresponding
to the traversed ith first object; obtain a plurality of second target probability values corresponding to the plurality of target
segments from the each current sub-model in the (i-1)h current sub-model set; compare the plurality of first target
probability values with the plurality of second target probability values one by one to obtain a plurality of minimum
probability values, and determine an accumulated sum of the plurality of minimum probability values as a similarity
between the first sub-model corresponding to the ith first object and the each current sub-model; and select a highest
similarity from determined at least one similarity corresponding to the (i-1)th current sub-model set, and determine a
current sub-model corresponding to the highest similarity in the (i-1)th current sub-model set as the similar sub-model.
[0164] Inthis embodiment of this application, the model obtaining module 4555 is further configured to: obtain a plurality
of first target probability values corresponding to the plurality of target segments from the first sub-model corresponding
to the ith first object; obtain a plurality of to-be-merged probability values corresponding to the plurality of target segments
from the similar sub-model; compare the plurality of first target probability values with the plurality of to-be-merged
probability values one by one, to obtain a plurality of maximum probability values; and combine the plurality of target
segments and the plurality of maximum probability values, to obtain the merged sub-model.

[0165] In this embodiment of this application, the second detection module 4553 is further configured to: obtain at
least one target second object sub-model corresponding to the second target object from the second preset object
model; obtain at least one target similarity between the first target sub-model and the at least one target second object
sub-model; obtain a highest target similarity from the at least one target similarity; and determine a target second object
sub-model corresponding to the highest target similarity in the at least one target second object sub-model as the second
target sub-model.

[0166] In this embodiment of this application, the second detection module 4553 is further configured to: determine a
maximum data volume corresponding to the second target object in the second preset object model as the target
maximum data volume corresponding to the second target sub-model in a case that the highest target similarity is greater
than a second preset similarity; and determine a preset data volume as the target maximum data volume corresponding
to the second target sub-model in a case that the highest target similarity is less than or equal to the second preset
similarity.

[0167] In this embodiment of this application, the first detection module 4552 is further configured to: determine, in a
case that the target data volume is greater than the abnormal data volume, that the to-be-detected behavior information
is abnormal with respect to the first target object, the firstdetection result being that the to-be-detected behavior information
is abnormal with respect to the first target object; and determine, in a case that the target data volume is less than or
equal to the abnormal data volume, that the to-be-detected behavior information is normal with respect to the first target
object, the first detection result being that the to-be-detected behavior information is normal with respect to the first target
object.

[0168] In this embodiment of this application, the second detection module 4553 is further configured to: determine,
in a case that the target data volume is greater than the target maximum data volume, that the to-be-detected behavior
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information is abnormal with respect to the second target object, the second detection result being that the to-be-detected
behavior information is abnormal with respect to the second target object; and determine, in a case that the target data
volume is less than or equal to the target maximum data volume, that the to-be-detected behavior information is normal
with respect to the second target object, the second detection result being that the to-be-detected behavior information
is normal with respect to the second target object.

[0169] In this embodiment of this application, the result determination module 4554 is further configured to: in a case
that the first detection result is that the to-be-detected behavior information is abnormal with respect to the first target
object and the second detection result is that the to-be-detected behavior information is abnormal with respect to the
second target object, determine the target detection result including that the to-be-detected behavior information is
abnormal; in a case that the first detection result is that the to-be-detected behavior information is normal with respect
to the first target object and the second detection result is that the to-be-detected behavior information is abnormal with
respect to the second target object, determine the target detection result including that the to-be-detected behavior
information is abnormal; in a case that the first detection result is that the to-be-detected behavior information is normal
with respect to the first target object and the second detection result is that the to-be-detected behavior information is
normal with respect to the second target object, determine the target detection result including that the to-be-detected
behavior information is normal; and in a case that the first detection result is that the to-be-detected behavior information
is abnormal with respect to the first target object and the second detection result is that the to-be-detected behavior
information is normal with respect to the second target object, determine the target detection result including that the
to-be-detected behavior information is normal; and

[0170] Anembodiment of this application provides a computer program product or a computer program. The computer
program product or the computer program includes computer instructions, and the computer instructions are stored in
a computer-readable storage medium. A processor of an abnormal behavior detection device reads the computer in-
structions from the computer-readable storage medium. The processor executes the computer instructions, to cause
the computer device to perform the abnormal behavior detection method of the embodiments of this application.
[0171] An embodiment of this application provides a computer-readable storage medium storing executable instruc-
tions, the executable instructions, when executed by a processor, causing the processor to perform the abnormal behavior
detection method provided in the embodiments of this application, for example, the abnormal behavior detection method
shown in FIG. 3.

[0172] In some embodiments, the computer-readable storage medium may be a memory such as a ferroelectric RAM
(FRAM), a ROM, a programmable ROM (PROM), an electrically programmable ROM (EPROM), an electrically erasable
PROM (EEPROM), a flash memory, a magnetic surface memory, an optical disk, or a CD-ROM, or may be any device
including one of or any combination of the foregoing memories.

[0173] In some embodiments, the executable instructions can be written in a form of a program, software, a software
module, a script, or code and according to a programming language (including a compiler or interpreter language or a
declarative or procedural language) in any form, and may be deployed in any form, including an independent program
or a module, a component, a subroutine, or another unit suitable for use in a computing environment.

[0174] In an example, the executable instructions may, but do not necessarily, correspond to a file in a file system,
and may be stored in a part of a file that saves another program or other data, for example, be stored in one or more
scripts in a hypertext markup language (HTML) file, stored in a file that is specially used for a program in discussion, or
stored in the plurality of collaborative files (for example, be stored in files of one or modules, subprograms, or code parts).
[0175] In an example, the executable instructions can be deployed for execution on one computing device, execution
on a plurality of computing devices located at one location, or execution on a plurality of computing devices that are
distributed at a plurality of locations and that are interconnected through a communication network.

[0176] Based on the above, in the embodiments of this application, in a case that the to-be-detected behavior infor-
mation includes three dimensional features of the first target object, the second target object, and the target data volume,
when the target detection result of whether the to-be-detected behavior information is abnormal is determined according
to results of respectively comparing the target data volume with the abnormal data volume and the target maximum data
volume, since the abnormal data volume is an abnormality judgment condition for the first target object determined based
on the first preset object model, and the target maximum data volume is an abnormality judgment condition for the
second target object determined based on the second preset object model, in a low-dimensional feature, whether the
target data volume is within a preset interval is determined from two dimensions of the first target object and the second
target object, to further accurately obtain the target detection result of whether the to-be-detected behavior information
is abnormal, so that the accuracy of abnormal behavior detection is relatively high.

[0177] Theforegoingdescriptions are merely embodiments of this application and are notintended to limit the protection
scope of this application. Any modification, equivalent replacement, or improvement made without departing from the
spirit and range of this application shall fall within the protection scope of this application.
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1. An abnormal behavior detection method, performed by an electronic device, the method comprising:

obtaining to-be-detected behavior information, the to-be-detected behavior information comprising a first target
object, a second target object, and a target data volume;

obtaining a first target sub-model corresponding to the first target object from a first preset object model;
determining an abnormal data volume from the first target sub-model based on a preset model parameter, and
determining a first detection result corresponding to the to-be-detected behavior information based on a com-
parison result between the target data volume and the abnormal data volume;

obtaining a second target sub-model corresponding to the second target object and having a highest similarity
with the first target sub-model from a second preset object model;

obtaining a target maximum data volume corresponding to the second target sub-model, and determining a
second detection result corresponding to the to-be-detected behavior information based on a comparison result
between the target data volume and the target maximum data volume; and

determining a target detection result of the to-be-detected behavior information according to the first detection
result and the second detection result.

2. The method according to claim 1, wherein before the obtaining a first target sub-model corresponding to the first
target object from a first preset object model, the method further comprises:

obtaining a behavior information sample;

aggregating the behavior information sample according to a first preset object type to obtain a data volume set
corresponding to each first object, constructing a first sub-model corresponding to the each first object according
to the data volume set, and determining each constructed first sub-model corresponding to the each first object
as the first preset object model;

aggregating the behavior information sample according to a second preset object type, to obtain a first object
set and a maximum data volume corresponding to each second object;

traversing the first object set, and constructing at least one second object sub-model based on the first sub-
model corresponding to the traversed first object; and

combining the at least one second object sub-model and the maximum data volume into a second sub-model
corresponding to the each second object, and determining each combined second sub-model corresponding
to the each second object as the second preset object model.

3. The method according to claim 2, wherein the constructing a first sub-model corresponding to the each first object
according to the data volume set comprises:

obtaining a data volume range corresponding to each data volume in the data volume set;

segmenting the data volume range to obtain a plurality of target segments;

collecting statistics on a target quantity of data volumes of each target segmentin the plurality of target segments
from the data volume set;

determining a ratio of the target quantity to a set element quantity corresponding to the data volume set as a
probability value corresponding to the each target segment; and

determining a plurality of determined probability values corresponding to the plurality of target segments as the
first sub-model corresponding to the each first object.

4. The method according to claim 3, wherein the obtaining a data volume range corresponding to each data volume
in the data volume set comprises:

converting the each data volume in the data volume set, to obtain a converted data volume set; and
determining a range corresponding to each converted data volume in the converted data volume set as the
data volume range; and

the collecting statistics on a target quantity of data volumes of each target segment in the plurality of target
segments from the data volume set comprises:

collecting statistics on a target quantity of converted data volumes of the each target segment in the plurality
of target segments from the converted data volume set.

5. The method according to any one of claims 2 to 4, wherein the traversing the first object set, and constructing at
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least one second object sub-model based on the first sub-model corresponding to the traversed first object comprises:

traversing the first object set, determining a first sub-model corresponding to the 1st traversed first object as a
current sub-model, and constructing the 1st current sub-model set comprising the current sub-model; and
performing the following processing by iterating i:

comparing a first sub-model corresponding to a traversed ith first object with each current sub-model in an
(i-1)th current sub-model set, to obtain a similar sub-model,2 <i <1, i being an incremental positive integer
variable, and | being a quantity of first objects in the first object set;

merging the first sub-model corresponding to the ith first object and the similar sub-model in a case that a
similarity between the first sub-model corresponding to the ith first object and the similar sub-model is greater
than a first preset similarity, to obtain a merged sub-model, and replacing the similar sub-model in the (i-
1)th current sub-model set with the merged sub-model, to obtain an it current sub-model set;

inserting the first sub-model corresponding to the ith first object into the (i-1)t current sub-model set in a
case that the similarity between the first sub-model corresponding to the ith first object and the similar sub-
model is less than or equal to the first preset similarity, to obtain the ith current sub-model set; and
determining an Ith current sub-model set obtained by iterating i as the at least one second object sub-model.

6. The method according to claim 5, wherein the comparing a first sub-model corresponding to a traversed ith first
object with each current sub-model in an (i-1)th current sub-model set, to obtain a similar sub-model comprises:

obtaining a plurality of first target probability values corresponding to the plurality of target segments from the
first sub-model corresponding to the traversed ith first object;

obtaining a plurality of second target probability values corresponding to the plurality of target segments from
the each current sub-model in the (i-1)th current sub-model set;

comparing the plurality of first target probability values with the plurality of second target probability values one
by one to obtain a plurality of minimum probability values, and determining an accumulated sum of the plurality
of minimum probability values as a similarity between the first sub-model corresponding to the ith first object
and the each current sub-model; and

selecting a highest similarity from determined at least one similarity corresponding to the (i-1)th current sub-
model set, and determining a current sub-model corresponding to the highest similarity in the (i-1)th current sub-
model set as the similar sub-model.

The method according to claim 5, wherein the merging the first sub-model corresponding to the ith first object and
the similar sub-model, to obtain a merged sub-model comprises:

obtaining a plurality of first target probability values corresponding to the plurality of target segments from the
first sub-model corresponding to the ith first object;

obtaining a plurality of to-be-merged probability values corresponding to the plurality of target segments from
the similar sub-model;

comparing the plurality of first target probability values with the plurality of to-be-merged probability values one
by one, to obtain a plurality of maximum probability values; and

combining the plurality of target segments and the plurality of maximum probability values, to obtain the merged
sub-model.

8. The method according to any one of claims 1 to 4, wherein the obtaining a second target sub-model corresponding
to the second target object and having a highest similarity with the first target sub-model from a second preset object
model comprises:

obtaining at least one target second object sub-model corresponding to the second target object from the second
preset object model;

obtaining at least one target similarity between the first target sub-model and the at least one target second
object sub-model;

obtaining a highest target similarity from the at least one target similarity; and

determining a target second object sub-model corresponding to the highest target similarity in the at least one
target second object sub-model as the second target sub-model.

9. The method according to claim 8, wherein the obtaining a target maximum data volume corresponding to the second
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target sub-model comprises:

determining a maximum data volume corresponding to the second target object in the second preset object
model as the target maximum data volume corresponding to the second target sub-model in a case that the
highest target similarity is greater than a second preset similarity; and

determining a preset data volume as the target maximum data volume corresponding to the second target sub-
model in a case that the highest target similarity is less than or equal to the second preset similarity.

10. The method according to any one of claims 1 to 4, wherein the determining a first detection result corresponding to
the to-be-detected behavior information based on a comparison result between the target data volume and the
abnormal data volume comprises:
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determining, in a case that the target data volume is greater than the abnormal data volume, that the to-be-
detected behavior information is abnormal with respect to the first target object, the first detection result being
that the to-be-detected behavior information is abnormal with respect to the first target object; and
determining, in a case that the target data volume is less than or equal to the abnormal data volume, that the
to-be-detected behavior information is normal with respect to the first target object, the first detection result
being that the to-be-detected behavior information is normal with respect to the first target object.

11. The method according to any one of claims 1 to 4, wherein the determining a second detection result corresponding
to the to-be-detected behavior information based on a comparison result between the target data volume and the
target maximum data volume comprises:

determining, in a case that the target data volume is greater than the target maximum data volume, that the to-
be-detected behavior information is abnormal with respect to the second target object, the second detection
resultbeing thatthe to-be-detected behavior information is abnormal with respect to the second target object; and
determining, in a case that the target data volume is less than or equal to the target maximum data volume,
that the to-be-detected behavior information is normal with respect to the second target object, the second
detection result being that the to-be-detected behavior information is normal with respect to the second target
object.

12. The method according to any one of claims 1 to 4, wherein the determining a target detection result of the to-be-
detected behavior information according to the first detection result and the second detection result comprises:

in a case that the first detection result is that the to-be-detected behavior information is abnormal with respect
to thefirsttarget object and the second detection resultis that the to-be-detected behavior information is abnormal
with respect to the second target object, determining the target detection result comprising that the to-be-
detected behavior information is abnormal;

in a case that the first detection result is that the to-be-detected behavior information is normal with respect to
the first target object and the second detection result is that the to-be-detected behavior information is abnormal
with respect to the second target object, determining the target detection result comprising that the to-be-
detected behavior information is abnormal;

in a case that the first detection result is that the to-be-detected behavior information is normal with respect to
the first target object and the second detection result is that the to-be-detected behavior information is normal
with respect to the second target object, determining the target detection result comprising that the to-be-
detected behavior information is normal; and

in a case that the first detection result is that the to-be-detected behavior information is abnormal with respect
to the first target object and the second detection result is that the to-be-detected behavior information is normal
with respect to the second target object, determining the target detection result comprising that the to-be-
detected behavior information is normal; and

13. An abnormal behavior detection apparatus, comprising:

an information obtaining module, configured to obtain to-be-detected behavior information, the to-be-detected
behavior information comprising a first target object, a second target object, and a target data volume;

a first detection module, configured to obtain a first target sub-model corresponding to the first target object
from a first preset object model,

the first detection module being further configured to determine an abnormal data volume from the first target
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sub-model based on a preset model parameter, and determine a first detection result corresponding to the to-
be-detected behavior information based on a comparison result between the target data volume and the ab-
normal data volume;

a second detection module, configured to obtain a second target sub-model corresponding to the second target
object and having a highest similarity with the first target sub-model from a second preset object model,

the second detection module being further configured to obtain a target maximum data volume corresponding
to the second target sub-model, and determine a second detection result corresponding to the to-be-detected
behavior information based on a comparison result between the target data volume and the target maximum
data volume; and

a result determination module, configured to determine a target detection result of the to-be-detected behavior
information according to the first detection result and the second detection result.

14. An abnormal behavior detection device, comprising:

a memory, configured to store executable instructions; and
a processor, configured to implement, when executing the executable instructions stored in the memory, the
abnormal behavior detection method according to any one of claims 1 to 12.

15. A computer-readable storage medium, storing executable instructions, the instructions, when executed by a proc-
essor, implementing the abnormal behavior detection method according to any one of claims 1 to 12.
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