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OPERATION

(67)  The present invention relates to a system and
method for monitoring an autonomous driving or parking
operation of a vehicle (1). To provide a user-friendly sys-
tem and method that allows a user to monitor (and ob-
serve) an autonomous driving or parking operation of the
vehicle (1) from outside the vehicle (1), the system com-
prises view-management means configured to automat-
ically select a camera-view of which the corresponding
live-video is shown to the user (5) on a portable electronic
device (30).

SYSTEM AND METHOD FOR MONITORING AN AUTONOMOUS DRIVING OR PARKING
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Description

[0001] The presentinvention first is directed to a sys-
tem for monitoring an autonomous driving or parking op-
eration of a vehicle. Secondly, the invention is directed
to a method for monitoring an autonomous driving or
parking operation of a vehicle with the presently dis-
closed system.

[0002] The invention relates to the field of known au-
tonomous driver-assistance systems (ADAS) as used for
autonomously driving a vehicle. Such advanced driver-
assistance systems in vehicles may include Valet Park-
ing Assistance (VaPA) to provide fully automated steer-
ing and manoeuvring when parking, for example within
a car park or parking structure. Such systems use auto-
mated vehicle controls such as GPS (Global Positioning
System) or on-board sensors along with camera, lidar,
radar proximity and ultrasonic sensors, to navigate, iden-
tify valid parking slots, and park the vehicle ("drop-off"
manoeuvre). The vehicle is also able to autonomously
drive the parked vehicle from a parking slot to a specified
pickup location ("summon" manoeuvre) upon request by
the user. Within a summon manoeuvre the vehicle drives
along a specified route or distance. Consequently, the
summon manoeuvre is an operation during which the
vehicle drives (driving operation). The aforementioned
"drop-off" manoeuvre more relates to a parking opera-
tion. Thus, in the present document the term "driving op-
eration" is used synonymously with the term "drop-off
manoeuvre" and the term "parking operation" is
used" synonymously for the term "summon manoeuvre".
[0003] Autonomous driver-assistance  systems
(ADAS) require information about the area where they
are applied to be mapped for the vehicle to plan a route
for the drop-off and summon manoeuvre. This digital map
of the area, for example a car park or parking structure,
could be very simple and consist only of a description of
the drivable sections, or more complex such as high-
definition maps with additional attributes such as signs,
lane widths and the like. In most cases the ADAS or VaPA
has to consider an actual traffic situation in the area of
use, for example the car park or parking structure. Said
digital map and said actual traffic situation might perma-
nently be updated by using dedicated databases being
connected with the ADAS or the vehicle. Alternatively, or
additionally said digital map and said actual traffic situa-
tion might be updated by GPS data or the use of on-board
sensors along with camera, lidar, radar proximity and ul-
trasonic sensors. Also, data relating to said digital map
or said actual traffic situation which might be tracked and
shared by other traffic participants might be used for such
an update.

[0004] When using ADAS or VaPA for the first time, a
user might not be familiar with the functions of the system.
The user might want to learn or check how the system
works. One way of doing this is to allow the user to stay
inside the vehicle during an automated driving or parking
operation (e.q. "drop-off manoeuvre
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or "summon" manoeuvre). However, at a certain point in
time the driving or parking operation will have to be per-
formed without the user being inside the vehicle. For this
purpose it would be beneficial if the user could monitor
the driving or parking operation and the respective vehi-
cle behaviour during the driving or parking operation from
outside the vehicle, in particular from a position where
the vehicle is out of sight of the user.

[0005] It is therefore an object of the invention to pro-
vide a user-friendly system and method thatallows a user
to monitor (and observe) an autonomous driving or park-
ing operation of a vehicle from outside the vehicle. It is
a further object of the invention to overcome or at least
mitigate shortcomings of the prior art, or at least to pro-
vide a user with a convenient alternative.

[0006] These objects are achieved by the system and
method defined in the appended claims.

[0007] According to a first aspect of the invention, a
system for monitoring an autonomous driving or parking
operation of a vehicle is provided. The system comprises
a number of cameras installed at different positions of
the vehicle, each of the cameras configured to capture
live-videos of the driving or parking operation from a cam-
era-view corresponding to the position of the camera,
wherein the cameras are in signal connection with a first
communication unit being installed in the vehicle. The
system further comprises a portable electronic device
comprising a second communication unit. The first com-
munication unit is configured to transmit the captured
live-videos to the second communication unit via a wire-
less signal connection, wherein the second communica-
tion unit is configured to receive the transmitted live-vid-
eos. The portable electronic device is configured to show
the live-videos to the user of the portable electronic de-
vice in a live mode during the driving or parking operation.
The system comprises view-management means con-
figured to automatically select a camera-view of which
the corresponding live-video is shown to a user on the
portable electronic device.

[0008] The portable electronic device may be a any
portable computer, e.g. a laptop, notebook, tablet com-
puter, telephone, smartphone or the like. In principle also
a stationary computer could be employed instead of a
portable electronic device as the basic idea of the present
invention relates to remotely observing a driving or park-
ing operation of the vehicle.

[0009] The system allows a user of a portable electron-
icdevice (the second communication unit of which is wire-
lessly connected to a first communication unit of the ve-
hicle) to visually observe an autonomous driving or park-
ing operation of the vehicle in a live-mode or live-video
(during the autonomous driving or parking operation)
from a position external to the vehicle. The cameras in-
stalled at different positions of the vehicle may be in-
stalled outside or inside the vehicle. Each camera may
include one or more lenses. Also, each camera may be
operated by a microcontroller, the microcontroller being
connected with a main control unit of the vehicle. The
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mentioned expression of "capturing” videos may be un-
derstood in terms of "displaying" moving images (time-
resolved image-sequences captured by a camera) to a
user. Otherwise the term "capturing" may be understood
in terms of recording (and storing) said moving images
(time-resolved image-sequences captured by a camera).
Data corresponding to said moving images may be
stored temporarily or for longer terms. Said data may
also be transmitted to an external server or database
(e.g. a cloud). The signal connections of the cameras
and the first communication unit may be based on ca-
ble(s) or may be a wireless signal connection. The first
communication unit may be part of a main control unit of
the vehicle. The wireless signal connection between the
first and second communication unit may be based on
digital signal (or data) transmission. Said wireless signal
connection may exemplarily be based on Bluetooth,
WLAN, ZigBee, NFC, Wibree, WiMAX, IrDA, FSO, LiFi.
Said wireless signal connection may also be based on
mobile internet connections of the first and second com-
munication units, e.g. mobile internet connections based
on 2G, 3G, 4G, 5G or any other known or future standard
for mobile internet connections. The wireless connection
between said first and second communication unit may
be a direct connection (including a direct signal and data
transfer) between both units, or may be an indirect con-
nection including one or more intermediate transmission
units or server. The firstand second communication units
can be understood as communication interfaces, each
comprising dedicated means (e.g. antennas) for receiv-
ing and transmitting signals and data.

[0010] A suitable application software (abbrev.: App)
may be installed on the portable electronic device to op-
erate a visualization of the data transmitted to the port-
able electronic device via the wireless connection of the
first and second communication unit. The App may be
configured to overlay or display specific features/infor-
mation directly in the video or next to the video.

[0011] Asmentionedabove, the portable electronic de-
vice is configured to show said live-videos to a user of
the portable electronic device in a live mode during the
driving or parking operation. This enables a user to ob-
serve an actual autonomous driving or parking operation
via his smartphone, although the user may be located
out of sight of the vehicle. The user may thus observe
the vehicle behaviour and its vicinity in real time and on
demand.

[0012] The view-management means may comprise
hardware and software components, both being part of
the portable electronic device or the vehicle. It is also
possible, that hardware and software components of the
vehicle and the portable electronic device define the
view-management means and are configured to interact
with each other. Hardware components may be under-
stood as computing unit. Besides the possibility of auto-
matically selecting a camera-view by the view-manage-
ment means, the latter may be configured in that a user
can manually switch between different camera-views.
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The view-management means may comprise an algo-
rithm (the algorithm may be based on artificial intelli-
gence) that may be operated in a dedicated software
(environment), the software being installed on one or
both of said computing units. The automated selection
of the camera-view of which the corresponding live-video
is shown to the user is performed by said algorithm.
[0013] When referring to said automated selection of
the camera-view, the view-management means provide
a situation-based view management system. Based on
the situational context, a camera-view may be changed
automatically to show the most interesting/relevant cam-
era-view to the user. The algorithm may consider differ-
ent criteria when calculating which camera-view (of which
camera) is to be shown to the user. Said criteria may
relate to the autonomous driving or parking operation as
such, to the vicinity of the vehicle (e.g. the traffic situation,
traffic participants) or to the needs of the user.

[0014] According to another aspect of the invention,
the cameras are installed at positions of the vehicle to
provide the following camera-views: a front view of the
vehicle, a rear view of the vehicle, a left view of the vehicle
and a right view of the vehicle. To provide each of said
views (front view, rear view, left view, right view) a single
camera or a number of cameras may be provided at the
relevant positions of the vehicle (the front, the back, the
left, the right of the vehicle). The cameras may be mount-
ed on suitable vehicle components. It is to be noted that
the system according to the invention may be implement-
ed in newly fabricated vehicles or via retrofitting.

[0015] According to another aspect of the invention, a
live-video referring to a bird’s eye view of the vehicle can
be obtained based on the live videos provided by the
cameras installed at the vehicle and/or position data of
the vehicle. Abird’s eye view refers to a view of the vehicle
from above, with a perspective as the observer were a
bird. The live-video in bird’s eye view may be calculated
(extrapolated) based on video data provided from the
front, rear, left, and/or right camera of the vehicle. Addi-
tionally, or alternatively one or more camera(s) may be
installed on top of the roof of the vehicle. Said camera
(being installed on the roof) may be a 360° camera. It
could also be possible to install a drone at the vehicle.
In case a bird’s eye view would be needed, the drone
could rise (fly) to a certain height above the vehicle and
provide a bird’'s eye view.

[0016] According to another aspect of the invention,
the view-management means are configured to select
one- or more camera-views of which the corresponding
live-video(s) is/are shown to the user on the portable elec-
tronic device. It is important to note that the view-man-
agement means are not only suitable to select a single
camera view, but also to select multiple camera views to
be shown to a user at the same time. In many driving or
parking operations (as well as traffic situations) a parallel
observation of several (different) views may be of inter-
est. The live-videos may be shown to the user in a gallery
format with multiple videos displayed to the user. The
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gallery format may include the videos as video-mosaics.
[0017] According to another aspect of the invention,
the view-management means are configured to select a
camera-view of which the corresponding live-video is
shown to the user on the portable electronic device in a
single camera-view or as highlighted camera-view be-
sides other views. Sometimes it might be of advantage
to only display a single camera-view to the user, e.g. in
situations where the other accessible camera-views
would not provide sufficient information referring to an
actual driving or parking operation (or to an actual traffic
situation). A single camera-view is means that only a sin-
gle live-video (referring to a specific) camera-view is dis-
played to the user. A highlighted camera-view may be
understood as display mode where a live-video referring
to a specific camera-view is prominently displayed to a
user besides live-videos of other camera-views (which
are not highlighted). The live video referring to the high-
lighted camera-view may be shown enlarged with respect
to live-videos of other camera-views shown to the user.
[0018] According to another aspect of the invention,
the view-management means are configured to automat-
ically select the single or highlighted camera-view as fol-
lows:

a. in case that the vehicle moves in a direction
straight ahead or straight reverse: selecting a front-
view or a rear-view as single or highlighted camera-
view;

b. in case that the vehicle changes its direction of
movement: selecting a camera-view directed in the
changed direction of movement as single or high-
lighted camera-view;

c. in case that an object is monitored within a prede-
fined first distance from the vehicle and the vehicle
is moving toward the object: selectinga camera-view
directed to the object as single or highlighted cam-
era-view;

d. in case that an object is monitored within a pre-
defined second distance from the vehicle and the
object is moving toward the vehicle: selecting acam-
era-view directed to the object as single or highlight-
ed camera-view.

[0019] The view-management means may be config-
ured to evaluate (or weigh) which of the situations/as-
pects given under lit. a. - d is most relevant at a certain
point in time. According to the evaluation (weighing) it is
then decided which of the camera-views is selected as
single or highlighted camera-view.

[0020] When referring to lit. a. it is to be mentioned,
that a camera directed to the direction of movement
(straight ahead, straight reverse) may be defined as the
most relevant camera. When a change in the direction
of movementoccurs (lit. b), the camera-view may change
to a camera-view of a camera directed in the changed
direction of movement. A driving tube view may be over-
laid on top of the selected camera view to indicate the
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direction of movement.

[0021] The case of lit c. is directed to a situation where
an object is present within a predefined first distance (or
range) around the vehicle. The object might be a pedes-
trian. The system may comprise means or determining
the distance between the object and the vehicle. Also,
the system may comprise means for determining if the
vehicle is moving toward the object (e.g. the distance
between object and vehicle decreases). Said means may
be one of the cameras as such or additional means (dis-
tance measurement means) installed at the vehicle. If
both criteria are met, a camera-view directed to the object
is selected (shown as single camera-view or highlighted
with respect to other camera-views). Said camera-view
may be called "static object view". Said predefined first
distance may automatically be determined or may be
continuously adapted to a situational context (e.g. the
traffic situation) of the vehicle.

[0022] In case d. where an object is monitored within
a predefined second distance from the vehicle (the sec-
ond predefined distance being larger than the first pre-
defined distance) and a condition where the object moves
toward the vehicle (distance between object and vehicle
is reduced, which can be detected by the camera as such
or dedicated distance measurement means), a camera-
view is selected which is directed to the object as single
or highlighted camera-view. Said predefined second dis-
tance may automatically be determined or may be con-
tinuously adapted to a situational context (e.g. the traffic
situation) of the vehicle.

[0023] According to another aspect of the invention, in
case d., the single or highlighted camera-view may be
switched when the object leaves a field of view of a first
camera and enters a field of view of a second camera.
As the field of view of the cameras may be restricted, a
moving object might enter different field of views of dif-
ferent cameras. To visually follow the movement of the
object, it might be necessary to switch the selected cam-
era according to the field of view in which the moving
objectis actually present. The live-video may be provided
with a bounding box to indicate which moving (dynamic)
object is actually tracked. The bounding box may be
bound to the moving object and may be provided as over-
lay of the live-video.

[0024] According to another aspect of the invention,
the view-management means are configured to consider
an anticipated length of movement of the autonomous
driving or parking operation for automatically selecting
the single or highlighted camera-view shown to the user,
wherein in case that an anticipated length of movement
is below a given threshold length, the selected camera
view(s) shown to the user are fixed. Said feature avoids
flickering of camera-views due to fast changes of the di-
rection of movement (e.g. within parking operations when
the vehicle needs to undergo short moves). The length
of movement may be anticipated based on path planning
information (e.g. GPS data) or a tracked vehicle behav-
iour. In case of vehicle movements below a given thresh-
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old length, the camera-view should not be changed. The
given threshold length may be automatically determined
or manually defined by a manufacturer of the vehicle, a
user of the vehicle or the like.

[0025] According to another aspect of the invention,
the view-management means are configured to select
the bird’s view as single or highlighted camera-view in
case that multiple movements of the vehicle with an an-
ticipated length of movement below said given threshold
value are expected. A bird’s eye view does not require
fast changes of camera-views, much more the autono-
mous driving or parking operation (including multiple
changes in the direction of movement) may be observed
from a position above the vehicle. To help the user to
understand the vehicle behaviour (the short move-
ments), an anticipated final position of the vehicle and
the intended path (the driving or parking operation relies
on) may be projected on top of the camera-view. Such a
camera-view may be called "parking view". So one further
aspect ofthe invention enables that an anticipated move-
ment path or end position of the vehicle in the autono-
mous driving or parking operation is projected into the
single or highlighted camera-view.

[0026] According to another aspect of the invention,
the view-management means are configured to automat-
ically select the single or highlighted camera-view in pre-
defined situations of an autonomous driving or parking
operation according to predefined selection criteria,
wherein the predefined situations and predefined selec-
tion criteria are as follows:

a. Selecting a bird’s eye view in case that a parking
slot to carry out the parking operation of the vehicle
has been identified;

b. Selecting a number of camera-views and switch-
ing through the number of camera-views at the be-
ginning or end of the autonomous driving or parking
operation.

[0027] When referring to case a., a parking operation
might often be better observed from a bird’s eye view.
When referring to case b., an automated switching
through accessible or predefined camera-views (e.g.
front, rear, left, right) at the beginning (or before) or at
the end of an autonomous driving or parking operation
enables a user to observe or check the vicinity of the
vehicle for possible objects that could hinder the driving
or parking operation.

[0028] To select the camera-view according to the
above given criteria a. and b., the system may consider
path planning data (e.g. based on GPS data) or data
referring to the local environment of the vehicle. Path
planning data may also refer to a local map. Such data
may be provided from an external server to the vehicle
or the portable electronic device, so that the view-man-
agement means may consider said data.

[0029] Optionally, a section of the live-video (of a cer-
tain camera-view) where the vehicle is assumed to get
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very close to a certain object during the driving or parking
operation may be marked (e.g. with a bounding box).
[0030] As mentioned before, the view-management
means are configured to automatically selectthe camera-
view shown to the user based on a routine, optionally a
routine based on artificial intelligence.

[0031] According to another aspect of the invention,
the view management means are configured to show ad-
ditional information to a user by displaying said informa-
tion in the live-video corresponding to a selected camera-
view shown to the user on the portable electronic device,
wherein said information is/are preferably displayed as
video-overlay(s). Said additional information may also be
displayed by boxes orillustrative means affixed to objects
or positions present in the live-video. The information
may relate to anticipated movement paths, vehicle data,
data referring to the environment (e.g. an outdoor tem-
perature), traffic signs etc.

[0032] Additional situations where an overlay of the
live-video would help the user to better understand the
situational context and the behaviour of the vehicle in-
clude (but are not limited to):

- abounding box on a stopping position at the end of
a pick-up manoeuvre;

- astop sign to illustrate an intention of the vehicle to
stop at an intersection;

- driving speed;

- remaining driving distance in case of a pick-up ma-
noeuvre;

- distance to close objects;

- moving direction of close dynamic (moving) objects;

- text about issue and intention of the vehicle in case
of exceptional situations (component failure, no
parking slot found etc.);

- slot polygon overlay during a parking operation;

- local path planner visualization overlay during a
parking operation.

[0033] The system may be configured to include said
overlays to the live-video(s) displayed to a user on a
screen of the portable electronic device.

[0034] Additionally, a function may be implemented in
the system where the user may choose to shut off the
automated view-selection and to select a camera-view
manually. This feature may be implemented in the App
operated on the portable electronic device. The user may
also choose a hybrid mode where some camera-views
may be fixed (as selected by the user) and other views
change automatically according to the situational con-
text.

[0035] Accordingtoyetanotheraspectoftheinvention,
there is provided a method for monitoring an autonomous
driving or parking operation of a vehicle with a previously
described system. The method comprises (at least) the
following steps:

- capturing a live-video of the driving or parking oper-
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ation;

- transmitting the captured live-video to a portable
electronic device;

- showing the live-video to a user of the portable elec-
tronic device in a live mode during the driving or park-
ing operation.

[0036] A camera-view of which the corresponding live-
video is shown to a user on the portable electronic device
is automatically selected by view-management means.
The selection may refer to a selection (and display) of a
single camera-view or to a selection of a highlighted cam-
era-view (a selected camera-view is displayed enlarged
with respect to other camera-views). The automated se-
lection may be based on the same criteria or situations
as described before.

[0037] It is to be emphasized, that the system may
comprise dedicated units or means for performing any
of the method steps described above.

[0038] The invention will now be described in more de-
tail with reference to the appended figures. In the figures:
Fig. 1 shows a basic illustration of a vehicle to be
used in a system and method according to
the invention,

Fig. 2 shows a basic illustration of a system ac-
cording to the invention,

Fig. 3 shows a way of displaying a live-video in a
single camera-view to a user on a display of
a portable electronic device,

Fig. 4 shows a way of displaying a live-video in a
highlighted camera-view to a user on a dis-
play of a portable electronic device,

Fig. 5a-d  shows different selection modes for select-
ing a camera-view to be displayed to a user
on a portable electronic device.

[0039] Turning to Figure 1, a vehicle to be used in a
system according to the invention is shown in a schematic
illustration. The system is suitable for monitoring an au-
tonomous driving or parking operation of the vehicle 1.
The vehicle 1 (e.g. a car) has a front F, a back B as well
as a left side L and right side R. A number of cameras
2L, 2R, 2F, 2B are installed at different positions of the
vehicle. A camera 2L is installed at the left side L of the
vehicle 1, a camera 2R is installed at the right side R of
the vehicle 1, a camera 2F is installed at the front F of
the vehicle 1, and a camera 2B is installed at the back
side B of the vehicle 1. The back B may synonymously
be expressed as "rear" side of the vehicle 1. The positions
of the cameras 2L, 2R, 2F, 2B were only chosen for il-
lustrative purposes. Each of the cameras 2L, 2R, 2F, 2B
is configured to capture live-videos of the driving or park-
ing operation from a camera-view corresponding to the
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position of the camera 2L, 2R, 2F, 2B. The corresponding
camera-views are indicated with field-of-views 21, 22, 24
and 24, wherein the field-of-view 21 refers to camera 2L,
field-of-view 22 refers to camera 2R, field-of-view 23 re-
fers to camera 2F and field-of-view 24 refers to camera
2B. The vehicle comprises a first communication unit 11
which may be part of a board computer of the vehicle 1.
The cameras 2L, 2R, 2F, 2B are in signal connection with
the first communication unit 11.

[0040] As shown in figure 2, the system according to
the invention comprises a number of cameras 2L, 2R,
2F, 2B installed at different positions of the vehicle 1,
each of the cameras 2L, 2R, 2F, 2B configured to capture
live-videos of the driving or parking operation from a cam-
era-view corresponding to the position of the camera 2L,
2R, 2F, 2B, wherein the cameras 2L, 2R, 2F, 2B are in
signal connection (not shown) with a first communication
unit 11 being installed in the vehicle 1.

[0041] The system further comprises a portable elec-
tronic device 30 comprising a second communication unit
12. The portable electronic device 30 comprises a display
13. The portable electronic device 30 is used by user 5,
wherein the user 5 is located external to the vehicle 1.
[0042] The first communication unit 11 is configured to
transmit the captured live-videos to the second commu-
nication unit 12 via a wireless signal connection 15,
wherein the second communication unit 12 is configured
to receive the transmitted live-videos, and wherein the
portable electronic device 30 is configured to show the
live-videos to the user 5 of the portable electronic device
30 in a live mode during the driving or parking operation.
The system further comprises view-management means
(not shown) configured to automatically select a camera-
view of which the corresponding live-video is shown to
the user 5 on the portable electronic device 30. The view-
management means may comprise hardware and soft-
ware components, both being part of the portable elec-
tronic device 30 or the vehicle 1. It is also possible, that
hardware and software components of the vehicle 1 and
the portable electronic device 30 together provide the
view-management means and are configured to interact
with each other. Hardware components may be under-
stood as computing unit. Besides the possibility of auto-
matically selecting a camera-view by the view-manage-
ment means, the latter may be configured in that a user
5 can manually switch between different camera-views.
The view-management means may comprise an algo-
rithm (the algorithm may be based on artificial intelli-
gence) that may be operated in a dedicated software
(environment), the software being installed on one or
both of said computing units. The automated selection
of the camera-view of which the corresponding live-video
is shown to the user 5 is performed by said algorithm.
[0043] As shown in figures 3 and 4, the view-manage-
ment means are configured to select a camera-view of
which the corresponding live-video is shown to the user
5 on the portable electronic device 30 in a single camera-
view 100 or as highlighted camera-view 101 besides oth-
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er views 102. In a single camera-view 100 only a single
live-video is displayed on the display 13 of the portable
electronic device 30. In a highlighted camera-view 101
a live-video of a certain camera view may be displayed
enlarged when compare to the live-videos of other views
101 (shown smaller).

[0044] Figures 5a-d illustrate different buttons (provid-
ed in an App operated on the portable electronic device
30) which a user 5 of the portable electronic device 30
may activate/deactivate, wherein the buttons are related
to different selection options referring to the selection of
a camera-view of which a live-video is shown to the user
5. The buttons may be shown in a touch sensitive manner
on the display 13 of the portable electronic device 30.
From the right to the left of the buttons illustrated in figs.
5a- d the buttons refer to a right view, a left view, a rear
view, a front view and a bird’s eye view of the vehicle 1.
Said buttons may also be displayed in an on-board dis-
play of the vehicle 1, so that the user 5 of the vehicle may
pre-select a certain selection procedure before leaving
the vehicle 1.

[0045] Fig. 5a refers to an activated button (the left
button is activated) referring to an automated (auto) cam-
era selection. The automated camera selection may be
selected as default. Figure 5b refers to a hybrid mode of
camera selection (second button from the left is activat-
ed). However, by selecting the hybrid mode only without
selecting a further camera vie, the system undergoes an
automated camera selection as shown in fig. 5a. Figure
5cagainrefersto an activated hybrid of camera selection,
but the right view is also activated. In such a case the
activated view (the right view in this case) is displayed
as single or highlighted view 100, 101 to the user 5 on
the portable electronic device 30 until the view manage-
ment means decide that there is a more relevant (or crit-
ical) view that should be displayed to the user (e.g. a
certain traffic situation or movement). When the situation
ends, the view returns to the selected view (the right view
in this case). Figure 5d refers to a selection of the left
view without the buttons of the automated selection or
hybrid selection being activated. In such a case only the
selected view is displayed to the user 5 on the portable
electronic device.

Claims

1. System for monitoring an autonomous driving or
parking operation of a vehicle (1), the system com-
prising

-anumber of cameras (2L, 2R, 2F, 2B) installed
at different positions of the vehicle (1), each of
the cameras (2L, 2R, 2F, 2B) configured to cap-
ture live-videos of the driving or parking opera-
tion from a camera-view corresponding to the
position of the camera (2L, 2R, 2F, 2B), wherein
the cameras (2L, 2R, 2F, 2B) are in signal con-
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nection with a first communication unit (11) be-
ing installed in the vehicle (1);

- a portable electronic device (30) comprising a
second communication unit (12);

wherein the first communication unit (11) is config-
ured to transmit the captured live-videos to the sec-
ond communication unit (12) via a wireless signal
connection (15), wherein the second communication
unit (12) is configured to receive the transmitted live-
videos, and wherein the portable electronic device
(30) is configured to show the live-videos to a user
(5)of the portable electronic device (30) in a live
mode during the driving or parking operation,
characterized in that the system comprises view-
management means configured to automatically se-
lect a camera-view of which the corresponding live-
video is shown to the user (5) on the portable elec-
tronic device (30).

System according to claim 1, wherein the cameras
(2L, 2R, 2F, 2B) are installed at positions of the ve-
hicle (1) to provide the following camera-views: a
front view of the vehicle (1), a rear view of the vehicle
(1), a left view of the vehicle (1) and a right view of
the vehicle (1).

System according to claim 1 or 2, wherein a live-
video referring to a bird’s eye view of the vehicle (1)
can be obtained based on the live videos provided
by the cameras (2L, 2R, 2F, 2B) installed at the ve-
hicle (1) and/or position data of the vehicle (1).

System according to claim 2 or 3, wherein the view-
management means are configured to select one-
or more camera-views of which the corresponding
live-video(s) is/are shown to the user (5) on the port-
able electronic device (30).

System according to claim 4, wherein the view-man-
agement means are configured to select a camera-
view of which the corresponding live-video is shown
to the user (5) on the portable electronic device (30)
in a single camera-view (100) or as highlighted cam-
era-view (101) besides other views (102).

System according to claim 5, wherein the view-man-
agement means are configured to automatically se-
lect the single or highlighted camera-view (100, 101)
as follows:

a.in casethatthe vehicle (1) movesin adirection
straight ahead or straight reverse: selecting a
front-view or a rear-view as single (100) or high-
lighted (101) camera-view;

b. in case that the vehicle (1) changes its direc-
tion of movement: selecting a camera-view di-
rected in the changed direction of movement as
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single (100) or highlighted (101) camera-view;

c. in case that an object is monitored within a
predefined first distance from the vehicle (1) and
the vehicle (1) is moving toward the object: se-
lecting a camera-view directed to the object as
single (100) or highlighted (101) camera-view;

d. in case that an object is monitored within a
predefined second distance from the vehicle (1)
and the object is moving toward the vehicle (1):
selecting a camera-view directed to the object
as single (100) or highlighted (101) camera-
view.

System according to claim 6, wherein the second
predefined distance is larger than the first predefined
distance.

System according to claim 6, wherein in case d. the
single (100) or highlighted (101) camera-view is
switched when the object moves leaves a field of
view (21, 22, 23, 24) of a first camera (2L, 2R, 2F,
2B) and enters a field of view (21, 22, 23, 24) of a
second camera (2L, 2R, 2F, 2B).

System according to claim 5, wherein the view-man-
agement means are configured to consider an an-
ticipated length of movement of the autonomous
driving or parking operation for automatically select-
ing the single (100) or highlighted (101) camera-view
shown to the user (5), wherein in case that an antic-
ipated length of movementis below a given threshold
length, the selected camera view(s) shown to the
user (5) are fixed.

System according to claim 9, wherein the view-man-
agement means are configured to select the bird’s
view as single (100) or highlighted (101) camera-
view in case that multiple movements of the vehicle
(1) with an anticipated length of movement below
said given threshold value are expected.

System according to claim 10, wherein an anticipat-
ed movement path or end position of the vehicle (1)
in the autonomous driving or parking operation is
projected into the single (100) or highlighted (101)
camera-view.

System according to claim 5, wherein the view-man-
agement means are configured to automatically se-
lect the single (100) or highlighted (101) camera-
view in predefined situations of an autonomous driv-
ing or parking operation according to predefined se-
lection criteria, wherein the predefined situations and
predefined selection criteria are as follows:

a. Selecting a bird’s eye view in case that a park-
ing slot to carry out the parking operation of the
vehicle (1) has been identified;
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13.

14.

15.

b. Selecting a number of camera-views and
switching through the number of camera-views
at the beginning or end of the autonomous driv-
ing or parking operation.

System according to one of the preceding claims,
wherein the view-management means are config-
ured to automatically select the camera-view shown
tothe user (5)based on a routine, optionally aroutine
based on artificial intelligence.

System according to one of the preceding claims,
wherein the view management means are config-
ured to show additional information to a user (5) by
displaying said information in the live-video corre-
sponding to a selected camera-view shown to the
user (5) on the portable electronic device (30),
wherein said information is preferably displayed as
video-overlay.

Method for monitoring an autonomous driving or
parking operation of a vehicle with a system accord-
ing to any of the claims 1 - 14, comprising the steps:

- capturing a live-video of the driving or parking
operation;

- transmitting the captured live-video to a port-
able electronic device (30);

- showing the live-video to a user (5) of the port-
able electronic device (30) in a live mode during
the driving or parking operation,

characterized in that a camera-view of which the
corresponding live-video is shown to a user (5) on
the portable electronic device (30) is automatically
selected by view-management means.

Amended claims in accordance with Rule 137(2)

EPC.

1.

System for monitoring an autonomous driving or
parking operation of a vehicle (1), the system com-
prising

-anumber of cameras (2L, 2R, 2F, 2B) installed
at different positions of the vehicle (1), each of
the cameras (2L, 2R, 2F, 2B) configured to cap-
ture live-videos of the driving or parking opera-
tion from a camera-view corresponding to the
position of the camera (2L, 2R, 2F, 2B), wherein
the cameras (2L, 2R, 2F, 2B) are in signal con-
nection with a first communication unit (11) be-
ing installed in the vehicle (1);

- a portable electronic device (30) comprising a
second communication unit (12);

wherein the first communication unit (11) is con-
figured to transmit the captured live-videos to
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the second communication unit (12) via a wire-
less signal connection (15), wherein the second
communication unit (12) is configured to receive
the transmitted live-videos, and wherein the
portable electronic device (30) is configured to
show the live-videos to a user (5)of the portable
electronic device (30) in a live mode during the
driving or parking operation,

characterized in that the cameras (2L, 2R, 2F,
2B) are installed at positions of the vehicle (1)
to provide the following camera-views: a front
view of the vehicle (1), a rear view of the vehicle
(1), a left view of the vehicle (1) and a right view
of the vehicle (1),

and inthat the system comprises view-manage-
ment means configured to automatically select
one or more camera-views of which the corre-
sponding live-video is/are shown to the user (5)
on the portable electronic device (30) in a single
camera-view (100) or as highlighted camera-
view (101) besides other views (102).

System according to claim 1, wherein a live-video
referring to a bird’s eye view of the vehicle (1) can
be obtained based on the live videos provided by the
cameras (2L, 2R, 2F, 2B) installed at the vehicle (1)
and/or position data of the vehicle (1).

System according to claim 1, wherein the view-man-
agement means are configured to automatically se-
lect the single or highlighted camera-view (100, 101)
as follows:

a.incasethatthe vehicle (1) movesin adirection
straight ahead or straight reverse: selecting a
front-view or a rear-view as single (100) or high-
lighted (101) camera-view;

b. in case that the vehicle (1) changes its direc-
tion of movement: selecting a camera-view di-
rected in the changed direction of movement as
single (100) or highlighted (101) camera-view;

c. in case that an object is monitored within a
predefined first distance from the vehicle (1) and
the vehicle (1) is moving toward the object: se-
lecting a camera-view directed to the object as
single (100) or highlighted (101) camera-view;

d. in case that an object is monitored within a
predefined second distance from the vehicle (1)
and the object is moving toward the vehicle (1):
selecting a camera-view directed to the object
as single (100) or highlighted (101) camera-
view.

System according to claim 3, wherein the second
predefined distance is larger than the first predefined

distance.

System according to claim 3, wherein in case d. the
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10.

1.

single (100) or highlighted (101) camera-view is
switched when the object moves leaves a field of
view (21, 22, 23, 24) of a first camera (2L, 2R, 2F,
2B) and enters a field of view (21, 22, 23, 24) of a
second camera (2L, 2R, 2F, 2B).

System according to claim 1, wherein the view-man-
agement means are configured to consider an an-
ticipated length of movement of the autonomous
driving or parking operation for automatically select-
ing the single (100) or highlighted (101) camera-view
shown to the user (5), wherein in case that an antic-
ipated length of movementis below a given threshold
length, the selected camera view(s) shown to the
user (5) are fixed.

System according to claim 6, wherein the view-man-
agement means are configured to select the bird’s
view as single (100) or highlighted (101) camera-
view in case that multiple movements of the vehicle
(1) with an anticipated length of movement below
said given threshold value are expected.

System according to claim 7, wherein an anticipated
movement path or end position of the vehicle (1) in
the autonomous driving or parking operation is pro-
jected into the single (100) or highlighted (101) cam-
era-view.

System according to claim 1, wherein the view-man-
agement means are configured to automatically se-
lect the single (100) or highlighted (101) camera-
view in predefined situations of an autonomous driv-
ing or parking operation according to predefined se-
lection criteria, wherein the predefined situations and
predefined selection criteria are as follows:

a. Selecting abird’s eye view in case that a park-
ing slot to carry out the parking operation of the
vehicle (1) has been identified;

b. Selecting a number of camera-views and
switching through the number of camera-views
at the beginning or end of the autonomous driv-
ing or parking operation.

System according to one of the preceding claims,
wherein the view-management means are config-
ured to automatically select the camera-view shown
tothe user (5)based on aroutine, optionally aroutine
based on artificial intelligence.

System according to one of the preceding claims,
wherein the view management means are config-
ured to show additional information to a user (5) by
displaying said information in the live-video corre-
sponding to a selected camera-view shown to the
user (5) on the portable electronic device (30),
wherein said information is preferably displayed as
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video-overlay.

Method for monitoring an autonomous driving or
parking operation of a vehicle with a system accord-
ing to any of the claims 1 - 11, comprising the steps:

- capturing a live-video of the driving or parking
operation;

- transmitting the captured live-video to a port-
able electronic device (30);

- showing the live-video to a user (5) of the port-
able electronic device (30) in a live mode during
the driving or parking operation,

characterized in that one or more camera-views of
which the corresponding live-video is/are shown to
a user (5) on the portable electronic device (30)in a
single camera-view (100) or as highlighted camera-
view (101) besides other views (102) is/are automat-
ically selected by view-management means.
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