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(54) COMPUTER-ASSISTED IMAGING USER GUIDANCE

(57) A user guidance system (SYS) and related
method The system comprises an interface (IN) for re-
ceiving a specification of a medical protocol for a given
patient, the specification defining a sequence of medical
action points. A synthesizer (S) of the system is config-
ured to synthesize a media sequence in accordance with
the sequence of medical action points, to obtain a syn-

thesized media sequence for the said patient, the media
sequence configurable to guide the patient in a medical
procedure, based on the protocol. The media sequence
may be used to support imaging protocols to encourage
patient compliance, and hence better imaging for exam-
ple.
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Description

FIELD OF THE INVENTION

[0001] The invention relates to a user guidance sys-
tem, to an arrangement using such as system, to a com-
puter-implemented method of user guidance, and to a
related computer program element and computer read-
able medium.

BACKGROUND OF THE INVENTION

[0002] Modern medicine relies on a range of expensive
and delicate equipment and machinery. For example, be-
ing able to quickly obtain good quality diagnostic imagery
of internal tissue/organs of a patient lies at the heart of
most branches of the medical profession. Imaging sys-
tems are used for this, such as an X-ray imaging system
or an MRI system, or others still.
[0003] Operating such medical imaging systems safely
and usefully, requires great skill. A range of complex set-
tings or adjustments may need to be made based on
machine control parameters to ensure the outcome of a
given medical procedure (such as imaging) is useful and
successful.
[0004] Recently, in order to increase patient through-
put or efficiencies in general, at least partly autono-
mized/robotized imaging equipment was proposed, with
little or no on-site involvement by medical staff.
[0005] However, the "machine side" of a success-
ful/useful medical procedure is only one aspect. Another,
equally important one is patient compliance, and in par-
ticular so in autonomous settings: in some medical pro-
cedures, the patient will need to perform certain actions,
correctly and in the right order before, during and/or after
the medical procedure. This can be challenging and er-
ror-prone, especially during longer such procedures. For
example: the patient is asked to avoid any movement at
defined points of time, or should breathe with a defined
timing, etc. Or the patient may be asked to interact at
defined imaging sequences, such as in MRI.
[0006] For the patient, in general not medically trained,
it may not be easy to understand, let alone remember,
the requisite action points in particular during a long im-
aging sequence where multiple images are acquired at
different patient postures for example. In addition, the
exact timing in combination with other supportive patient
actions may be hard to remember and get right first time.
There may also be a sequence of action points expected
of patient before and after the actual imaging acquisition.
[0007] High patient throughput in busy clinics, the need
for good imagery, and the desire to reduce wear-and tear
on expensive medical equipment may be difficult objec-
tives to reconcile at the same time. This is all the more
true in the above mentioned (at least partly) autono-
mized/robotized imaging settings. Fostering patient com-
pliance can help in achieving all three objectives.

SUMMARY OF THE INVENTION

[0008] There may be a need to address at least some
of the above-mentioned challenges. In particular, there
may be a need for improved patient guidance, in partic-
ular in relation to medical procedures.
[0009] An object of the present invention is achieved
by the subject matter of the independent claims where
further embodiments are incorporated in the dependent
claims. It should be noted that the following described
aspect of the invention equally applies to the arrange-
ment, the computer-implemented method, the computer
program element and to the computer readable medium.
[0010] According to a first aspect of the invention there
is provided a user guidance system (SYS) comprising:

an interface (IN) for receiving a specification of a
medical protocol for a given patient, the specification
defining a sequence of medical action points;
a synthesizer (S) configured to synthesize a media
sequence in accordance with the sequence of med-
ical action points, to obtain a synthesized media se-
quence for the said patient. The media sequence
may be used to guide the patient in a medical pro-
cedure, based on the protocol. The guidance may
be during the medical procedure and/or prior to com-
mencement of the medical procedure.

[0011] The media sequence may include audio, video,
multimedia, etc.
[0012] The medical protocol may be medical imaging
protocol for an imaging session with certain imaging mo-
dalities, such as MRI, X-ray CT, etc. In addition, other
types of medical protocols may be supported with the
proposed system.
[0013] In embodiments, the media sequence is of a
pre-selected category.
[0014] The category may include type/genre of movie,
type of story (action, crime, etc), or category could include
also "roadtrip, biketrip, ...", travelogue, road trip movie,
etc. The type of movie, type of story, etc may be part of
the category.
[0015] In embodiments, the system comprises a se-
lector, configured to select the category based on i) input
from the patient or user received through a user interface,
and/or ii) based on characteristics of the patient.
[0016] In embodiments, the system of comprises a
transducer controller configured to control, based on the
synthesized media sequence, a transducer to produce a
media output for the patient. Transducer may include a
speaker system and/or display device, a haptics gener-
ator, a VR/AR head-set, etc.
[0017] In embodiments, the synthesized media se-
quence comprises a sequence of media elements asso-
ciated with respective ones of the action points. The me-
dia elements may represent different scenes, or portions
of story, movie, plot, etc.
[0018] In embodiments, the synthesizing operation in-
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cludes: i) changing an order of media elements in an
existing media sequence and ii) modulating a media el-
ement in accordance with an action point.
[0019] Modulation may include changing a color case
during replay, and or changing rhythm, mode or any other
musical characteristics of a sound-track. A quicker
rhythm may motivate the patient to perform the action
point faster. A slower rhythm may be helpful to motivate
patient for the action point to be performed slower. The
patient may be induced to change their breathing fre-
quency, etc. Modulation may include selection of actions
or integration of additional special action scenes in the
media sequence.
[0020] In embodiments, the system comprises a delay
measurement device configured to measure an elapsed
time period between the transducer being controlled as
per a given media element and the patient preforming
the associated action point.
[0021] In embodiments, the system comprises a tuner
module, configured to tune the specification of the med-
ical protocol based on the measured time period to pro-
duce a tuned specification of the medical protocol.
[0022] In embodiments, the system comprises a con-
trol interface, configured to control a medical imaging ap-
paratus or therapy apparatus, based on the tuned spec-
ification.
[0023] In embodiments, the media sequence is one or
more of: audio, imagery and video.
[0024] In embodiments, the synthesizer is based on a
machine learning model of the generative type.
[0025] In another aspect there is provided an arrange-
ment, comprising a medical imaging or therapy device
and the system as per any one of the above mentioned
embodiments.
[0026] In another aspect there is provided a computer-
implemented method, comprising:

receiving a specification of a medical protocol for a
given patient, the specification defining a sequence
of medical action points; and
synthesize a media sequence in accordance with
the sequence of medical action points, to obtain a
synthesized media sequence for the said patient, the
media sequence configurable to guide the patient in
a medical procedure, based on the protocol.

[0027] The method may further comprise playing back
or replaying the synthesized media sequence. As display
device and/or an acoustic transducer, or any other suit-
able player/transducer equipment may be used.
[0028] The medical action points may include suitably
encoded instructions for the patient to assume a certain
posture, move in a certain manner, remain stationary for
a given time period, breath at a certain frequency, hold
their breath, or any other action the patient is required to
perform during the medical procedure. For example, the
medical action points may include instructions for moving
the left/right arm in a certain manner, moving a leg, mov-

ing their head from one position to another, etc. The med-
ical action points may be configured to support the med-
ical procedure so as to facilitate a successful conclusion
thereof, such as obtaining a result (imagery) of sufficient
image quality, etc.
[0029] Because the media sequence as synthesized
herein is tailored around patient’s preference for a given
media category, the patient can better remember and
execute the asked of medical action points. The media
sequence synthesized herein can induce a high level of
patient compliance. The high level of compliance may
translate into correct and timely conclusion of the medical
procedure. For example, quicker imaging sessions may
be conducted that still result in diagnostic imagery for
example, and that put less strain on patient and/or equip-
ment, etc.
[0030] The media sequence may include video footage
and/or an audio sequence. The media sequence may
represent a story, a plot, etc, featuring preferred actor(s),
character(s), or being of a preferred genre, being by a
preferred author, director, etc.
[0031] The media elements of the media sequence my
include frames of groups of such frames representing
respective scene(s). The scenes are a representation of
a desired action point. The media sequence may include
plural such media elements for plural scenes for exam-
ple. The media sequence may thus represent a sequence
of action points as per a protocol. The synthesized media
sequence, once played back or replayed on a player com-
ponent, represents the requisite sequence of action
points as per a predefined imaging protocol for example.
Thus, the action points are embedded as "landmarks" in
a media sequence context of a category preferred by the
patient. The so synthesized "memory map", that is the
synthesized media sequence, fosters high memory re-
tention in patient, and thus high compliance and quicker
and successful conclusion of the medial procedure.
[0032] The medical procedures envisaged herein may
include an imaging session (such as using X-ray, MRI or
other modality). The medical protocol may include an im-
aging protocol. Alternatively, the medical procedure may
be one of a radiation therapy delivered by a linac for ex-
ample, to treat tumors. The medical protocol may thus
involve an RT treatment protocol, for example.
[0033] "User" and "patient" are mainly used inter-
changeably herein. The patient/user is in general the per-
son who takes part in the medical procedure It is the
person for whom the procedure is run. When reference
is made herein to "medical personnel" (so not the us-
er/patient), this relates to person(s) who operate the im-
aging apparatus or who oversee the imaging procedure,
or those who may process the outcome of the procedure.
Such persons may also be referred to herein as "medical
user", "staff’, "personnel", etc.

BRIEF DESCRIPTION OF THE DRAWINGS

[0034] Exemplary embodiments of the invention will
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now be described with reference to the following draw-
ings, which are not to scale, wherein:

Fig. 1 shows a schematic illustration of a medical
procedure including action points to be performed
by a patient taking part in the said procedure;
Fig. 1 2 shows a schematic block diagram of a com-
puter implemented system for user guidance during
and/or prior to a medical procedure; and
Fig. 1 3 shows a flow chart of a computer-implement-
ed method for user guidance during and/or prior to
a medical procedure.

DETAILED DESCRIPTION OF EMBODIMENTS

[0035] Before explaining operation of the proposed
system and method, reference is first made to Fig. 1, in
order to illustrate context in which the proposed system
and method may be practiced. Specifically, Fig. 1 is a
schematic diagram of a medical procedure MP in which
a patient PAT is expected to participate. Briefly, and as
will be expanded upon in more detail below (at Figs. 2,3),
a computer implemented guidance system is proposed
herein for use by a patient to better implement the medical
procedure with respect to patient PAT.
[0036] For example, medical procedures mainly envis-
aged herein are imaging sessions and/or radiotherapy
sessions or others still. The proposed context may be
one for diagnostic and/or therapeutic purposes. For illus-
tration, main reference will be made herein to medical
imaging sessions, but this is not at the exclusion of other
types of medical procedures.
[0037] The proposed system and method are config-
ured herein to support such medical procedures in a pref-
erably autonomous setting, such as autonomous imag-
ing environments in a clinic or other medical facility for
example. In such autonomous settings, the patient is ex-
pected to take part in the medical procedure without or
with only limited guidance from human medical personnel
on-site. The medical procedure may be administered at
least partly (if not fully) by at least partly (if not fully) au-
tomized or robotized equipment Ej. The patient may be
asked to visit one or more of items of such medical equip-
ment Ej, and is expected to perform respective one or
more medical actions, referred to herein as medical ac-
tion points aj, at, or in relation to, the said respective item
of medical equipment Ej.
[0038] For example, the medical equipment Ej may in-
clude one or more imaging apparatus ("imager" for short)
IA2, IA3, such as is illustrated in in-inset Figs. 1A, 1B as
equipment E2,E3. Operation of imager(s) may be at least
partly automated. Operation of the imager IA2, IA3 may
be controlled by providing control parameters cj as may
be prescribed in an imaging protocol P.
[0039] Imager IAI2 may be a magnetic resonance im-
aging ("MRI") apparatus. The control parameters C2 may
control interaction of magnetic fields and electric fields
generated by magnets and radio frequency coils of the

imaging apparatus. Patient PAT may be expected to lie
on an examination table ET. The examination table ET
with the patient on it is introduced into an examination
region, formed by an opening, a bore, of the imager IA2.
Based on the control parameters C2, coil circuitry is op-
erable to generate radio RF pulses that interact with pa-
tient’s tissue and the generated magnetic field that per-
vades, in particular, the bore. The interaction causes re-
sponse radio frequency signals which are detected by
the same and/or other coil circuitry of the imager IA2 to
produce sectional images that may represent internal
structures (tissue, organs, anatomies) of patient PAT.
[0040] Another, or additional type of medical equip-
ment E3 may include an x-ray imaging apparatus IA3.
The patient may or may not lie on an examination table
ET, in an examination region between an x-ray source
XS and, opposed thereto, an x-ray detector D. Based on
control parameters C3, the imager IA3 is operable to ex-
pose patient PAT to X-ray radiation emanating from the
x-ray source XS. The x-radiation interacts with patient
tissue to produce modified radiation. The modified radi-
ation is detected by the detector D. Acquisition circuitry
converts the detected radiation into x-ray imagery. The
x-ray imager IA3 may be of the radiography type to pro-
duce projection imagery, or may be of the tomographic
type where the x-ray source rotates around the patient
to acquire projection imagery from different directions
which can then be reconstructed into cross-sectional im-
agery in one or more planes to form an image volume, if
required.
[0041] Imaging equipment AI3 and AI2 may be ro-
botized. For example, the introduction of table/patient in-
to the bore, or the operation of the x-ray source etc is
done by actuators communicatively coupled to a surveil-
lance system (not shown), such as video cameras that
monitor the patient by collecting surveillance data such
as imagery or video. Based on the data collected during
monitoring operation, the actuators are adjusted accord-
ingly to effect introduction into the bore of the patient,
and or/movement of source XS, or of any other mode of
operation of components of the medical imaging equip-
ment IA2, 3.
[0042] Imagers other than X-ray or MRI are also en-
visaged herein, such as those of the emission type (nu-
clear imaging), ultrasound ("US"), or others still. Howev-
er, the principles described herein are not necessarily
confined to imaging. Other type(s) of medical equipment
Ej may be used instead or in addition to imager(s), at
different phases of the medical procedure. For example,
the said other types of equipment E1 may include other,
preferably robotized/automated systems, such as ones
configured to measure patient’s blood pressure, heart
rate, oxygenation, or other vital signs. For example, some
type of robotic equipment Ej may be operable to collect
a blood sample from patient, to administer medication
and/or other substances such as contrast agents etc. The
equipment E1 may include surgical robots, and others
still. For example, in a radiation therapy context, the
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equipment Ej may include a radiation therapy delivery
apparatus, such as a linear accelerator("linac").
[0043] As briefly mentioned earlier, the representation
of the medical procedure with patient participation as per
Fig. 1 is schematic and illustrative: for example, a single
imager may be used instead of two or more as shown.
Indeed, no imager may be used at all in some medical
procedures. A single item of medical equipment Ej may
be used in some medical procedures. A combination, not
necessarily at the same time, of different types of medical
equipment may be used in others. The medial procedure
may include "loops", where one and the same equipment
is reused or revisited at different phases of the medical
procedure, inviting the same, similar or different action
points. Such loops are optional however. The same
equipment may be used more than once, inviting different
action points at different times, or repetitions. The patient
PAT may be required to move from one equipment Ej to
another Ej+1, the two items of equipment Ej, Ej+1 being
spatially remote from each other. Thus, the patient may
need to make their way through the medical facility, pos-
sibly from one room to another. However, such medical
perambulation may not be required in some procedures
or setups, and all action points are carried out in the same
physical location, such as in the same exam room, using
one or more items of equipment at phases of the proce-
dure. If such perambulation is required, one or more of
the action points may then represent the patient’s move-
ment from one equipment to the next. Alternatively, the
movement from one equipment to other is not accounted
for as a medical action point. More than one item of med-
ical equipment may be used at a given time. At other
times or procedures, a single equipment is used at a giv-
en time, for at least some instances.
[0044] In medical procedures in an autonomous set-
ting, very little on-site involvement of medical personnel
may be required, if any. If at all, human user may be
involved through remote telecommunication to at least
partly control at least some phases of the procedure from
a remote location for example. For example, this may
allow a single surgeon or imaging technician to conduct
multiple sessions remotely in telemedicine sessions,
thus improving patient throughput. In extreme cases,
there is no medical staff/personnel on-site at all. Medical
procedures can thus be conducted with fewer medically
trained personnel to improve efficiency. A higher number
of patients may be processed thus increasing patient
throughput, thus answering an ever-pressing need with
an aging population in parts of the world. However, de-
spite being autonomous, in order to decrease patient
stress level, some tele-communication means may still
be provided for the patient so they can contact human
staff, in case of emergency, either real or perceived.
[0045] The medical procedure, such as an imaging
session, is governed by a protocol P. For example, an
imaging protocol P may prescribe a sequence of appli-
cable control parameters C to be applied at the respective
equipment Ej at certain times, and may further call for a

list of medical action points (aij) that may be required from
the patient to be perform when at, or interacting with, the
respective equipment Ej. As said, the action points may
include moving from one equipment Ej to another Ej+1,
and/or may include performing certain one or more ac-
tions ai,j when at a certain equipment Ej or interacting
therewith. For present purposes, the action points to be
performed by the patient may be considered as an or-
dered list (ak) =(a1,1....aN,1; a1,2,... aM,2, ...) , whether or
not geographical movement from one place to another
is required.
[0046] The medical imaging protocol P may thus be
understood as a list of a patient -associated component
(ak) and a machine machine-associated component cj.
The patient- associated component prescribes the se-
quence of actions (ak) to be performed by the patient at
certain times, whilst the machine-associated component
(ck) includes a list of applicable control parameters to
control for example voltage/ amperage of the x-ray tube
XS. The machine-associated component (ck) may spec-
ify a radio pulse sequence to be applied in an MRI imager,
or may describe control settings of associated compo-
nents, such as table ET movement, tube XS movement,
collimator blade adjustments, etc. The patient-associat-
ed component and/or machine-associated component
(ck) may include timing information.
[0047] More formally then, the imaging protocol P may
be written as P=[(ck), (ak)] where each set of one or more
control parameters (ck) is associated with one or more
action points (ak) to be performed by the patient at se-
quence position k, when associated control parameter(s)
ck is applicable in respect to the current medical equip-
ment Ej. The control parameters ck have a timing asso-
ciation k with the medical action points ak, and may be
applied before, concurrently, or after completion of the
respective action point ak at sequence position k of pro-
tocol P. It will be understood that the notation "ck" may
be understood as a vector ck =(c1,k, c2,k, ..., cL,k) that
describes plural setting parameters for different aspects
or different types of equipment to be used as the same
time/sequence position k. The protocol P may be formal-
ized, represented and stored as a data file, preferably in
structured form. For example, the file representing the
medical protocol to be used for the current medical pro-
cedure may be coded in a markup language, such as an
XML file for example, with nodes representing the spe-
cific action points and associated machine control pa-
rameters. Other data structures such as associative ar-
rays, pointers or others still me be used instead or in
addition.
[0048] The concept of patient-associated action points
(ak) as used herein is to be construed broadly as it may
require the patient to be passive rather than active. For
example, an action point may require the patient to re-
main motionless in a certain posture from a certain time
point for a period of time. In other instances, the action
point may require a patient to actively perform a certain
movement, assume a certain posture (moving one or
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more limbs, rolling over left/right, turning head, opening
one’s mouth, etc), or may call for the patient to operate
certain parts of the equipment through actuators (press-
ing buttons, pulling levers etc), or interact physically in
an otherwise prescribed manner with the equipment Ej.
In addition or instead, the medical action point (ak) may
ask the patient to breath at a certain frequency, faster or
slower, or may indeed requisition a breath hold for a cer-
tain period, etc.
[0049] Performing such a medical action points in the
right order and correctly may not be easy, in particular in
the above-mentioned autonomous settings. There may
thus be an undue burden on the patient to remember all
the medical action points (ak) to be performed in the right
order and at the right time. On the other hand, if the med-
ical action points (ak) are not all performed correctly, the
result of the procedure, such as the acquired imagery,
may be non-diagnostic/ useless. Such a result may be
undesirable as this may require re-running the medical
procedure, adding costs and time delays for other pa-
tients etc. Repetitions of the same imaging session due
to incorrect protocol may also put undue burden on the
medical equipment and this may lead to premature wear-
and-tear. For example, cathode discs in x-ray imagers
are subjected to very high temperature gradients which
can lead to cracks. Premature wear-and-tear on cath-
odes discs may thus call for replacement and associated
imager down-time. Implementing the protocol P right first
time may thus foster longer up-times of the equipment,
thus lowering the risk of such premature wear and tear
effects, and so promoting better imaging throughput for
example.
[0050] In order to better assist the patient to implement
the medical protocol P correctly and/or to reduce prema-
ture wear and tear on medical equipment Ej, a computer
implemented user guidance system UGS is proposed
herein. The user guidance system UGS may synthesize,
as will be explained in more detail below, a media se-
quence M that is tailored to the patient’s preferences and
the medical protocol P to be performed. The media se-
quence, such as a motion picture (video), an audio fea-
ture such as a re-told story, etc, or a sequence of still
images, a combination of two or more of the foregoing,
is synthesized by the user guidance system. The synthe-
sized media sequence M may be replayed/played back
during and/or prior to the medical procedure. As will be
explained in more detail herein, the generated media se-
quence such as video footage includes embedded land-
marks that correspond to the action points required by
the patient in the correct order. Landmarks are chosen
according to user’s media preferences to promote mem-
ory retention. It is assumed that participants are more
likely to remember instructions if embedded into a nar-
rative vector of their respective preference and inclina-
tion.
[0051] As proposed herein, the category or type of the
media sequence so generated is based on user prefer-
ences. The media synthesized sequence may be con-

ceptualized as a memory map that includes the said land-
marks to guide the patient through the medical proce-
dure, be it at one and the same equipment and/or moving
from one equipment to another performing different ac-
tion points there. The so synthesized media sequence
may be used to render footage on a display device in
form of a "movie" featuring the preferred landmarks so
chosen, configured and embedded so as to echo the req-
uisite action points in the right order. For example, the
footage may feature scenes by a patient-preferred-actor
who is shown to perform the right type of actions accord-
ing to the protocol to so encourage memory retention and
the patient’s joining in and "playing along". High levels
of sustained patient compliance may be achieved this
way.
[0052] The media sequence may be consumed by pa-
tient PAT before the start of the medical procedure, in a
preparatory or instruction phase when the media se-
quence is played back by suitable transducer equipment
TR. In addition or instead, the media sequence may be
consumed during the medical procedure, by playback of
the media sequence, possibly suitably synchronized
based on, for example, the above mentioned surveillance
system, such as cameras that monitor patient movement,
actions, posture, etc, during the medical procedure. The
use of the synthesized media sequence during an on-
going medical procedure may be referred to herein as
the real time embodiment, whereas the former may be
referred to as the off-time embodiment. Replaying of the
synthesized media sequence M may be implemented in
either embodiment for example by using mobile terminal
devices, such as a smart phone or other portable data
processing devices. The device may include a display
device DD for example on which the replay of the media
sequence is displayed, thus preparing the user, or cueing
him or her what to do. The portable device may include
instead or in addition to the display device DD, a loud-
speaker to generate audio. A video, audio or multimedia
representation of the media sequence is generated dur-
ing the playback operation. An augmented/virtual reality
system (AR/VR) may be used for the playback operation.
In such AR/VR replay systems, footage may be synthe-
sized that represents for example the patient’s preferred
actor performing the requisite medical action point. The
action point as per the actor is fused with clinical sur-
roundings that represent the equipment with which the
user is expected to interact, thus and mimicking the action
point.
[0053] The user guidance system UGS may thus be
understood to comprise two components, a synthesizer
component that synthesizes the media sequence adapt-
ed to protocol and patient preference, and a playback
component that uses the synthesized media sequence
to generate a video, audio or multimedia stream. The
playback component and/or synthesizer component may
be implemented as an application ("app"), to run on the
user’s device for example, their smart phone, tablet com-
puter, etc. However, fixedly installed playback devices
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with suitable transducers such display(s), loudspeakers,
VR/AR headsets etc, suitably arranged and distributed
across the medical facility, such as at the imaging or other
applicable type of equipment Ej, is also envisaged herein.
The user guidance system UGS may be implemented on
one or more computing devices PU. Operation of the
system UGS will now be explained in more detail with
reference to the schematic block diagram in Fig. 2.
[0054] The user guidance system UGS includes a syn-
thesizer component S. In some embodiments, operation
of synthesizer component S is based on prior media data
from which the new media sequence M, the memory map,
is synthesized. Specifically, synthesizer component S
(referred to herein simply as the "synthesizer S") receives
at one or more if its input interface IN, at least parts of
the protocol and patient preference data. In some em-
bodiments where prior media is used, a selector SL is
operative to select an initial media sequence M’ from a
media database MD. The synthesizer S processes the
data from the protocol P, in particular the action point
sequence (ak), and the initial media sequence to synthe-
size the new media sequence as a memory map tailored
to the patient preference data. The newly synthesized
media sequence M may be a video file that represents
the required patient action points as corresponding
scenes. Alternatively, the media sequence is an audio
file representing a sequence of story elements that in
turn represents the requisite action points in the right or-
der as per the protocol P.
[0055] The memory map M may be passed onto a play-
er PL component configured to replay the memory map
to the patient. The player PL component transforms the
video or audio-based memory map into a perceptible sig-
nal stream on which the patient PAT can act on, thus
facilitating successful participation by the patient in the
medical procedure. Specifically, based on the media se-
quence M, transducer control circuitry controls a trans-
ducer TR to cause the user perceptible signal stream.
The transducer TR may include a visual transducer, such
as display device and/or an audio transducer, such as
loudspeaker system. For example, if the media sequence
is an audio file, a suitably modulated sound stream may
be generated which the user will perceive as his or her
favorite story being re-told, with audio scenes adapted
to reflect the respective action points. In visual embodi-
ments, a video feed may be displayed on the display
device (as a visual transducer) to visually guide the pa-
tient through the requisite action points as per the medical
procedure, again with scenes adapted based on the req-
uisite action points, for example with actors in scenes
performing acts that correspond to the action points.
[0056] The memory map may be synthesized based
on a synthesizer function ƒ from prior existing media el-
ements mj of the initial media sequence M’. The initial
media sequence M’ was selected based on user prefer-
ence data, such as user’s favorite movie. A given media
element mj may represent an individual video or audio
frame, or a group of such frames. Generally, some or

each media element mj may represent a scene that cor-
responds to the action point (ak)j=k that the patient is ex-
pected to perform at the given time j in the correct order,
relative to the other scenes that represent different, pre-
ceding or follow-up action points (aj)j>k orj<k. Thus, in sim-
ple embodiments, the synthesizer function f, M =f((mj)),
may be a permutation function π(j) -> j’, M =(mj’). The
memory map M, once generated, may be passed through
a suitable communication link to player PL where the
user guidance signal is generated as described above.
[0057] At least two principal modes of operation of the
user guidance system UGS are envisaged herein in em-
bodiments: in one mode it is the patient who initiates the
processing. The patient may merely provide their media
preference for the processing to start. The protocol is
then obtained automatically by the system UGS from pro-
tocol database PDB, where the intended protocol for the
patient is stored in association with a patient identifier.
In another mode, the processing is "system-sided", so is
initiated by the medical facility (such as a hospital for
example). For example, a clinical user may feed an in-
tended protocol P into the user guidance system to initiate
the processing. It is now the user preference data that
may be obtained automatically by system UGS.
[0058] In general, the input data received at input in-
terface IN includes the patient preference data PD. This
data may indicate a desired category of the initial media
sequence M’ preferred by the patient. This patient pref-
erence data may be queried from a memory PPM, where
patient preference data PD is stored. The memory PPM
may for instance be part of an end user device, such as
patient’s mobile phone, smart phone or other hand-held
or tabletop device. The user guidance system may re-
quest the preference data through the interface IN, prior
to user consent. Alternatively, social engineering may be
used to access the patient’s social media account or net-
work (provided patient consent is given), to automatically
infer the user preference for the media category. Access
by system UGS may be restricted to posted public data.
[0059] The patient preference data OD may include in
particular said category of the media sequence from
which the memory map is to be synthesized. For exam-
ple, the category may indicate a movie type/genre (spy,
comedy, drama, etc), a favorite actor, director or other
data that describes the preferred media sequence which
the patient prefers. Alternatively, instead of system UGS
actively sourcing ("pulling") the patient preference data
from a memory PPM, a user interface UI, such as a touch
screen or other may be provided for the patient to oper-
ate, so that patient can "push" the data for processing by
system UGS. The patient can thus actively select a cer-
tain category of media sequence preference such as the
preferred movie genre, featured actors(s), director, etc.
In other embodiments, the user interface may be inter-
faced to a movie or audiobook database, and the user
selects via the interface the said specific movie or audi-
obook. Alternatively still, the user uploads an electronic
copy of the movie or audiobook file through interface unto
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the system UGS.
[0060] In terms of audio files, the user preference may
indicate a literary genre, for example a crime, fiction, non-
fiction, period, author, etc. An audio book file, or an indi-
cation of a preferred audio book file may be included in
the patient preference data PD.
[0061] The input receivable at interface IN may further
comprise at least in parts the medical protocol P as may
be obtained from the protocol data base PDB. The med-
ical protocol P encodes in particular the sequence of ac-
tion points (ak). At this point, it is only the action point
sequence that is required, and not the associated control
parameters, such as the radio pulse sequencing to be
used in an MRI imaging session for example, or control
parameters for a radiation therapy apparatus, etc as
mentioned above. In other words, only the patient exe-
cutable action points (ak) part of the protocol P may be
provided at this stage.
[0062] For example, a parser PR may be used. The
parser PR parses the protocol file P to be used in the
upcoming medical procedure in respect of patient PAT.
The parser PR extracts the sequence of medical action
points (ak) in the correct sequence from the protocol file.
The action points (ak) may be defined in terms of natural
language or may be otherwise encoded in an agreed
coding scheme.
[0063] The synthesizer S receives the sequence of ac-
tion points (ak) based on protocol data P, and may receive
an initial media sequence M’ of the category as indicated
by the user preference data PD. The synthesizer com-
ponent analyzes the initial media sequence M’ to identify
a sequence of scenes (Sj) as represented by the se-
quence of media components (mj) that form this initial
sequence M’. Scenes (Sj) are then identified in the initial
media sequence M’ that correspond to the sequence of
patient action points (ak). The patient action encoding
sequence (ak) thus forms master data, with slave data
being the identified scenes (Sj). The action points (ak)
form anchor points to locate respective, corresponding
scenes (Sj) in the initial media sequence M’, and the so
located scenes may be reordered (permuted) as per the
action point sequence (ak).
[0064] In general then, the media elements are adapt-
ed to the prescribed sequence of action points (ak). For
example, in one embodiment the synthesizer includes a
natural language processing pipeline NLP. The initial me-
dia sequence M’ may be provided for example as an au-
dio file, representative of a story selected by patient. For
example, the story may be retold by the patient and is
recorded as the said audio file. The provided audio file
represents the patient preference data PD. Alternatively
a patient specified audio file representing the patient pre-
ferred story is sourced from the media data base MD.
The audio file may be provided in form of an audiobook
for example. The category of the audio file may include
story title, genre, author, etc, and is as indicated in the
patient preference data. If only a broad category is indi-
cated, such as "crime story", the synthesizer may request

through suitable retrieval interfaces a random story that
falls under the preferred category. Patient’s agreement
to the random selection may be sought, and, if rejected,
another random story is selected, and so forth, until pa-
tient indicates agreement. A similar random selection for
broad categories may be implemented for video files
("movies").
[0065] The audio file may be transformed into text form
by a speech-to-text module. Natural language processor
NLP then analyzes the text to identify text portions that
correspond to the action points. A suitable text similarity
metric may be used to identify for some each action point,
a corresponding text portion. The identified text portions
(the slave data) are ordered according to the action point
sequence master data. The reordered text portion may
then be transformed back into audio-file to obtain the new
media sequence/memory map M adapted to the protocol
action points. A transformation between text and audio
may not necessarily required, and the analysis may be
done on the audio elements themselves, using a phonetic
speech recognition. Suitable encoding techniques such
as vector quantization ("VQ") codebooks may be used
to define a suitable similarity metric.
[0066] A similar analysis based on image recognition
may be done for a video sequence for example by iden-
tifying suitable scenes in the initial movie file M’.
[0067] The natural language processing pipeline or the
image recognition component of the synthesizer S may
be implemented by suitably trained machine learning
models for example.
[0068] In case the initial analyzed media initial se-
quence M’ does not include a suitable scene that can be
associated with a required action point ak, certain stock
or standard elements may be introduced instead to com-
pliment the memory map M. The previously prepared
stock elements may be held in the media data base MD
in a suitable library.
[0069] In particular, in embodiments where the system
UGS initiates the synthesizing of the memory map M, the
user preference PD is automatically determined as indi-
cated above by requesting data from the user’s personal
device through a suitable API. Based on the so automat-
ically established user preference, the user guidance
system UGS accesses the media database MD and iden-
tifies the initial media sequence video/audio that corre-
sponds to the automatically determined preference data
PD.
[0070] The adaptation of the individual medial ele-
ments (mj) that form the respective scenes (Sj) of the
memory map may include more than a mere re-order-
ing/permutation. In addition or instead, suitable modula-
tions of sound and/or changes to the color balance may
be used to implement a patient priming mechanism, pref-
erably during replay. For example, the color cast of cer-
tain scenes when displayed on screen can be changed
to indicate that the patient is currently acting according
to action points (ak) of protocol P. For example, a gradual
or abrupt color cast operation such as a red shift may be
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effected to indicate the patient does currently not act in
conformance with the protocol, whilst a green shift color
cast may indicate the patient is doing the right thing. In
addition or instead, audio modulation of the replayed au-
dio file (story) or of the audio track of the replayed video
M may be affected for priming purposes. Such audio
modulation may include changes of tempo, rhythm, a
shift in melody mode/pattern (dissonance vs conso-
nance), etc. The patient may thus be encouraged to per-
form actions in line with the protocol.
[0071] The above-described embodiments of synthe-
sizer S pre-suppose an initial media sequence M’ from
which the memory map M is synthesized, using the action
points (ak) as master data. However, ab initio synthesizer
embodiments are also envisaged herein, where there
may be no reliance on such prior existing initial media
sequence M’. Such ab initio embodiments may be pref-
erably implemented by machine learning ("ML") models,
preferably of the generative type. For example, genera-
tive adversarial networks ("GAN") have been proposed
in the past that allow generating instances of a target
distribution, in addition or instead, Autoencoder ("AE")
type networks may be used. GANs and AEs are specially
configured neural network ("NN") type ML models or sys-
tems thereof. Specifically, convolutional NNs ("CNN")
may be used. Preferably the NN is of a multi-scale archi-
tecture including not only convolutional operators but al-
so deconvolutional operators. U-net type architectures
may be used in embodiments. CNN type NNs are useful
when processing image data, such as video footage as
envisaged herein for synthesized media sequence of the
video type. The network may be of the feedforward type,
but is preferably of the recurrent to better process time
series data such as video.
[0072] A bank of such machine learning models of the
generative type may be pre-trained, one (or more) for
each for the different category of media sequence from
which the user may wish to choose. For example, one
model may be trained for movies of a certain genre (spy,
action, comedy, etc), whilst other one or more models
are trained based on motion pictures featuring a certain
actor and/or directed by a certain director, etc. Other
training date may include sport sequences, dancing se-
quences or travel sequences, travelogues, etc. The se-
lector component SL then selects from the bank of pre-
trained generator models the one that matches the cat-
egory indicated by the patient preference data.
[0073] The generative ML modelling relies on a training
data set for a given media category. A specially config-
ured objective function (such as cost or utility function)
guides an optimization procedure where parameters of
the generative ML model are adapted in one or more
training phases. Once trained and preferably tested, the
model may be deployed in clinical practice a generator
M of synthesizer S to produce memory map based on
user preference. Only the category needs to be supplied
by patient or system for the selector to select the trained
model G from the bank. The trained generator G gener-

ates the memory map in the style of the patient specified
category and based on the action point sequence by pro-
ducing a corresponding sequence of scenes in the pre-
ferred category style. The selected generator G process-
es respective patient action points (ak). The generator G
generates for each such action point ak’ ∈ (ak), a respec-
tive scene G(ak’)= S(k’), in the style corresponding to the
patient selected category. In this manner, for given action
point (eg, "moving left arm up", a scene may be generated
featuring the preferred actor (as per the patient specified
category), performing the action ("moving left arm up")
the patient is expected to perform for example. Such tech-
niques using generative models have been previously
described as facilitators of "deepfake". It is proposed
herein to use such deepfake ML techniques to generate,
realistic, convincing user guidance media sequences
(memory maps) that represent the correct sequence of
action points by scenes in a diction that corresponds to
the patient selected media category.
[0074] Turning first to AE type networks, such a net-
work comprises an encoder part in serial combination
with a decoder part. The encoder receives input data and
transforms this into a simpler, in general lower dimen-
sional representation. The encoder attempts to recon-
struct at its output the input. The objective function meas-
ures a deviation of the two, and adjusts parameters of
encoder and decoder until the decoder learns to recon-
struct input from output within an acceptable error mar-
gin. Two such AE networks may be trained. One AE net-
work is trained on video footage or imagery of the spec-
ified category (featuring a preferred actor for example).
This network may be referred to as the "category" net-
work, having its encoder (Ec) and decoder (Dc). The other
network, the action point network, is trained on more gen-
eral footage of different categories, each made up of
scenes that represent the given action point from the list
(ak), again having its own encoder (Ea) and decoder (Da)
for the action point network. The desired scene for the
memory map may then be synthesized ab initio by feed-
ing a random input "seed" scene (r) into the encoder of
the action network to obtain the associated latent repre-
sentation which is now fed into the decoder of the cate-
gory network to obtain the desired synthesized scene: Sj
= Dc(Ea(r)). This may be repeated for some or each action
point in (ak) to so obtain all scenes Sj that make up the
memory map. The bank of generators may thus have a
matrix structure comprising AE networks for each action
point a and each category c, each such network Ga,c

having its own trained encoders and decoder.
[0075] Turning now to the embodiments of synthesizer
S based on GAN type networks, GAN networks as such
were previously described by Ian Goodfellow et al in
"Generative Adversarial Nets", available on preprint serv-
er at arXiv:1406.2661v1, published 10 Jun 2014. GANs
comprise two NN models, a discriminator network ("D")
and a generator network G.
[0076] The discriminator D may be set-up as an NN-
classifier. The discriminator D may be arranged as a deep
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fully connect network, a deep fully convolutional network,
or as a hybrid network including one or more layers of
both type.
[0077] In operation during training, the GAN set-up
works as follows. The generator G generates from a seed
signal (r) applied to it (such as random noise for example),
a sample scene G(r). The discriminator D attempts to
discriminate between the generator output G(r), and gen-
uine, ground truth scenes as held in a training database.
The ground truth comprises historic media sequences of
the patient prescribed category that represents the action
points. For example, the historic media sequences in-
cludes video footage scenes collected from motion pic-
ture databases that represent the patient’s favored actor
performing the target action points.
[0078] A specially configured cost function is used,
based on which the parameters of generator G and dis-
criminator D are adjusted. Such as cost function was de-
scribed by Goodfellow et al at eq(1), page 3. The cost
function represents two opposed objectives similar to a
zero-sum-game: the objective in respect of the discrim-
inator D is to maximize its probability of correct labelling,
whilst the objective in respect of generator G is produce
output so that the discriminator D cannot statistically dis-
criminate between a real scene drawn from the training
database, and generated scenes generated by the gen-
erator.
[0079] The parameters of the two models G,M may be
adjusted in a min-max procedure in alternate manner in
separate runs of iterations. The iterations cause the pa-
rameters of the models G,D to converge in a type of a
Nash-equilibrium, at which point the generator is capable
of generating realistic looking "fake scenes", featuring for
example the patient preferred category, such as a pre-
ferred actor performing the target action point. At this
point, the discriminator D is no longer capable for dis-
criminating between fake and ground truth, and the dis-
criminator D is such no longer needed. The generator G
can thus be used to generate from a random seed signal
(r), instances of target action scene in the same style as
per the patient prescribed media category c. Again, dif-
ferent such GAN models may be trained for different cat-
egories and action points Ga,c, and stored in the bank.
As before for the AE models, the selector SL may use
appropriate index (ak, c) to access the correct GAN gen-
erator Ga

k
,c in the bank. The synthesizer S may then use

the accessed model Ga
k
,c to ab-initio-generate the re-

spective scene for index (ak, c). Any of the above men-
tioned ab initio embodiments may be combined with any
of the above mentioned synthesizing schemes based on
prior initial media.
[0080] However, it will be understood that the above
described ML based embodiments are not a necessity
herein and are optional embodiments. It has been ob-
served, that the earlier, simpler, not necessarily ML
based embodiments of the synthesizer S already pro-
duces suitable memory maps that already have been
found to have a positive impact on patient compliance.

[0081] The operational mode of the user guidance sys-
tem UGS as described above was mainly based on the
premise that the applicable imaging protocol represents
the master data based on which in the slave data (that
is the in initial media sequence) are adapted or generated
by synthesizer. However, there may be a feedback loop
envisaged herein, where it is the protocol data, in partic-
ular the control parameters (ck), that may be adapted
based on the patient’s action in respect of the medical
procedure. Specifically, it is in particular the timing of the
control parameters (ck) that is adapted. The control pa-
rameter timing relates to the time periods in between time
points at which the control parameters are changed over
from ck, to ck+1 as per the protocol. Whilst the synthesized
media sequence/ memory map M is replayed, delays
may be expected in relation to patient’s actions. The de-
lays indicate the respective time period that passes be-
tween when the respective scene Sj is played out, and
the time point when the user actually initiates or com-
pletes the action point aj associated with that scene Sj.
This delay is patient specific and could be measured in
a preparatory phase or real-time during the medical pro-
cedure itself.
[0082] To this end, the user guidance system UGS may
include a delay measurement system DMD. This may be
implemented as a camera or sound based surveillance
system, with suitably placed cameras, microphones, or
other suitable sensors, that monitor actions of the patient
as mentioned earlier. A suitable image recognition com-
ponent of the system DMD, possibly machine learning
based, is operable to analyze the recorded surveillance
data (eg, frames) that captures the actions of the user.
The system DMD monitors for correspondence of the
capture actions with the required action points (ak).
[0083] If such a delay is established, a tuner compo-
nent TU adjusts the existing control parameters (ck)
and/or their timings, so as to ensure synchrony with the
patient caused delay. In this manner, an adapted imaging
or radiation therapy protocol P’ is generated, tailored to
the delay habits of the patient. These delay habits may
correlate with the patient’s reaction and comprehension
times. A suitable control interface CI may be used to con-
trol the respective imaging equipment or other medical
equipment Ej based on the adapted protocol P’. Option-
ally, the media sequence M may be adjusted after delay
measurement to achieve the original imaging protocol
timing.
[0084] As briefly mention above, the player PL com-
ponent may be embedded in an augmented or virtual
reality system. For example a VR (virtual reality)/AR
(augmented reality) headset may be used in which the
memory map video is replayed for the patient.
[0085] In order to enhance memory retention still, the
player system PL may be in communication with a haptics
delivery system that induces certain haptic signals deliv-
ered to the patient in correspondence with the replayed
memory map. For example, the examination table TE or
the RF coil support of the MRI imaging system IA2 may
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be caused to vibrate. The timing, frequency or intensity
of the vibration caused my correlate to the degree of pa-
tient compliance in respect to the requisite action points,
and hence how well patient follows the instructions rep-
resented by the memory map.
[0086] In any of the above-mentioned embodiments,
if the protocol sequence includes action points for the
patient to physically move from one exam room to an-
other, or from one equipment Ej to the next Ej+1, this part
of the action points may be synthesized into a separate
"geographical" memory map, with scenes from a travel
video with landmarks representing different items of
equipment. The map is hence representative of a journey
that represents the medical produced at least in parts as
a journey, a medical circuitry mapped into historic, cul-
tural landmarks of one or more countries according to
user preference. The action points at the respective
equipment may then be synthesized as described above
based on preferred media category. The geographical
memory map may be combined with any of the earlier
mentioned memory maps.
[0087] Reference is now made to the flow chart in Fig.
3 which illustrates steps of a computer implemented
method for user guidance, based on media sequences
synthesized as described above.
[0088] At step S310, a protocol for a medical procedure
such as for an imaging procedure or radiation therapy is
received. The protocol indicates medical action points to
be performed by a patient to undergo the medical proce-
dure.
[0089] At step S320 indication of a category of the be
synthesized media sequence is received. The indication
may be through patient input via a user interface. Thus,
the category indication may be caused by the patient, by
active involvement of the patient. Alternatively, no such
active involvement on the part of the patient is required.
For example, the data may be automatically retrieved by
accessing personal preference data of the patient, such
as may be held on a social media account of the patient
or in a memory of a device of patient, such as their smart-
phone, tablet or other preferably portable device. To this
end, a Bluetooth, NFC or other wireless connection may
be established using suitable APIs.
[0090] At step S330, the target media sequence M (re-
ferred to herein as the memory map) is synthesized in-
cluding media elements such as individual frames or
groups of such frames. The media elements represent
respective individual scenes. Each of the media elements
in the synthesized media sequence are so synthesized
that the represented scenes causable by replaying the
media sequence correspond in the correct order to the
requisite action points as per the protocol.
[0091] At step S340 a transducer, such as a display
device and/or loudspeaker system of a replay device is
controlled, to produce a patient perceptible guidance or
instruction/tuition signal, based on the synthesized se-
quence. This signal may comprise for example video
footage displayed on the display device in accordance

with the media sequence and/or the signal may comprise
sounding out an audio signal, such as re-telling of a story
in accordance with the media sequence.
[0092] The media sequence for replay may be used
for real time guidance of the user during an ongoing med-
ical procedure being performed according to protocol. In
addition or instead, the media sequence may be present-
ed to the user in a preparation or instruction session prior
to commencement of the medical procedure.
[0093] The memory map so generated may thus be
understood to include certain landmark scenes, tailored
around the patient’s preference and functionally corre-
sponding to the requisite action points in the correct order
as per the imaging protocol.
[0094] The method may optionally comprise, in addi-
tion, or instead of steps S310-S340, an adaptation of the
underlying imaging protocol, in particular of control pa-
rameters, such as imaging parameters or radiation ther-
apy delivery parameters, and the timings thereof. The
adaption may be based on certain delay periods incurred
whilst the patient is reacting to the replayed media se-
quence.
[0095] Specifically, at step S410, the delay period is
measured. The delay period comprises the time period
between the presentation of a user perceptible signal to
the patient of a given scene, and the user’s performance
of action point (ak) associated with the scene. The scene
is represented by the media elements of the synthesized
media sequence.
[0096] At step S420 the imaging protocol, in particular
its control parameters and/or their timings, may be adapt-
ed based on the delay measurements.
[0097] The synthesized media may be adapted based
on the delay information to optimize, or at least improve
timing and hence the protocol. For example, for X-ray /
CT there might be the option to delay switching the x-ray
source XS on, to adapt the patient bed movement / po-
sitioning, etc. In MRI, the start of a pulse imaging se-
quence might be delayed or idle times could be adapted
between such sequences, etc.
[0098] At step S430 the medical equipment, such as
an imaging apparatus or radiotherapy delivery appara-
tus, is controlled based on the adapted imaging protocol
P’.
[0099] The components of the user guidance system
UGS may be implemented as one or more software mod-
ules, run on one or more general-purpose processing
units PU such as a workstation associated with an imager
IA1,2, or on a server computer associated with a group
of imagers or other types of medical equipment.
[0100] Alternatively, some or all components of the us-
er guidance system UGS may be arranged in hardware
such as a suitably programmed microcontroller or micro-
processor, such an FPGA (field-programmable-gate-ar-
ray) or as a hardwired IC chip, an application specific
integrated circuitry (ASIC). In a further embodiment still,
the user guidance system UGS may be implemented in
both, partly in software and partly in hardware.
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[0101] The different components of the user guidance
system UGS may be implemented on a single data
processing unit PU. Alternatively, some or more compo-
nents are implemented on different processing units PU,
possibly remotely arranged in a distributed architecture
and connectable in a suitable communication network
such as in a cloud setting or client-server setup, etc.
[0102] One or more features described herein can be
configured or implemented as or with circuitry encoded
within a computer-readable medium, and/or combina-
tions thereof. Circuitry may include discrete and/or inte-
grated circuitry, a system-on-a-chip (SOC), and combi-
nations thereof, a machine, a computer system, a proc-
essor and memory, a computer program.
[0103] In another exemplary embodiment of the
present invention, a computer program or a computer
program element is provided that is characterized by be-
ing adapted to execute the method steps of the method
according to one of the preceding embodiments, on an
appropriate system.
[0104] The computer program element might therefore
be stored on a computer unit, which might also be part
of an embodiment of the present invention. This comput-
ing unit may be adapted to perform or induce a performing
of the steps of the method described above. Moreover,
it may be adapted to operate the components of the
above-described apparatus. The computing unit can be
adapted to operate automatically and/or to execute the
orders of a user. A computer program may be loaded
into a working memory of a data processor. The data
processor may thus be equipped to carry out the method
of the invention.
[0105] This exemplary embodiment of the invention
covers both, a computer program that right from the be-
ginning uses the invention and a computer program that
by means of an up-date turns an existing program into a
program that uses the invention.
[0106] Further on, the computer program element
might be able to provide all necessary steps to fulfill the
procedure of an exemplary embodiment of the method
as described above.
[0107] According to a further exemplary embodiment
of the present invention, a computer readable medium,
such as a CD-ROM, is presented wherein the computer
readable medium has a computer program element
stored on it which computer program element is de-
scribed by the preceding section.
[0108] A computer program may be stored and/or dis-
tributed on a suitable medium (in particular, but not nec-
essarily, a non-transitory medium), such as an optical
storage medium or a solid-state medium supplied togeth-
er with or as part of other hardware, but may also be
distributed in other forms, such as via the internet or other
wired or wireless telecommunication systems.
[0109] However, the computer program may also be
presented over a network like the World Wide Web and
can be downloaded into the working memory of a data
processor from such a network. According to a further

exemplary embodiment of the present invention, a me-
dium for making a computer program element available
for downloading is provided, which computer program
element is arranged to perform a method according to
one of the previously described embodiments of the in-
vention.
[0110] It has to be noted that embodiments of the in-
vention are described with reference to different subject
matters. In particular, some embodiments are described
with reference to method type claims whereas other em-
bodiments are described with reference to the device
type claims. However, a person skilled in the art will gath-
er from the above and the following description that, un-
less otherwise notified, in addition to any combination of
features belonging to one type of subject matter also any
combination between features relating to different sub-
ject matters is considered to be disclosed with this appli-
cation. However, all features can be combined providing
synergetic effects that are more than the simple summa-
tion of the features.
[0111] While the invention has been illustrated and de-
scribed in detail in the drawings and foregoing descrip-
tion, such illustration and description are to be considered
illustrative or exemplary and not restrictive. The invention
is not limited to the disclosed embodiments. Other vari-
ations to the disclosed embodiments can be understood
and effected by those skilled in the art in practicing a
claimed invention, from a study of the drawings, the dis-
closure, and the dependent claims.
[0112] In the claims, the word "comprising" does not
exclude other elements or steps, and the indefinite article
"a" or "an" does not exclude a plurality. A single processor
or other unit may fulfill the functions of several items re-
cited in the claims. The mere fact that certain measures
are re-cited in mutually different dependent claims does
not indicate that a combination of these measures cannot
be used to advantage. Any reference signs in the claims
should not be construed as limiting the scope.

Claims

1. A user guidance system (SYS) comprising:

an interface (IN) for receiving a specification of
a medical protocol for a given patient, the spec-
ification defining a sequence of medical action
points;
a synthesizer (S) configured to synthesize a me-
dia sequence in accordance with the sequence
of medical action points, to obtain a synthesized
media sequence for the said patient, the media
sequence suitable to guide the patient in a med-
ical procedure based on the medical protocol.

2. System of claim 1, wherein the media sequence is
of a pre-selected category.
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3. System claim 2, comprising a selector (SL), config-
ured to select the category based on i) input from
the patient or user received through a user interface
(UI), and/or ii) based on characteristics of the patient.

4. System of any one of the previous claims, comprising
a transducer controller (TC) configured to control,
based on the synthesized media sequence, a trans-
ducer (TR) to produce a media output for the patient.

5. System of claim 4, wherein the synthesized media
sequence comprises a sequence of media elements
associated with respective ones of the action points.

6. System of claim 5, wherein the synthesizing opera-
tion includes: i) changing an order of media elements
in an existing media sequence and ii) modulating a
media element in accordance with an action point.

7. System of claim 5 or 6, comprising a delay meas-
urement device (DMD) configured to measure an
elapsed time period between the transducer being
controlled as per a given media element and the pa-
tient preforming the associated action point.

8. System of claim 7, comprising a tuner module (TU),
configured to tune the specification of the medical
protocol based on the measured time period to pro-
duce a tuned specification of the medical protocol.

9. System of claim 8, comprising a control interface,
configured to control a medical imaging apparatus
or therapy apparatus, based on the tuned specifica-
tion.

10. System of any one of the previous claims, wherein
the media sequence is one or more of: audio, im-
agery and video.

11. System of any one of the previous claims, wherein
the synthesizer is based on a machine learning mod-
el of the generative type.

12. An arrangement, comprising a medical imaging or
therapy device and the system as per any one of the
previous claims.

13. A computer-implemented method, comprising:

receiving (S310) a specification of a medical pro-
tocol for a given patient, the specification defin-
ing a sequence of medical action points; and
synthesize (S330) a media sequence in accord-
ance with the sequence of medical action points,
to obtain a synthesized media sequence for the
said patient, the media sequence configurable
to guide the patient in a medical procedure,
based on the protocol.

14. A computer program element, which, when being
executed by at least one processing unit, is adapted
to cause the processing unit to perform the method
as per claim 13.

15. At least one computer readable medium having
stored thereon the program element of claim 14.

23 24 



EP 4 138 086 A1

14



EP 4 138 086 A1

15



EP 4 138 086 A1

16



EP 4 138 086 A1

17

5

10

15

20

25

30

35

40

45

50

55



EP 4 138 086 A1

18

5

10

15

20

25

30

35

40

45

50

55



EP 4 138 086 A1

19

REFERENCES CITED IN THE DESCRIPTION

This list of references cited by the applicant is for the reader’s convenience only. It does not form part of the European
patent document. Even though great care has been taken in compiling the references, errors or omissions cannot be
excluded and the EPO disclaims all liability in this regard.

Non-patent literature cited in the description

• IAN GOODFELLOW et al. Generative Adversarial
Nets. arXiv:1406.2661v1, 10 June 2014 [0075]


	bibliography
	abstract
	description
	claims
	drawings
	search report
	cited references

