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Description
Technical Field

[0001] The present disclosure relates to the field of
communications technologies, and in particular, to a re-
source management method and system, a proxy server,
and a storage medium.

Background

[0002] Load balancing refers to balancing or distribut-
ing loads (work tasks) to a plurality of operation units for
running, for example, distributing the loads to a File
Transfer Protocol (FTP) server, a Web Server, an enter-
prise core application server and other main task servers,
so as to achieve the work tasks cooperatively. In a micro
server system, each micro server may initiate a request
to other micro servers, and in a scenario with a plurality
of requesters, a micro server of each requester respec-
tively acquires local resource information thereabout,
and independently performs load balancing based on the
local resource information thereabout. In this way, load
imbalance may occur, and therefore, a micro server serv-
ing as a requester implements a load balance mecha-
nism. As a result, the global load is not balanced enough,
and the accuracy of load balancing is reduced.

Summary

[0003] Embodiments of the present disclosure provide
a resource management method and system, a proxy
server and a storage medium, which can improve the
accuracy of implementing load balancing and improve
the reliability and accuracy of resource management.
[0004] According to a first aspect, an embodiment of
the presentdisclosure provides a resource management
method, wherein the resource management method is
applied to aresource management system. The resource
management system comprises a plurality of micro serv-
ers, a plurality of proxy servers corresponding to respec-
tive micro servers, and a load balancing server. and the
resource management method comprises:

when resource update information of a micro server
exists, reporting the resource update information to
the load balancing server by a proxy server corre-
sponding to the micro server;

broadcasting, by the load balancing server, the re-
source update information to the plurality of proxy
servers corresponding to the respective micro serv-
ers; and

updating, by each proxy server in the plurality of
proxy servers corresponding to the respective micro
servers, a locally pre-stored resource usage state of
each micro server based on the resource update in-
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formation, so as to perform a load balancing opera-
tion based on the resource usage state.

[0005] According to a second aspect, an embodiment
of the present disclosure further provides a resource
management method, wherein the resource manage-
ment method is applied to a proxy server, and the proxy
server is a proxy server corresponding to a micro server
of a requester, and the resource management method
includes:

When monitoring that the micro server has resource
update information, reporting the resource update
information to the load balancing server, and updat-
ing a locally pre-stored resource usage state of each
micro server based on the resource update informa-
tion;

and performing a load balance operation according
to the resource usage state.

[0006] According to a third aspect, an embodiment of
the present disclosure further provides a resource man-
agement system, wherein the resource management
system comprises a plurality of micro servers, a plurality
of proxy servers corresponding to respective micro serv-
ers, and a load balancing server, the load balancing serv-
er is in communication connection with each proxy serv-
er, and the resource management system is used for
executing any resource management method applied to
the resource management system provided in the em-
bodiments of the present disclosure.

[0007] According to a fourth aspect, an embodiment
of the present disclosure further provides a proxy server,
comprising a memory and a processor, wherein the
memory stores a computer program, and when invoking
the computer program in the memory, the processor ex-
ecutes any resource management method applied to the
proxy server provided by the embodiment of the present
disclosure.

[0008] According to a fifth aspect, an embodiment of
the present disclosure further provides a storage medi-
um, configured as a computer readable storage medium,
wherein the storage medium is configured to store a com-
puter program, and the computer program is loaded by
a processor so as to execute any resource management
method provided in the embodiment of the present dis-
closure.

[0009] In the embodiments of the present disclosure,
when there is resource update information about a micro
server, the resource update information can be reported
to a load balancing server by a proxy server of the micro
server, then, the resource update information can be
broadcast to a proxy server corresponding to each micro
server by the load balancing server, so that each proxy
server can acquire global resource information about
each micro server. In this case, a locally pre-stored re-
source usage state of each micro server can be updated



3 EP 4 167 539 A1 4

based on resource update information by a proxy server
corresponding to each micro server, so that each proxy
server can maintain the resource usage state of each
micro server timely and accurately. A load balancing op-
eration is executed based on a resource usage state,
thereby realizing global load balancing based on global
resource information. Thus, the accuracy of implement-
ing load balancing is improved, and the reliability and
accuracy of resource management are improved.

Brief Description of the Drawings

[0010]

Fig. 1is a schematic structural diagram of a resource
management system according to an embodiment
of the present disclosure;

Fig. 2 is a schematic flowchart of a resource man-
agement method according to an embodiment of the
present disclosure;

Fig. 3is a schematic flowchart (1) of a resource man-
agement method according to another embodiment
of the present disclosure;

Fig. 4 is a schematic flowchart (2) of a resource man-
agement method according to another embodiment
of the present disclosure;

Fig. 5is a schematic flowchart (3) of a resource man-
agement method according to another embodiment
of the present disclosure;

Fig. 6 is a schematic flowchart (4) of a resource man-
agement method according to another embodiment
of the present disclosure;

Fig. 7 is a schematic structural diagram of a proxy
server according to an embodiment of the present

disclosure.

Detailed Description of the Embodiments

[0011] The following clearly and completely describes
the technical solutions in the embodiments of the present
disclosure with reference to the accompanying drawings
in the embodiments of the present disclosure. Apparent-
ly, the embodiments to be described are merely a part
rather than all of the embodiments of the present disclo-
sure. Based on the embodiments of the present disclo-
sure, all other embodiments obtained by those skilled in
the art without creative efforts shall belong to the scope
of protection of the present disclosure.

[0012] The flow charts shown in the figures are merely
illustrative, do not necessarily include all of the content
and operations/steps, nor do they necessarily have to be
performed in the order described. For example, some
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operations/steps may be broken down, combined, or par-
tially combined, and thus the order of actual execution
may vary as desired.

[0013] Some embodiments of the present disclosure
will be described in detail below with reference to the
accompanying drawings. Without conflict, the following
embodiments and features in the embodiments may be
combined with each other.

[0014] Embodiments of the present disclosure provide
a resource management method and system, a proxy
server, and a storage medium.

[0015] PleaserefertoFig. 1, Fig. 1is aschematic struc-
tural diagram of a resource management system accord-
ing to anembodiment of the presentdisclosure. As shown
in Fig. 1, the resource management system may include
a plurality of micro servers, a plurality of proxy servers
corresponding to respective micro servers, and a load
balancing server, wherein each micro server is connect-
ed to a proxy server corresponding thereto, and each
proxy server is connected to a load balancing server. For
example, a proxy server of each micro server may send
a registration request to the load balancing server. After
receiving the registration request, the load balancing
server returns a registration response to each proxy serv-
er, establishing a connection relationship between a load
balancing server and a proxy server of each micro server
based on a registration response. Types of the micro
server, the proxy server, and the load balancing server
may be flexibly set according to actual requirements, and
a specific type is not limited herein.

[0016] The load balancing server can be used for: 1)
receiving resource usage conditions (namely, resource
usage states) of instances of a plurality of micro servers
reported by a plurality of proxy servers in the resource
management system, such as the number of connections
and the number of requests, and storing resource occu-
pancy conditions of instances of all the micro servers in
the resource management system; 2) after receiving the
reported resource usage update event, broadcasting
same to all the proxy servers in the resource manage-
ment system.

[0017] All the proxy servers can be used for: 1) regis-
tering with a load balancing server, and monitoring a no-
tification of a change in a resource occupation condition
(namely, a resource usage update) of each micro server
in a resource management system; 2) after receiving a
notification of a resource occupation condition change,
saving a new resource occupation condition in a local
memory.

[0018] The proxy server acting as the proxy server of
receiver may be configured to 1) after receiving the re-
quest, before a request is forwarded to a micro server
(also referred to as a local server) connected thereto, a
current resource occupation condition of an instance of
the micro server is reported to a load balancing server,
and then forwards the request to the instance of the micro
server, or reports the current resource occupation con-
dition of the instance of the micro server to the load bal-
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ancing server, simultaneously forwarding requests to the
instances of the micro server; 2) after the local server
finishes processing the request and returns a response,
the proxy server of the receiver reporting a current re-
source occupation condition to the load balancing server,
and then returning a response to the requester; 3) in ad-
dition to the starting and ending time of request process-
ing, in the service processing process, the local server
may also call an interface of the proxy server to update
a resource occupation condition of the local server, and
the proxy server locally stores the latest resource occu-
pation condition and reports same to the load balancing
server.

[0019] The proxy server acting as a proxy server of
requester may be configured such that after the request-
er's micro server sends a request, the representative
server of the requester receives the request, acquiring
resource occupation conditions of all the requested in-
stances of the micro server from a local memory, and
combining a load balancing policy, selecting an instance
of a server of the receiver, and then forwarding the re-
quest to the instance of the server of the receiver, global
load balancing is achieved including instances of the
gateway and all of the micro servers.

[0020] The resource occupancy may comprise: 1) re-
source consumption that can be acquired by the proxy
server, for example, the current number of connections,
and such information can be automatically acquired and
reported by the proxy server; 2) a proxy server cannot
obtain, for example, only a micro server can estimate the
resource consumption of a certain type of query, and this
type needs to be sent to the proxy server by the micro
server, and then reported by the proxy server.

[0021] It should be noted that after a single application
evolves into a resource management system (referred
to as a micro service system), an invocation within a proc-
ess becomes a remote invocation between processes,
and management and monitoring of a large number of
network connections and requests become a difficult
problem in resource management system development.
In order to relieve the micro server from a complex net-
work problem (including load balancing), attention is fo-
cused on service development, and a service grid is in-
troduced into a resource management system to under-
take a management and control task of network commu-
nication of the micro server.

[0022] As shown in Fig. 1, a service grid may be logi-
cally divided into a data plane and a control plane, where
the data plane is formed by a group of intelligent proxys
in a network, and these proxys (namely, proxy servers)
are deployed together with an instance of each micro
server. The proxy servers intercept network requests
sent and received by the micro servers, and therefore
these proxy servers can take over network communica-
tions between the micro servers, and are responsible for
tasks such as micro server forwarding, load balancing,
and performance index reporting of instances of the mi-
cro server. A control plane is responsible for managing
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and configuring a proxy server, and is responsible for
issuing a load balancing policy of a micro server, a fusion
current limiting rule, and a collected performance indica-
tor, etc. to the proxy server. Because the proxy server is
an enhancement to a micro server, which is similar to a
relationship between a motorcycle and a bucket, the
proxy server in the service grid may also be referred to
as a sidecar.

[0023] After the resource management system is in-
troduced into the service grid, each instance of the micro
server is deployed together with one proxy server (for
example, both the instance of the micro server and the
proxy server are deployed in the same pod of k8s). All
requests sent by the micro server (namely, network re-
quests) are forwarded by the proxy server. Load balanc-
ing in a resource management system is implemented
by a proxy server, which may specifically be as follows:
the proxy server obtains information of instances of all
micro servers through a server discovery component of
a control plane; when a certain micro server initiates a
request, a proxy server deployed locally on the micro
server may select an instance of the micro server of the
receiver according to a load balancing policy, and send
the request to the instance.

[0024] Specifically, in order to achieve the purpose of
distributing requests to instances of a plurality of micro
servers as evenly as possible in a resource management
system, a proxy server is provided for each instance of
a micro server in the resource management system, a
plurality of micro servers do not directly communicate
with each other, and a plurality of micro servers commu-
nicate with each other by a proxy server, and all the proxy
servers constitute a service grid data plane. The control
plane of the service grid includes components for man-
aging the data plane, such as a component of secure
network communication and a component of perform-
ance index collection. A global load balancing server is
newly added in the control plane, and the global load
balancing service is responsible for storing and broad-
casting resource usage conditions of all the micro serv-
ers, such as the number of connections, CPU, and mem-
ory occupation. All the proxy servers report the resource
usage condition of the instance of the micro server on
which all the proxy servers are proxy to the load balancing
server, and all the proxy servers may also obtain the re-
source usage condition of the instance of other micro
servers from the load balancing server, so as to achieve
global load balancing based on the resource usage con-
dition of the instance of each micro server. A global load
balancing server is introduced into a resource manage-
ment system and is responsible for storing and broad-
casting resource usage states of instances of all micro
servers; a proxy server can report and share resource
usage states ofinstances of all micro servers; and a micro
server serving as a receiver can also update its own re-
source usage state by the proxy server. In this way, all
the requesters can acquire resource load conditions of
allthe instances of the global micro server, load balancing
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can be implemented more accurately, and the purpose
of evenly allocating resources of the entire system is
achieved.

[0025] In a resource management system composed
of a plurality of micro servers, each micro server under-
takes a respective service, each micro server is an inde-
pendent process, and access is performed among the
plurality of micro servers by means of remote invoking.
For example, in a network management system, there
are micro servers such as topology, alarms, and resourc-
es, and the topology and alarms may invoke a resource
server interface to query information of a resource object.
[0026] In aresource management system (which may
also be referred to as a micro service system), load bal-
ancing not only occurs at a gateway, but also occurs
among a plurality of micro servers. For example, there
are three instances of the resource server, and when an
alarm invokes a resource server interface, an instance
of a certain micro server needs to be selected through a
load balancing algorithm. For a single application, all ex-
ternally initiated requests pass through the gateway, and
therefore, a simple load balancing policy may basically
achieve an objective of evenly distributing loads on a
plurality of service instances by the externally initiated
requests. However, in a resource management system,
load balancing may occur in a plurality of places, for ex-
ample, in a network management system, a topology and
an alarm will both send a request to a resource server,
and there may also be a plurality of instances of the to-
pology and the alarm per se. Because requests have a
plurality of sources, if load balancing is independently
performed atthe plurality of sources, the purpose of even-
ly distributing loads cannot be well achieved. Therefore,
in the embodiments of the present disclosure, global re-
source information collection can be performed on all the
instances of the micro server in the resource manage-
ment system, which serves as a basis of a load balancing
policy, so that the optimal selection of the instances of
the micro server can be realized, and the purpose of glo-
bal average allocation can be realized; and a plurality of
requesters share request information, and the effect of
extremely unbalanced loads of a plurality of instances of
a receiver can be avoided.

[0027] For example, assuming that a polling load bal-
ancing policy is adopted, there are two instances of an
alarm and a resource, and after a period of time, the
following conditions occur: alarm instance 1 has five re-
quests being processed, resource instance 1 has two
resource instances 1 and resource instance 2 has three
resource instances 2; in alarm instance 2, there are six
requests being processed, there are five resource in-
stances 1, and there are one resource instances 2; if the
alarm instance needs to send a new request, in the ex-
isting local load balancing, it is considered that the new
request should be sent to the resource instance 1 ac-
cording to the data recorded by the alarm instance itself.
However, in the embodiment of the present disclosure,
sending to the resource instance 2 can be determined
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according to the resource information of the instance of
the global micro server. It can be seen from this example
that, when a plurality of requesters do not share request
information, extreme imbalance of load of a receiver may
be caused. The embodiments of the present disclosure
solve this problem, i.e. based on global resource infor-
mation of instances of all micro servers serving as a basis
of a load balancing policy, optimal selection of the in-
stances of the micro servers can be realized. The em-
bodiments of the present disclosure can achieve the ef-
fect of load balancing even in a special case in which
there are many requester instances and few receiver in-
stances, or in a case in which the consumption of re-
sources of a request for a receiver is very large.

[0028] For example, a micro server provides an inter-
face, and may query data of a certain type, for example,
information of all network elements belonging to a certain
region. Based on the resource management method of
the embodiments of the present disclosure, the requester
can correctly estimate the resource consumption of the
receiver: the number of network elements in a plurality
of regions differs greatly, and also queries a region, so
that the resource consumption differs greatly. Load bal-
ancing may introduce a weight. A requester can accu-
rately estimate resource consumption. After receiving a
request, a receiver can check firstly the total number of
resources in a region, and then estimate the amount of
resources required to be consumed for collecting all re-
source data. For another example, the resource con-
sumption of the receiver is not a fixed value: when the
information is queried, the resource consumption may
be large at the beginning. However, in the subsequent
processing, the consumed resources are greatly re-
duced, and in this case, although the request is not proc-
essed completely, a large amount of resources have
been released. In this case, the proxy server of the re-
quester may obtain the resource usage condition of the
micro server of the receiver from the load balancer, and
can better evenly distribute requests

[0029] In a scene in which there are a plurality of re-
questers, if each requester performs load balancing in-
dependently, a result that global load is greatly unbal-
anced may occur because information obtained by each
requester is only partial. By introducing a load balancing
server, all the proxy servers can report and share re-
source occupation conditions of instances of all the micro
servers, and share global information; and a requester
can obtain real resource occupation conditions of the in-
stances of all the micro servers, so that all the requesters
can perform load balancing more accurately, thereby
achieving the purpose of evenly distributing resources of
the entire system, and achieving global load balancing.
[0030] In the embodiments of the present disclosure,
when resource update information exists in a micro serv-
er, the resource update information can be reported to a
load balancing server by a proxy server of the micro serv-
er. Then the resource update information can be broad-
castto a proxy server corresponding to each micro server
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by the load balancing server, so that each proxy server
can acquire global resource information about each mi-
cro server. In this case, a locally pre-stored resource us-
age state of each micro server can be updated based on
resource update information by means of a proxy server
corresponding to each micro server. In this way, each
proxy server can maintain the resource usage status of
each micro server timely and accurately. For example,
initiating a request by means of a micro server of the
requester, and acquiring resource occupation informa-
tion about the request; reporting resource occupation in-
formation to a load balancing server by a proxy server of
a requester; broadcasting, by a load balancing server,
resource occupation information to a proxy server corre-
sponding to each micro server; updating a locally pre-
stored resource usage state of each micro server based
on resource occupation information by means of a proxy
server corresponding to each micro server. For another
example, after the micro server of the receiver completes
the processing of the request initiated by the requester,
the micro server acquires the requested resource release
information through the proxy server of the receiver, and
reports the resource release information to the load bal-
ancing server; broadcasting, by a load balancing server,
resource release information to a plurality of proxy serv-
ers corresponding to respective micro servers; updating
a locally pre-stored resource usage state of each micro
server based on resource release information by means
of a proxy server corresponding to each micro server. In
this case, the proxy server may execute a load balancing
operation based on aresource usage state. Forexample,
determining, by means of a proxy server of the requester,
a micro server of a receiver corresponding to a request
based on a locally pre-stored resource usage state of
each micro server and a pre-set load balancing policy;
sending, by the proxy server of the requester, the request
to the proxy server of the receiver, and forwarding, by
the proxy server of the receiver, the request to the micro
server of the receiver. Thus, global load balancing is im-
plemented on the basis of the global resource informa-
tion, the accuracy of implementing load balancing is im-
proved, and the reliability and accuracy of resource man-
agement are improved.

[0031] In the foregoing embodiments, descriptions of
the embodiments are focused on each other. For a part
that is not described in detail in a certain embodiment,
reference may be made to the following detailed descrip-
tion of a resource management method, and details are
not repeatedly described herein.

[0032] It should be noted that the structure of the re-
source management system in Fig. 1 does not limit the
application scenes of the resource management method,
and the resource management method is described in
detail in the following.

[0033] Pleasereferto Fig. 2, Fig. 2 is a schematic flow-
chart of a resource management method according to
an embodiment of the present disclosure. The resource
management method may be applied to aresource man-
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agement system. The resource management method
may include but is not limited to steps S10 to S30, and
may be specifically as follows:

S10, when resource update information of a micro server
exists, reporting the resource update information to the
load balancing server by a proxy server corresponding
to the micro server.

[0034] The resource update information may comprise
resource occupation information and resource release
information, etc., and the resource occupation informa-
tion may comprise information such as occupyinga mem-
ory resource and occupying a CPU resource. The re-
source release information may comprise information
such as releasing a memory resource and releasing a
CPU resource, for example, resource occupation infor-
mation may be reported to a load balancing server by a
proxy server of a micro server. Alternatively, the resource
release information may be reported to the load balanc-
ing server through a proxy server of the micro server.
[0035] S20, broadcasting, by the load balancing serv-
er, the resource update information to the plurality of
proxy servers corresponding to the respective micro
servers.

[0036] Afterreceiving the resource update information,
the load balancing server may broadcast the resource
update information to a proxy server corresponding to
each micro server.

[0037] S30, updating, by each proxy server in the plu-
rality of proxy servers corresponding to the respective
micro servers, a locally pre-stored resource usage state
of each micro server based on the resource update in-
formation, so as to perform a load balancing operation
based on the resource usage state.

[0038] Each proxy server maintains a resource usage
state of each micro server in a resource management
system. After receiving resource update information
broadcast by a load balancing server, each proxy server
can update a resource usage state of each micro server
in a locally pre-stored resource management system
based on the resource update information. Subsequent-
ly, each proxy server may perform a load balancing op-
eration based on the resource usage state.

[0039] It should be noted that, when the resource up-
date information of the micro server exists, the proxy
server corresponding to the micro server may update the
resource usage status of each micro server in the locally
pre-stored resource management system, and reporting
the resource update information to a load balancing serv-
er by a proxy server of the micro server. In this case, the
load balancing server may broadcast the resource up-
date information to other proxy servers in the resource
management system, so that the other proxy servers up-
date the resource usage state of each micro server in
the locally pre-stored resource management system
based on the resource update information. The other
proxy servers are all the other proxy servers except the
one reporting the resource update information in the re-
source management system. Alternatively, when the re-



11 EP 4 167 539 A1 12

source update information of the micro server exists, the
resource update information may be reported to the load
balancing server through a proxy server of the micro serv-
er. In this case, the load balancing server may broadcast
the resource update information to all the proxy servers
(including the proxy servers reporting the resource up-
date information) in the resource management system.
In this way, all proxy servers update the resource usage
status of each micro server in the locally pre-stored re-
source management system based on the resource up-
date information.

[0040] In an embodiment, the resource management
method can further comprise: configuring a correspond-
ing proxy server for each micro server in the resource
management system, and configuring a load balancing
server; sending a registration request to aload balancing
server through a proxy server of each micro server; es-
tablishing a connection relationship between a load bal-
ancing server and a proxy server of each micro server
according to a registration request.

[0041] In order to improve the reliability of data inter-
action and the accuracy of load balancing, in a resource
management system, a corresponding proxy server is
configured for each micro server, aload balancing server
is configured, and then a registration request is sent to
the load balancing server by a proxy server of each micro
server. Each proxy server may receive a registration re-
sponse returned by the load balancing server, and es-
tablish a connection relationship between the load bal-
ancing server and a proxy server of each micro server
based on the registration response. In this way, data in-
teraction may be performed between the load balancing
server and the proxy server.

[0042] Referring to Fig. 3, in an embodiment, when
there is a resource update of a micro server, resource
update information is reported to a load balancing server
by a proxy server of the micro server, the resource update
information is broadcast to a proxy server corresponding
to each micro server by aload balancing server, updating
a locally pre-stored resource usage state of each micro
server by a proxy server corresponding to each micro
server based on the resource update information. The
method may include, but is not limited to, step S11 and
step S14, and may specifically be as follows:

Step S11, initiating a request by a micro server of a
requester, and acquiring requested resource occu-
pation information;

Step S12, reporting the resource occupation infor-
mation to a load balancing server by a proxy server
of a requester;

Step S13, broadcasting the resource occupation in-
formation to a proxy server corresponding to each

micro server by the load balancing server;

Step S14, updating a locally pre-stored resource us-
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age state of each micro serverbased onthe resource
occupation information by the proxy servers corre-
sponding to a plurality of micro servers.

[0043] In order to improve the timeliness and conven-
ience of updating the resource usage state, the resource
usage state can be updated when the request is initiated.
Specifically, in a resource management system, any one
of the micro servers may serve as a micro server of a
requester or a micro server of a receiver. The micro serv-
er of the requester may initiate a request and acquire
requested resource occupation information, for example,
information such as the amount of occupied resources
A and the amount of occupied resources B of the request.
Then, the proxy server of the requester can report the
resource occupation information to the load balancing
server, and after receiving the resource occupation in-
formation, the load balancing server can update the re-
source usage state of each micro server in the locally pre
stored resource management system according to the
resource occupation information, and broadcast the re-
source occupation information to the plurality of proxy
servers corresponding to the respective micro servers.
In this case, the plurality of proxy servers corresponding
to the respective micro servers can update the resource
usage state of each micro server in the locally pre-stored
resource management system based on the received re-
source occupation information, for example, the locally
pre-stored resource occupancy condition of example 1
of the micro server A can be updated based on the re-
source occupation information of example 1 of the micro
server A.

[0044] Referring to Fig. 4, in an embodiment, the per-
forming the load balance operation based on the re-
source usage state may include but is not limited to steps
S21 and S22, and the details may be as follows:

Step S21, determining, by a proxy server of a re-
quester, a micro server of a receiver corresponding
toarequest based on aresource usage state of each
micro server pre-stored locally and a pre-set load
balancing policy;

Step S22, send the request to the proxy server of
the receiver by the proxy server of the requester, and
forward the request to the micro server ofthe receiver
by the proxy server of the receiver.

[0045] The load balancing strategy can be flexibly set
according to actual needs, for example, the load balanc-
ing strategy can comprise weight polling, random, the
priority of the smallest number of connections, and the
priority of the response speed, etc., and the purpose of
the load balancing is to distribute load balancing to in-
stances of a plurality of micro servers as far as possible.
For example, the smallest number of connections has a
priority, and is based on an assumption that micro server
resources consumed by each connection are basically
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the same. Therefore, the number of connections can be
used to estimate resources occupied by the micro server.
Because the micro server having the smallest number of
connections has the largest number of available resourc-
es remaining, a request can be preferentially distributed
to the micro server having the smallest number of con-
nections, thereby realizing the purpose of even distribu-
tion.

[0046] In order to improve the accuracy and flexibility
ofrequestdistribution, arequest can be distributed based
on a load balancing policy, for example, a proxy server
of a requester can determine, based on a locally pre-
stored resource usage state of each micro server in a
resource management system and a pre set load bal-
ancing policy, a micro server of a receiver corresponding
to the request. Then, the proxy server of the requester
may send the request to the proxy server of the receiver,
and at this time, the proxy server of the receiver may
forward the request to the micro server of the receiver.
[0047] In one embodiment, the load balance strategy
takes the priority of the smallest connection number, and
the resource usage state of each micro server pre-stored
locally is based on the proxy server of the requester, and
a pre set load balancing policy, and determining a micro
server of a receiver corresponding to a request compris-
es: based on a locally pre-stored resource usage state
of an instance of each micro server and a load balancing
policy of which the smallest connection number has pri-
ority, determining, by means of a proxy server of a re-
quester, a micro server of a receiver corresponding to
the request, setting the instance of the micro server cor-
responding to the smallest connection number in the plu-
rality of micro servers as the instance of the micro server
of the receiver corresponding to the request. Forwarding
the request to the micro server of the receiver by the
proxy server of the receiver includes forwarding the re-
quest to an instance of the micro server of the receiver
by the proxy server of the receiver.

[0048] In order to improve the accuracy and conven-
ience of the load balancing, the request can be distributed
based on a load balancing policy with the highest priority
on the smallest number of connections. Specifically, after
the micro server of the requester initiates the request,
the proxy server of the requester may be based on a
locally pre-stored resource usage state of each micro
server instance and a load balancing policy of which the
smallest connection number has the first priority, screen-
ing out, from a plurality of micro servers, an instance of
a micro server corresponding to the smallest connection
number, and setting the instance of the micro server cor-
responding to the smallest connection number as an in-
stance of a micro server requesting a corresponding re-
ceiver. Then, the proxy server of the requester may send
the request to the instance of the micro server of the
receiver, at this time, the request is received by the proxy
server ofthe receiver, and the proxy server of the receiver
may forward the request to the instance of the micro serv-
er of the receiver.
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[0049] For example, the micro server of the requester
sets the load balance strategy as the smallest connection
number first, and the micro server of the requester sends
a request 1 to the proxy server of the receiver by the
proxy server of the requester. After receiving the request
1, the proxy server of the receiver reports the number of
connections +1 of this instance to the load balance serv-
er. Then, therequest 1 is sentto the local service instance
(namely, the instance of the micro server of the receiver).
After receiving the information of the number of connec-
tions +1 reported, the load balancing server updates the
number of connections of the instance of the micro server
at the receiving side, and then broadcasts the number to
all the proxy servers in the resource management sys-
tem. All the proxy servers (except the proxy server re-
porting information) update the connection number of the
micro server of the receiver in this example. Then, the
proxy server initiating a new request can find resource
occupation information about all the instances of all the
micro servers in the local memory, find an instance with
the least number of connections from the resource oc-
cupation information about all the instances of all the mi-
cro servers, and send the request to the instance with
the least number of connections. After receiving the re-
sponse of the request 1, the proxy server of the receiver
subtracting 1 from the number of connections of the
present instance, closing the connections, and reports
the connection to the load balance server.

[0050] Afterreceiving the information of reporting con-
nection number -1, the load balancing server updates
the connection number of the instance of the proxy server
of the receiver, and then broadcasts the information to
all the proxy servers, and all the proxy servers (except
the proxy server reporting the information) update the
connection number of the instance.

[0051] In an embodiment, the load balancing policy is
thatresponse speed takes precedence, and a proxy serv-
er of the requester is based on a resource usage state
of each micro server pre-stored locally, and a pre set load
balancing policy, wherein determining a micro server of
a receiver corresponding to a request comprises: based
on a locally pre-stored resource usage state of an in-
stance of each micro server and a load balancing policy
with a preferential response speed, determining, by
means of a proxy server of a requester, a micro server
of a receiver corresponding to the request, setting the
instance of the micro server corresponding to the fastest
response speed in the plurality of micro servers as the
instance of the micro server of the receiver corresponding
to the request. Forwarding the request to the micro-serv-
er of the receiver by the proxy server of the receiver in-
cludes forwarding the request to an instance of the micro
server of the receiver by the proxy server of the receiver.
[0052] In order to improve the accuracy and flexibility
of load balancing, requests can be distributed based on
a load balancing policy with a preferential response
speed. Specifically, after a micro server of a requester
initiates a request, a proxy server of the requester may
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be based on a locally pre-stored resource usage state of
an instance of each micro server in a resource manage-
ment system and a load balancing policy with a prefer-
ential response speed, screening out an instance of a
micro server corresponding to the fastest response
speed from a plurality of micro servers, and screening
out an instance of a micro server corresponding to the
fastest response speed from a plurality of micro servers,
an instance of a micro server arranged to request a cor-
responding receiver. Then, the proxy server of the re-
quester may send the request to the instance of the micro
server of the receiver, at this time, the requestis received
by the proxy server of the receiver, and the proxy server
of the receiver forwards the request to the instance of
the micro server of the receiver.

[0053] For example, some micro servers require a pe-
riod of preheating to process a large number of requests.
When a fixed weightis used, if alarge number of requests
are sentto a newly started service instance, a node over-
load condition may occur, and therefore, distribution of
the requests may be dynamically adjusted. The micro
server of the requester sets the load balance strategy as
priority according to the response speed. When the micro
server A is started, the micro server A can only process
10 requests per second, and can process 200 requests
per second after being sufficiently pre-heated. Therefore,
the default weight of the instance of the micro server A
is configured to be 10, and after being sufficiently pre-
heated, the permission is 1K. When the instance of the
micro server A is started, the proxy server initiating the
request allocates a request to the instance according to
the weight 10, and after preheating for a period of time,
the micro server A can process a 200/s request, and at
this time, the weight 200 of the instance of the micro
server A can be updated and reported to the load bal-
ancing server. After receiving the reported information,
the load balancing server updates the weight of the in-
stance, and then broadcasts the updated weight to all
the proxy servers. All the proxy servers (except the one
reporting information) update the weight of this example
of the micro server A, the larger the weight is, the faster
the response speed is, and the smaller the weight is, the
slower the response speed is. The proxy server initiating
a new request finds the weights of all the instances of
the micro server in the local memory, and allocates re-
quests to all the micro server instances according to the
weights. For example, if there is one newly started in-
stance and two instances that are sufficiently pre-heated,
the proportion of the number of requests that are allocat-
ed may be 1 :20:20 in the same time.

[0054] In one embodiment, the load balance strategy
is weight polling, and the resource usage state of each
micro server pre-stored locally is based on the proxy serv-
er of the requester, and a pre-set load balancing policy,
wherein determining a micro server of a receiver corre-
sponding to a request comprises: polling, by means of a
proxy server of a requester, aload balancing policy based
on a locally pre-stored resource usage state of an in-
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stance of each micro server and a weight, setting an in-
stance of a micro server corresponding to a smallest
weight among a plurality of micro servers as an instance
of a micro server requesting a corresponding receiver;
the weight is a weight of a resource consumed for
processing the request. Forwarding the request to the
micro server of the receiver by the proxy server of the
receiver includes forwarding the request to an instance
of the micro server of the receiver by the proxy server of
the receiver.

[0055] In order to improve the accuracy and reliability
of load balancing, requests may be distributed based on
a load balancing policy of weighted polling. Specifically,
after the micro server of the requester initiates the re-
quest, the proxy server of the requester may be based
on a locally pre-stored resource usage state of each mi-
croserverinstance and a weighted polling load balancing
policy, screening, from a plurality of micro servers, an
instance of a micro server corresponding to the smallest
weight; and screening, from the plurality of micro servers,
an instance of a micro server corresponding to the small-
estweight, the weightis a weight of a resource consumed
for processing a request. Then, the proxy server of the
requester may send the request to the instance of the
micro server of the receiver, at this time, the request is
received by the proxy server of the receiver, and the proxy
server of the receiver may forward the request to the
instance of the micro server of the receiver.

[0056] For example, the micro server of the requester
sets the load balance strategy as polling according to the
weight, and the micro server of the requester sets the
weight value of the processing resource occupation con-
sumption of each type of request, for example, the small-
est weight value is 1, 2, 4, etc., in turn. After receiving
the request, the proxy server of the receiver calculates
the weight value, adds the total weight of this instance,
reports the added total weight to the load balancing serv-
er, and then sends the request to the local service ex-
ample. After receiving the information of reporting the
total weight, the load balance server updates the weight
of the instance of the micro server of the receiver, and
then broadcasts it to all the proxy servers in the resource
management system. All the proxy servers (except the
proxy server that reports the information) update the
weight of the micro server of the receiver in this example.
Then, the proxy server initiating a new request can find
resource occupation information about all the instances
of all the micro servers in the local memory, find an in-
stance with the lowest weight from the resource occupa-
tion information about all the instances of all the micro
servers, and send the request to this instance. After re-
ceiving the response to the request, the proxy server of
the receiver subtracts the weight corresponding to the
request and reports it to the load balance server. After
receiving the reported information, the load balancing
server updates the weight of the instance, and then
broadcasts the updated weight to all the proxy servers,
and all the proxy servers (except the one reporting the
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information) update the weight of the instance.

[0057] Referring to Fig. 5, in an embodiment, when
there is a resource update of a micro server, resource
update information is reported to a load balancing server
by a proxy server of the micro server, the resource update
information is broadcast to a proxy server corresponding
to each micro server by aload balancing server, updating
a locally pre-stored resource usage state of each micro
server by a proxy server corresponding to each micro
server based on the resource update information. The
method may include, but is not limited to, Step 31 to Step
S33, and may specifically be as follows:

Step S31, after the micro server of the receiver com-
pletes the processing of the request initiated by the
requester, acquiring the requested resource release
information by the proxy server of the receiver, and
reporting the resource release information to the load
balancing server;

Step S32, broadcasting the resource release infor-
mation to a proxy server corresponding to each micro
server by the load balancing server;

Step S33, updating the locally pre-stored resource
usage state of each micro server based on the re-
source release information by the proxy servers cor-
responding to the micro servers.

[0058] In ordertoimprove the timeliness and accuracy
of the resource usage state update, the resource usage
state can be updated after the processing of the request
is completed. Specifically, in a resource management
system, any one micro server may serve as a micro serv-
er of a requester or a micro server of a receiver. The
micro server of the receiver may receive the request in-
itiated by the requester and process the request. After
the micro server of the receiver completes processing on
the request initiated by the requester, the proxy server
of the receiver may acquire the resource release infor-
mation of the request that has been processed. For ex-
ample, information such as the amount of the resources
A requested to be released and the amount of the re-
sources B requested to be released is reported to the
load balancing server. After receiving the resource re-
lease information, the load balancing server can update
a resource usage state of each micro server in a locally
pre-stored resource management system according to
the resource release information, and broadcast the re-
source release information to a proxy server correspond-
ing to each micro server. In this case, the plurality of proxy
servers corresponding to the respective micro servers
may update the resource usage status of each micro
server pre-stored locally based on the resource release
information.

[0059] In the embodiments of the present disclosure,
when there is resource update information of a micro
server, the resource update information can be reported
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to a load balancing server by a proxy server of the micro
server, then, the resource update information can be
broadcast to a proxy server corresponding to each micro
server by the load balancing server, so that each proxy
server can acquire global resource information about
each micro server. In this case, a locally pre-stored re-
source usage state of each micro server can be updated
based on resource update information by a proxy server
corresponding to each micro server, so that each proxy
server can maintain the resource usage state of each
micro server timely and accurately. A load balancing op-
eration is executed based on a resource usage state,
thereby realizing global load balancing based on global
resource information. Thus, the accuracy of implement-
ing load balancing is improved, and the reliability and
accuracy of resource management are improved.
[0060] Please referto Fig. 6, Fig. 6 is a schematic flow-
chart of a resource management method according to
an embodiment of the present disclosure. The resource
management method may be applied to a proxy server,
and the resource management method may include but
is not limited to steps S101 to S102, and may specifically
be as follows:

S101, when monitoring that resource update infor-
mation exists in a micro server, reporting the re-
source update information to a load balancing serv-
er, and updating a locally pre stored resource usage
state of each micro server based on the resource
update information.

S102, a load balancing operation is performed ac-
cording to the resource usage state.

[0061] In one embodiment, when monitoring that the
micro server has resource update information, reporting
the resource update information to a load balancing serv-
er, and updating a locally pre stored resource usage state
of each micro server based on the resource update in-
formation may comprise: acquiring resource occupation
information requested by a micro server of a requester;
reporting resource occupation information to a load bal-
ancing server; and updating a locally pre-stored resource
usage state of each micro server based on the resource
occupation information.

[0062] In one embodiment, executing the load balanc-
ing operation according to the resource usage state may
comprise: according to the resource usage state and a
load balancing policy with a priority on the smallest
number of connections, setting an instance of a micro
server corresponding to a smallest number of connec-
tions among a plurality of micro servers as an instance
of amicro server of areceiver corresponding to a request;
sending the request to a proxy server of the receiver,
such that the proxy server of the receiver forwards the
request to the instance of the micro server of the receiver.
[0063] Inone embodiment, executing a load balancing
operation according to a resource usage state may com-
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prise: according to the resource usage state and a load
balancing policy with a preferential response speed, set-
ting an instance of a micro server corresponding to a
fastest response speed among a plurality of micro serv-
ers as an instance of a micro server requesting a corre-
sponding receiver; sending the request to a proxy server
of the receiver, such that the proxy server of the receiver
forwards the request to the instance of the micro server
of the receiver.

[0064] Inone embodiment, executing a load balancing
operation according to a resource usage state may com-
prise: according to the resource usage state and a load
balancing policy of weight polling, setting an instance of
amicro server corresponding to a smallest weight among
a plurality of micro servers as an instance of a micro
server requesting a corresponding receiver; the weight
is a weight of a resource consumed by processing a re-
quest; sending the request to a proxy server of the re-
ceiver, such that the proxy server of the receiver forwards
the request to the instance of the micro server of the
receiver.

[0065] Inone embodiment, executing a load balancing
operation according to a resource usage state may com-
prise: receiving resource release information broadcast
by a load balancing server, wherein the resource release
information is reported to the load balancing server by a
proxy server of a receiver after a micro server of the re-
ceiver completes the processing of a request initiated by
a requester; and updating a locally pre-stored resource
usage state of each micro server instance according to
the resource release information.

[0066] In one embodiment, the resource management
method can further comprise: sending a registration re-
quest to a load balancing server, and establishing a con-
nection relationship with the load balancing server ac-
cording to the registration request; or sending a logout
request to the load balancing server, and logging out the
connection relationship with the load balancing server
according to the logout request.

[0067] In the foregoing embodiments, descriptions of
the embodiments are focused on each other. For a part
that is not described in detail in a certain embodiment,
reference may be made to the foregoing detailed descrip-
tion of the resource management method, and details
are not repeatedly described herein.

[0068] In the embodiments of the present disclosure,
when monitoring that resource update information exists
in a micro server, a proxy server may report the resource
update information to a load balancing server, so that the
load balancing server broadcasts the resource update
information to the proxy servers corresponding to a plu-
rality of micro servers in time, so that each proxy server
can acquire global resource information about each mi-
cro server, and the plurality of proxy servers correspond-
ing to the respective micro servers updates a locally pre
stored resource usage state of each micro server based
on the resource update information, so that each proxy
server can maintain the resource usage state of each
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micro server timely and accurately, and updating a locally
pre-stored resource usage state of each micro server
based on the resource update information. The resource
usage status of each micro server may be accurately
maintained. The proxy server can execute aload balanc-
ing operation according to a resource usage state, there-
by realizing global load balancing based on global re-
source information, improving the accuracy of executing
load balancing, and improving the reliability and accuracy
of resource management.

[0069] PleaserefertoFig.7,Fig.7 is aschematic block
diagram of a proxy server according to an embodiment
of the present disclosure.

[0070] As shown in Fig. 7, the proxy server 300 may
include a processor 302, a memory 303, and a commu-
nications interface 304 that are connected by using a
system bus 301, where the memory 303 may include a
non transitory computer readable storage medium and
an internal memory.

[0071] Anontransitory computerreadable storage me-
dium may store a computer program. The computer pro-
gram includes a program instruction. When the program
instruction is executed, the processor is enabled to exe-
cute any resource management method.

[0072] The processor 302 is configured to provide
computing and control capabilities, and support running
of the whole proxy server.

[0073] The memory 303 provides an environment for
running a computer program in a non volatile computer
readable storage medium. When the computer program
is executed by the processor 302, the processor 302 can
execute any resource management method.

[0074] The communication interface 304 is arranged
to communicate. Persons skilled in the art may under-
stand that the structure shown in Fig. 7 is only a partial
block structure related to the solution of the present dis-
closure, and does not limit the proxy server 300 to which
the solution of the present disclosure is applied. The spe-
cific proxy server 300 may include more or fewer com-
ponents than those shown in the figures, or may combine
some components, or may have different component ar-
rangements.

[0075] It should be understood that, the bus 301 is, for
example, an 12C (Inter integrated Circuit) bus, and the
memory 303 may be a Flash chip, a Read Only Memory
(ROM) disk, an optical disk, a U disk, a mobile hard disk,
or the like. The processor 302 may be a Central Process-
ing Unit (CPU), the processor 302 may also be another
general processor, a Digital Signal Processor (DSP), or
an Application Specific Integrated Circuit (ASIC), a Field
Programmable Gate Array (FPGA) or another program-
mable logic device, a discrete gate or transistor logic de-
vice, a discrete hardware component, or the like. The
general processor may be a microprocessor, or the proc-
essor may also be any conventional processor.

[0076] Inan embodiment, the processor 302 is config-
ured to run a computer program stored in the memory
303, so as to execute the following steps:
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When monitoring that the micro server has resource up-
date information, reporting the resource update informa-
tion to a load balancing server, and updating a locally
pre-stored resource usage state of each micro server
based on the resource update information; and perform-
ing a load balancing operation according to the resource
usage state.

[0077] Inanembodiment, when reporting resource up-
date information to a load balancing server, and updating
a locally pre-stored resource usage state of each micro
server based on the resource update information, a proc-
essor 302 further executes: acquiring resource occupa-
tion information requested by a micro server of arequest-
er; reporting resource occupation information to a load
balancing server; and updating a locally pre stored re-
source usage state of each micro server based on the
resource occupation information.

[0078] In an embodiment, when a load balancing op-
eration is executed according to a resource usage state,
the processor 302 further executes: setting an instance
of the micro server, which corresponds to a smallest con-
nection number among the plurality of micro servers, as
the instance of the micro server of the receiver corre-
sponding to arequest, based onthe resource usage state
and a load balancing policy which is that smallest con-
nection number takes precedence; sending the request
to a proxy server of the receiver, such that the proxy
server of the receiverforwards the request to the instance
of the micro server of the receiver.

[0079] In an embodiment, when executing a load bal-
ancing operation according to a resource usage state,
the processor 302 further executes: setting an instance
of a micro server, which corresponds to a fastest re-
sponse speed among a plurality of micro servers, as an
instance of a micro server of a receiver corresponding to
arequest, based on the resource usage state and a load
balancing policy which is thatresponse speed takes prec-
edence; sending the request to the proxy server of the
receiver, so that the proxy server of the receiver forwards
the request to the instance of the micro server of the
receiver.

[0080] In an embodiment, when a load balancing op-
eration is executed according to a resource usage state,
the processor 302 further executes: setting an instance
of a micro server, which corresponds to the smallest
weight among a plurality of micro servers, as an instance
of a micro server of a receiver corresponding to the re-
quest based on the resource usage state and a load bal-
ancing policy of weighted polling; the weight is a weight
of a resource consumed by processing a request; send-
ing the request to the proxy server of the receiver, so that
the proxy server of the receiver forwards the request to
the instance of the micro server of the receiver.

[0081] In an embodiment, when executing a load bal-
ancing operation according to a resource usage state,
the processor 302 further executes the following steps:
receiving resource release information broadcast by a
load balancing server, the resource release information
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being reported to the load balancing server by means of
a proxy server of a receiver after a micro server of the
receiver completes the processing of a request initiated
by arequester; and updating a locally pre stored resource
usage state of each micro server instance according to
the resource release information.

[0082] In one embodiment, the processor 302 further
executes: sending a registration request to a load bal-
ancing server, and establishing a connection relationship
with the load balancing server according to the registra-
tion request; or sending a logout request to the load bal-
ancing server, and logging out the connection relation-
ship with the load balancing server according to the log-
out request.

[0083] In the foregoing embodiments, descriptions of
the embodiments are focused on each other. For a part
that is not described in detail in a certain embodiment,
reference may be made to the foregoing detailed descrip-
tion of the resource management method, and details
are not repeatedly described herein.

[0084] Embodiments of the present disclosure further
provide a computer readable storage medium. The com-
puter readable storage medium stores a computer pro-
gram. The computer program comprises a program in-
struction. A processor executes the program instruction,
so as to implement any resource management method
provided in the embodiments of the present disclosure.
For specific implementation of the foregoing operations,
reference may be made to the foregoing embodiments,
and details are not repeatedly described herein.

[0085] The computer readable storage medium may
be an internal storage unit of the mobile terminal in the
foregoing embodiment, for example, a hard disk or a
memory of the mobile terminal. The computer readable
storage medium may also be an external storage device
of the mobile terminal, for example, a plug in hard disk,
a Smart Media Card (SMC), a Secure Digital (SD) card,
and a Flash Card that are equipped on the mobile termi-
nal.

[0086] Since the computer program stored in the com-
puter readable storage medium can execute any re-
source management method provided in the embodi-
ments of the present disclosure, beneficial effects which
can be achieved by any resource management method
provided in the embodiments of the present disclosure
can be achieved, and reference can be made to the fore-
going embodiments for details, which will not be de-
scribed herein again.

[0087] It should be understood that the terminology
used in this disclosure is for the purpose of describing
particular embodiments only and is not intended to be
limiting of the disclosure. As used in this description and
the appended claims, the singular forms "a," "an, " and
"the" are intended to include the plural forms as well,
unless the context clearly indicates otherwise.

[0088] Itis also to be understood that the term "and/or"
as used in this description and the appended claims re-
fers to, and includes, any and all possible combinations



23 EP 4 167 539 A1 24

of one or more of the items listed in association. It should
be noted that, in this description, the terms "include”,
"comprise", or any other variation thereof are intended
to cover a non-exclusive inclusion, so that a process, a
method, an article, or a system that includes a series of
elements not only includes those elements, but also in-
cludes other elements that are not explicitly listed, or fur-
therincludes inherent elements of the process, the meth-
od, the article, or the system. An element limited by "in-
cluding a..." does not exclude that there are other same
elements in the process, method, article, or system that
includes the element, unless there are more limitations.
[0089] The serial numbers of the embodiments of the
present disclosure are only for description, and do not
represent the preference of the embodiments. The fore-
going descriptions are merely specific implementations
of the present disclosure, but are not intended to limit the
scope of protection of the present disclosure. Any equiv-
alent modification or replacement readily figured out by
a person skilled in the art within the technical scope dis-
closed in the present disclosure shall belong to the scope
of protection of the present disclosure. Therefore, the
scope of protection of the present disclosure shall be
subject to the scope of protection of the claims.

Claims

1. A resource management method, wherein the re-
source management method is applied to aresource
management system, the resource management
system comprises a plurality of micro servers, a plu-
rality of proxy servers corresponding to respective
micro servers, and a load balancing server, and the
resource management method comprises:

when resource update information of a micro
server exists, reporting the resource update in-
formation to the load balancing server by a proxy
server corresponding to the micro server;
broadcasting, by the load balancing server, the
resource update information to the plurality of
proxy servers corresponding to the respective
micro servers; and

updating, by each proxy server in the plurality
of proxy servers corresponding to the respective
micro servers, a locally pre-stored resource us-
age state of each micro server based on the re-
source update information, so as to perform a
load balancing operation based on the resource
usage state.

2. The resource management method according to
claim 1, wherein when the resource update informa-
tion of the micro server exists, reporting the resource
update information to the load balancing server by
using the proxy server corresponding to the micro
server, and broadcasting, by using the load balanc-
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ing server, the resource update information to the
plurality of proxy servers corresponding to the re-
spective micro servers; updating, by using each
proxy server in the plurality of proxy servers corre-
sponding to the respective micro servers, the locally
pre-stored resource usage state of each micro server
based on the resource update information compris-
es:

initiating a request by a micro server of a re-
quester, and acquiring resource occupation in-
formation of the request;

reporting the resource occupation information
to the load balancing server by a proxy server
of the requester;

broadcasting, by the load balancing server, the
resource occupation information to the plurality
of proxy servers corresponding to the respective
micro servers; and

updating, by each proxy server in the plurality
of proxy servers corresponding to the respective
micro servers, the locally pre-stored resource
usage state of each micro server based on the
resource occupation information.

3. The resource management method according to
claim 2, wherein perform the load balancing opera-
tion based on the resource usage state comprises:

determining, by the proxy server of the request-
er, a micro server of a receiver corresponding
to the request based on the locally pre-stored
resource usage state of each micro server and
a pre-set load balancing policy; and

sending, by the proxy server of the requester,
the request to the proxy server of the receiver
and forwarding, by using the proxy server of the
receiver, the request to the micro server of the
receiver.

4. The resource management method according to
claim 3, wherein the load balancing policy is that a
smallest connection number takes precedence, and
determining, by the proxy server of the requester,
the micro server of the receiver corresponding to the
request based on the locally pre-stored resource us-
age state of each micro server and the pre-set load
balancing policy comprises:

setting, by the proxy server of the requester, an
instance of a micro server, which corresponds
to the smallest connection number among the
plurality of micro servers, as an instance of the
micro server of the receiver corresponding to
the request, based on a locally pre-stored re-
source usage state of an instance of each micro
server and the load balancing policy which is
that the smallest connection number takes prec-
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edence;

forwarding, by the proxy server of the receiver,
the request to the micro server of the receiver
comprises:

forwarding, by the proxy server of the receiver,
the request to the instance of the micro server
of the receiver.

The resource management method according to
claim 3, wherein the load balancing policy is that re-
sponse speed takes precedence, and determining,
by the proxy server of the requester, the micro server
of the receiver corresponding to the request based
on the locally pre-stored resource usage state of
each micro server and the pre-set load balancing
policy comprises:

setting, by the proxy server of the requester, an
instance of a micro server, which corresponds
to the fastest response speed among the plural-
ity of micro servers, as an instance of the micro
server of the receiver corresponding to the re-
quest, based on a locally pre-stored resource
usage state of an instance of each micro server
and the load balancing strategy which is that re-
sponse speed takes precedence;

forwarding, by using the proxy server of the re-
ceiver, the request to the micro server of the
receiver comprises:

forwarding, by the proxy server of the receiver,
the request to the instance of the micro server
of the receiver.

The resource management method according to
claim 3, wherein the load balancing policy is weight-
ed polling, and determining, by the proxy server of
the requester, the micro server of the receiver cor-
responding to the request based on the locally pre-
stored resource usage state of each micro server
and the pre-set load balancing policy comprises:

setting, by the proxy server of the requester, an
instance of a micro server, which corresponds
to the smallest weight among the plurality of mi-
cro servers, as an instance of the micro server
of the receiver corresponding to the request
based on a locally pre-stored resource usage
state of an instance of each micro server and
the load balancing policy of weight polling,
wherein the weight is a weight of a resource con-
sumed by processing the request;

forwarding, by the proxy server of the receiver,
the request to the micro server of the receiver
comprises:

forwarding, by the proxy server of the receiver,
the request to the instance of the micro server
of the receiver.
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The resource management method according to
claim 1, wherein when the resource update informa-
tion of the micro server exists, reporting the resource
update information to the load balancing server by
the proxy server corresponding to the micro server,
and broadcasting, by the load balancing server, the
resource update information to the plurality of proxy
servers corresponding to the respective micro serv-
ers; updating, by each proxy server in the plurality
of proxy servers corresponding to the respective mi-
cro servers, the locally pre-stored resource usage
state of each micro server based on the resource
update information comprises:

after a micro server of a receiver completes
processing a request initiated by a requester,
acquiring, by an proxy server of the receiver,
resource release information of the request, and
reporting, by the proxy server of the receiver,
the resource release information to the load bal-
ancing server;

broadcasting, by the load balancing server, the
resource release information to the plurality of
proxy servers corresponding to the respective
micro servers; and

updating, by each proxy server in the plurality
of proxy servers corresponding to the respective
micro servers, the locally pre-stored resource
usage state of each micro server based on the
resource release information.

8. Theresource management method according to any

one of claims 1 to 7, wherein the resource manage-
ment method further comprises:

configuring the plurality of proxy servers corre-
sponding to the respective micro servers in the
resource management system, and configuring
the load balancing server;

sending, by the plurality of proxy servers corre-
sponding to the respective micro servers, areg-
istration request to the load balancing server;
establishing a connection relationship between
the load balancing server and the plurality of
proxy servers corresponding to the respective
micro servers according to the registration re-
quest.

9. A resource management method, wherein the re-

source management method is applied to a proxy
server, the proxy server is a proxy server corre-
sponding to a micro server of a requester, and the
resource management method comprises:

when monitoring that resource update informa-
tion exists in the micro server, reporting the re-
source update information to the load balancing
server, and updating a locally pre-stored re-
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source usage state of each micro server based
on the resource update information; and
performing a load balance operation according
to the resource usage state.

The resource management method according to
claim 9, wherein when monitoring that the micro
server exists resource update information, reporting
the resource update information to the load balanc-
ing server, and updating the locally pre-stored re-
source usage state of each micro server based on
the resource update information, comprises:

acquiring resource occupation information of a
request initiated by the micro server of the re-
quester;

reporting the resource occupation information
to the load balancing server; and

updating the locally pre-stored resource usage
state of each micro serverbased on theresource
occupation information.

The resource management method according to
claim 9, wherein performing the load balancing op-
eration according to the resource usage state com-
prises:

setting an instance of the micro server, which
corresponds to a smallest connection number
among the plurality of micro servers, as the in-
stance of the micro server of the receiver corre-
sponding to a request, based on the resource
usage state and a load balancing policy which
is that smallest connection number takes prec-
edence;

sending the request to a proxy server of the re-
ceiver, so that the proxy server of the receiver
forwards the request to the instance of the micro
server of the receiver.

The resource management method according to
claim 9, wherein performing the load balancing op-
eration according to the resource usage state com-
prises:

setting an instance of a micro server, which cor-
responds to a fastest response speed among a
plurality of micro servers, as an instance of a
micro server of a receiver corresponding to a
request, based on the resource usage state and
a load balancing policy which is that response
speed takes precedence;

sending the request to the proxy server of the
receiver, so that the proxy server of the receiver
forwards the request to the instance of the micro
server of the receiver.

The resource management method according to
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claim 9, wherein performing the load balancing op-
eration according to the resource usage state com-
prises:

setting an instance of a micro server, which cor-
responds to the smallest weight among a plu-
rality of micro servers, as an instance of a micro
server of areceiver corresponding to the request
based on the resource usage state and a load
balancing policy of weighted polling; the weight
is a weight of a resource consumed by process-
ing a request;

sending the request to the proxy server of the
receiver, so that the proxy server of the receiver
forwards the request to the instance of the micro
server of the receiver.

14. The resource management method according to

claim 9, wherein performing the load balancing op-
eration according to the resource usage state com-
prises:

receiving resource release information broad-
cast by the load balancing server, wherein the
resource release information is reported to the
load balancing server by the proxy server of a
receiver after a micro server of the receiver com-
pletes processing a request initiated by the re-
quester; and

updating a locally pre-stored resource usage
state of an instance of each micro server in-
stance based on the resource release informa-
tion.

15. Theresource management method according to any

one of claims 9to 14, wherein the resource manage-
ment method further comprises:

sending a registration request to the load bal-
ancing server, and establishing a connection re-
lationship with the load balancing server based
on the registration request; or,

sending a logout request to the load balancing
server, and logging out the connection relation-
ship with the load balancing server based on the
logout request.

16. A resource management system, wherein the re-

source management system comprises a plurality of
micro servers, a plurality of proxy servers corre-
sponding to respective micro servers, and aload bal-
ancing server, the load balancing server is in com-
munication connection with each proxy server, and
the resource management system is used for exe-
cuting the resource management method according
to any one of claims 1 to 8.

17. A proxy server, comprising a memory and a proces-



18.

29 EP 4 167 539 A1

sor, wherein the memory stores a computer pro-
gram, and the processor executes the resource man-
agement method according to any one of claims 9
to 15 when executing the computer program in the
memory.

A storage medium, configured as computer readable
storage, wherein the storage medium is configured
to store a computer program, and the computer pro-
gram is loaded by a processor to execute the re-
source management method according to any one
of claims 1 to 8, or the computer program is loaded
by a processor to execute the resource management
method according to any one of claims 9 to 15.
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