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(57) This application provides an object tracking
method and apparatus, a device, and a computer-read-
able storage medium that can be used in assisted driving
and automated driving. The method includes: detecting
an object in a first image, and determining a first feature
point set based on an extraction model, where the first
feature point set is distributed in a detection region, the
detection region includes a first region and a second re-
gion other than the first region, and a quantity of feature
points of the object in the first region is greater than a
quantity of feature points of the object in the second re-
gion; determining a second feature point set of the object
in a second image based on the first feature point set,
where the second image is a next frame of image of the
first image; and determining a location region of the object
in the second image based on the second feature point
set. The method can improve object tracking precision
and improve an advanced driver assistant system ADAS
capability of a terminal in automated driving or assisted
driving, and can be applied to the internet of vehicles, for
example, vehicle-to-everything V2X, long term evolu-
tion-vehicle LTE-V, or vehicle-to-vehicle V2V
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Description

[0001] This application claims priority to Chinese Patent Application No. 202010949864.3, filed with the China National
Intellectual Property Administration on September 10, 2020 and entitled "OBJECT TRACKING METHOD AND APPA-
RATUS, DEVICE, AND COMPUTER-READABLE STORAGE MEDIUM", which is incorporated herein by reference in
its entirety.

TECHNICAL FIELD

[0002] This application relates to the artificial intelligence field, specifically, to the computer vision field, and in particular,
to an object tracking method and apparatus, a device, and a computer-readable storage medium.

BACKGROUND

[0003] With development of computer vision theories and technologies, object tracking has become one of hot topics
in current computer vision research, and is widely used in fields such as video surveillance, virtual reality, human-
computer interaction, and self-driving. An objective of object tracking is to recognize an object of interest from a back-
ground of each image and extract information of the object by analyzing a video or image sequence obtained by a sensor,
so as to track the object continuously and accurately.
[0004] Currently, an optical flow method is one of the most commonly used object tracking algorithms. An optical flow
is an instantaneous speed of pixel motion of a moving object on an imaging plane in space. In the optical flow method,
object motion information between adjacent frames is calculated by using a change of pixel intensity in an image sequence
in time domain and a correlation between the adjacent frames. However, in actual application, during selection of a
feature point for object tracking, because a background in a video or an image is complex and changeable, an invalid
pixel is also considered as a feature point to some extent, reducing tracking precision.
[0005] Therefore, how to effectively improve object tracking precision is an issue that urgently needs to be addressed.

SUMMARY

[0006] This application provides an object tracking method and apparatus, a device, and a computer-readable storage
medium, to improve object tracking precision.
[0007] According to a first aspect, this application provides an object tracking method. The method may include:
detecting an object in a first image to obtain a detection region of the object and attribute information of the object;
determining an extraction model based on the attribute information of the object; determining a first feature point set
based on the extraction model; determining a second feature point set of the object in a second image based on the
first feature point set; and determining a location region of the object in the second image based on the second feature
point set, where the first feature point set is distributed in the detection region of the object, the detection region includes
a first region and a second region other than the first region, a quantity of feature points of the object in the first region
is greater than a quantity of feature points of the object in the second region, and the second image is a next frame of
image of the first image.
[0008] In the method provided in the first aspect, during selection of a feature point for object tracking, the extraction
model is determined based on the attribute information of the object, and a feature point is extracted by using the
extraction model, so that a more appropriate and accurate feature point can be extracted. Feature points are distributed
in a center region, a region with a clear feature, and an unoccluded region, so that the feature points are distributed
more appropriately and accurately, thereby improving object tracking accuracy.
[0009] In a possible implementation, the attribute information of the object includes one or more of occlusion information
of the object, a heading angle of the object, and category information of the object. In this manner, by using the occlusion
information of the object, more feature points extracted by using the extraction model can be distributed in an unoccluded
region of the object, to improve appropriateness of distribution of feature points; by using the heading angle of the object,
it can be determined that more feature points extracted by using the extraction model are distributed in a region with a
clearer feature, to improve accuracy of distribution of feature points; and by using the category information of the object,
feature points extracted by using the extraction model can be distributed in a specific region of the object. Further, object
tracking precision can be improved.
[0010] In a possible implementation, the determining an extraction model based on the attribute information of the
object includes: determining a center location of extracted feature points based on the attribute information of the object.
In this manner, a parameter of a center location of feature points extracted by using the extraction model is changed to
improve appropriateness of distribution of feature points, so as to improve object tracking accuracy. In addition, a feature
point is extracted by using the extraction model, and extraction of the feature point is irrelevant to a size of the object or
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a quantity of pixels of the object, so that operation efficiency of the method can be improved, and the method can be
applied to a real-time object tracking scenario, thereby achieving high real-time performance.
[0011] In a possible implementation, the occlusion information of the object includes an occlusion proportion of the
object and occluded region information of the object. In this case, the determining a center location of extracted feature
points based on the attribute information of the object includes: obtaining an initial center location of the extracted feature
points; determining, based on a correspondence between an occlusion proportion and an adjustment distance, an
adjustment distance corresponding to the occlusion proportion of the object; and determining the center location of the
extracted feature points based on the initial center location of the extracted feature points, the adjustment distance
corresponding to the occlusion proportion of the object, and an opposite direction of a direction corresponding to the
occluded region information. In this manner, the initial center location of the extracted feature points is adjusted to a
location closer to a center of an unoccluded part, so that more extracted feature points are distributed in an unoccluded
region, thereby helping improve object tracking accuracy.
[0012] In a possible implementation, the determining a center location of extracted feature points based on the attribute
information of the object includes: obtaining an initial center location of the extracted feature points; determining a feature
region of the object based on the heading angle of the object; and determining the center location of the extracted feature
points based on the initial center location of the extracted feature points, a preset adjustment distance, and a direction
of a center of the feature region. The feature region is a region, other than a background region, that matches preset
feature information. In this manner, an orientation of the object may be determined by using the heading angle, and a
region with a clear feature of the object may be determined based on the orientation of the object. Further, the center
location of the extracted feature points may be adjusted to a location close to a center of the region with a clearer feature
of the object, so that the feature point can be distributed in the region with a clear feature of the object, thereby improving
object tracking precision.
[0013] In a possible implementation, the determining, based on the attribute information of the object, a density of
extracted feature points distributed in each region of the detection region of the object includes: determining, based on
the attribute information of the object, a density of extracted feature points distributed in each region of the detection
region of the object; and determining the extraction model based on the density of extracted feature points distributed
in each region of the detection region of the object. In this manner, a model parameter is determined based on the
density in each region of the detection region of the object, to determine an extraction model that includes the determined
parameter. Therefore, in the determined extraction model, when a total quantity of feature points is fixed, extracted
feature points can be more densely distributed in a region in which a center of the object is located, and more dispersedly
and sparsely distributed in another region, thereby ensuring an object tracking effect. In addition, a feature point is
extracted by using a model, so that operation efficiency and real-time performance are high.
[0014] In a possible implementation, the determining, based on the attribute information of the object, a density of
extracted feature points distributed in each region of the detection region of the object includes: obtaining an initial density
of extracted feature points distributed in each region of the detection region of the object; determining, based on a
correspondence between category information and an adjustment parameter, a first adjustment parameter corresponding
to the category information of the object; and further determining the density of extracted feature points distributed in
each region of the detection region of the object based on the initial density of extracted feature points distributed in
each region of the detection region of the object and the first adjustment parameter corresponding to the category
information of the object. In this manner, different categories of objects have different distribution of feature points, to
meet requirements of objects with different category information; and adjustment parameters determined by using dif-
ferent category information are different, so that different extraction models are obtained, thereby ensuring tracking
precision for objects with different category information.
[0015] In a possible implementation, a quantity of extracted feature points distributed in each region of the detection
region of the object is determined based on the attribute information of the object, and the extraction model is determined
based on the quantity of extracted feature points distributed in each region of the detection region of the object. In this
manner, when a total quantity of feature points is fixed, a quantity of feature points in each region may be further set
based on different categories of objects, to meet tracking requirements of different categories of objects. A feature point
is extracted by using a model, so that operation efficiency and real-time performance are high.
[0016] In a possible implementation, the determining, based on the attribute information of the object, a quantity of
extracted feature points distributed in each region of the detection region of the object includes: obtaining an initial
quantity of extracted feature points distributed in each region of the detection region of the object; determining, based
on a correspondence between category information and an adjustment parameter, a second adjustment parameter
corresponding to the category information of the object; and determining the quantity of extracted feature points distributed
in each region of the detection region of the object based on the initial quantity of extracted feature points distributed in
each region of the detection region of the object and the second adjustment parameter corresponding to the category
information of the object. In this manner, the quantity of feature points in each region of the detection region of the object
is determined by using the second adjustment parameter corresponding to the category information, so that the method
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in this application can adapt to object tracking scenarios with different category information, and have wide applicability.
In addition, more feature points can be distributed in a region in which a center of the object is located, and fewer feature
points can be distributed in another region, so that feature points are distributed more accurately, and object tracking
precision is improved.
[0017] In a possible implementation, the determining a second feature point set of the object in a second image based
on the feature point set may be performing optical flow estimation twice, that is, forward estimation and backward
estimation: performing forward estimation on all feature points in the first feature point set based on a pyramid optical
flow algorithm, and determining, in the second image, a feature point corresponding to each feature point in the first
feature point set, to obtain a third feature point set; performing backward estimation on all feature points in the third
feature point set based on the pyramid optical flow algorithm, and determining, in the first image, a feature point corre-
sponding to each feature point in the third feature point set, to obtain a fourth feature point set; and determining the
second feature point set based on the first feature point set, the third feature point set, and the fourth feature point set.
In this manner, a feature point with a large optical flow estimation error in the forward estimation is selected by using a
feature point set obtained through backward estimation, so that an estimated feature point set with higher accuracy can
be obtained, thereby improving object tracking accuracy.
[0018] In a possible implementation, the obtaining the second feature point set based on the first feature point set,
the third feature point set, and the fourth feature point set includes: determining a distance between each feature point
in the first feature point set and a corresponding feature point in the fourth feature point set; and removing, from the third
feature point set, a corresponding feature point for which the distance is greater than a preset threshold, to obtain the
second feature point set. In this manner, a larger distance indicates a larger optical flow estimation error. Therefore, a
feature point with a large error is removed to obtain the second feature point set, so that an error that occurs during
forward estimation and backward estimation of a feature point can be reduced, thereby helping improve tracking accuracy.
[0019] In a possible implementation, the determining a location region of the object in the second image based on the
second feature point set includes: determining, based on a mapping relationship between a distance and a weight, a
weight to which a distance corresponding to each feature point in the second feature point set is mapped; and determining
the location region of the object in the second image based on the weight to which the distance corresponding to each
feature point in the second feature point set is mapped and the detection region of the object in the first image. In this
manner, a larger calculated distance between a feature point in the fourth feature point set obtained through backward
estimation and a corresponding feature point in the first feature point set in the first image indicates a larger error.
Therefore, a larger distance may be set to be mapped to a smaller weight, so that accuracy of determining the location
region of the object in the second image can be improved, and an error that occurs during forward estimation and
backward estimation can be reduced.
[0020] In a possible implementation, the determining the location region of the object in the second image based on
the weight corresponding to each feature point in the second feature point set and the detection region of the object in
the first image includes: determining a center location of the object in the second image based on a location of each
feature point in the second feature point set and a corresponding weight; determining a size and a shape of the detection
region; and determining the location region of the object in the second image based on the center location of the object
in the second image and the size and the shape of the detection region. In this manner, the center location of the object
in the second image is determined through weighted averaging. In addition, it is assumed that sizes and shapes of
detection regions of the object in two adjacent frames are the same, and the location region of the object is determined
based on the center location of the object in the second image and the size and the shape of the detection region of the
object. Therefore, when object tracking is performed on a next frame of image of the second image, the object can be
tracked by using a location region with higher precision, so that object tracking accuracy and stability can be continuously
optimized.
[0021] In a possible implementation, the first image is input to a preset object detection model to obtain a detection
result, where the detection result includes the detection region of the object and the attribute information of the object.
In this manner, the preset object detection model is used, so that operation efficiency of an entire algorithm can be
improved, and a requirement for real-time requirement can be met as far as possible.
[0022] According to a second aspect, an embodiment of this application provides an object tracking apparatus. The
apparatus may include:
a detection unit, configured to detect an object in a first image to obtain a detection region of the object and attribute
information of the object; a first determining unit, configured to determine an extraction model based on the attribute
information of the object; a second determining unit, configured to determine a first feature point set based on the
extraction model, where the first feature point set is distributed in the detection region of the object, the detection region
includes a first region and a second region other than the first region, and a quantity of feature points of the object in
the first region is greater than a quantity of feature points of the object in the second region; a third determining unit,
configured to determine a second feature point set of the object in a second image based on the first feature point set,
where the second image is a next frame of image of the first image; and a fourth determining unit, configured to determine
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a location region of the object in the second image based on the second feature point set.
[0023] In a possible implementation, the attribute information of the object includes one or more of occlusion information
of the object, a heading angle of the object, and category information of the object.
[0024] In a possible implementation, the first determining unit is specifically configured to: determine a center location
of extracted feature points based on the attribute information of the object; and determine the extraction model based
on the center location of the extracted feature points.
[0025] In a possible implementation, the occlusion information of the object includes an occlusion proportion of the
object and occluded region information of the object; and the first determining unit is specifically configured to: obtain
an initial center location of the extracted feature points; determine, based on a correspondence between an occlusion
proportion and an adjustment distance, an adjustment distance corresponding to the occlusion proportion of the object;
and determine the center location of the extracted feature points based on the initial center location of the extracted
feature points, the adjustment distance corresponding to the occlusion proportion of the object, and an opposite direction
of a direction corresponding to the occluded region information.
[0026] In a possible implementation, the first determining unit is specifically configured to: obtain an initial center
location of the extracted feature points; determine a feature region of the object based on the heading angle of the object,
where the feature region is a region, other than a background region, that matches preset feature information; and
determine the center location of the extracted feature points based on the initial center location of the extracted feature
points, a preset adjustment distance, and a direction of a center of the feature region.
[0027] In a possible implementation, the first determining unit is specifically configured to: determine, based on the
attribute information of the object, a density of extracted feature points distributed in each region of the detection region
of the object; and determine the extraction model based on the density of extracted feature points distributed in each
region of the detection region of the object.
[0028] In a possible implementation, the first determining unit is specifically configured to: obtain an initial density of
extracted feature points distributed in each region of the detection region of the object; determine, based on a corre-
spondence between category information and an adjustment parameter, a first adjustment parameter corresponding to
the category information of the object; and determine the density of extracted feature points distributed in each region
of the detection region of the object based on the initial density of extracted feature points distributed in each region of
the detection region of the object and the first adjustment parameter corresponding to the category information of the
object.
[0029] In a possible implementation, the first determining unit is specifically configured to: determine, based on the
attribute information of the object, a quantity of extracted feature points distributed in each region of the detection region
of the object; and determine the extraction model based on the quantity of extracted feature points distributed in each
region of the detection region of the object.
[0030] In a possible implementation, the first determining unit is specifically configured to: obtain an initial quantity of
extracted feature points distributed in each region of the detection region of the object; determine, based on a corre-
spondence between category information and an adjustment parameter, a second adjustment parameter corresponding
to the category information of the object; and determine the quantity of extracted feature points distributed in each region
of the detection region of the object based on the initial quantity of extracted feature points distributed in each region of
the detection region of the object and the second adjustment parameter corresponding to the category information of
the object.
[0031] In a possible implementation, the third determining unit is specifically configured to: perform forward estimation
on all feature points in the first feature point set based on a pyramid optical flow algorithm, and determine, in the second
image, a feature point corresponding to each feature point in the first feature point set, to obtain a third feature point set;
perform backward estimation on all feature points in the third feature point set based on the pyramid optical flow algorithm,
and determine, in the first image, a feature point corresponding to each feature point in the third feature point set, to
obtain a fourth feature point set; and determine the second feature point set based on the first feature point set, the third
feature point set, and the fourth feature point set.
[0032] In a possible implementation, the third determining unit is specifically configured to: determine a distance
between each feature point in the first feature point set and a corresponding feature point in the fourth feature point set;
and remove, from the third feature point set, a corresponding feature point for which the distance is greater than a preset
threshold, to obtain the second feature point set.
[0033] In a possible implementation, the fourth determining unit is specifically configured to: determine, based on a
mapping relationship between a distance and a weight, a weight to which a distance corresponding to each feature point
in the second feature point set is mapped; and determine the location region of the object in the second image based
on the weight to which the distance corresponding to each feature point in the second feature point set is mapped and
the detection region of the object in the first image.
[0034] In a possible implementation, the fourth determining unit is specifically configured to: determine a center location
of the object in the second image based on a location of each feature point in the second feature point set and a
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corresponding weight; determine a size and a shape of the detection region; and determine the location region of the
object in the second image based on the center location of the object in the second image and the size and the shape
of the detection region.
[0035] In a possible implementation, the detection unit is specifically configured to: input the first image to a preset
object detection model to obtain a detection result, where the detection result includes the detection region of the object
and the attribute information of the object.
[0036] According to a third aspect, an embodiment of this application further provides a computer device. The computer
device may include a memory and a processor. The memory is configured to store a computer program that supports
the device in performing the foregoing method. The computer program includes program instructions. The processor is
configured to invoke the program instructions to perform the method according to any one of the implementations of the
first aspect.
[0037] According to a fourth aspect, an embodiment of this application further provides a computer-readable storage
medium. The computer storage medium stores a computer program. The computer program includes program instruc-
tions. When the program instructions are executed by a processor, the processor is enabled to perform the method
according to any one of the implementations of the first aspect.
[0038] According to a fifth aspect, an embodiment of this application further provides a computer program. The computer
program includes computer software instructions. When the computer software instructions are executed by a computer,
the computer is enabled to perform any optical flow estimation method according to any one of the implementations of
the first aspect or the second aspect.
[0039] According to a sixth aspect, this application further provides a chip. The chip is configured to implement the
method according to any one of the first aspect or the possible designs of the first aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0040]

FIG. 1 is a schematic diagram of a structure of an image pyramid;
FIG. 2 is a schematic diagram of an architecture of an object tracking system according to an embodiment of this
application;
FIG. 3 is a schematic flowchart of an object tracking method according to an embodiment of this application;
FIG. 4a is a schematic diagram of an application scenario of an object tracking method according to an embodiment
of this application;
FIG. 4b is a schematic diagram of a first image according to an embodiment of this application;
FIG. 5 is a schematic diagram of a two-dimensional Gaussian distribution model according to an embodiment of
this application;
FIG. 6a is a schematic diagram of forward estimation and backward estimation according to an embodiment of this
application;
FIG. 6b is a schematic diagram of determining a location region according to an embodiment of this application;
FIG. 7a is a schematic diagram of adjusting a center location of feature points based on an expectation according
to an embodiment of this application;
FIG. 7b is a schematic diagram of adjusting a center location of feature points based on a heading angle of a vehicle
according to an embodiment of this application;
FIG. 8a is a schematic diagram of determining an extraction model based on densities of feature points of an object
that are distributed in different regions according to an embodiment of this application;
FIG. 8b is another schematic diagram of determining an extraction model based on densities of feature points of
an object that are distributed in different regions according to an embodiment of this application;
FIG. 8c is still another schematic diagram of determining an extraction model based on quantities of feature points
in different regions according to an embodiment of this application;
FIG. 8d is yet another schematic diagram of determining an extraction model based on quantities of feature points
in different regions according to an embodiment of this application;
FIG. 9 is a schematic diagram of a structure of an object tracking apparatus according to an embodiment of this
application; and
FIG. 10 is a schematic diagram of a structure of a computer device according to an embodiment of this application.

DESCRIPTION OF EMBODIMENTS

[0041] The following clearly and completely describes technical solutions in embodiments of this application with
reference to accompanying drawings. It is clear that the described embodiments are merely some but not all embodiments
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of this application.
[0042] In the specification and accompanying drawings of this application, the terms "first", "second", and the like are
intended to distinguish between different objects or distinguish between different processing of a same object, but do
not indicate a particular order of the objects. In addition, the terms "comprise", "include", and any variants thereof in
descriptions of this application are intended to cover a non-exclusive inclusion. For example, a process, a method, a
system, a product, or a device that includes a series of steps or units is not limited to the listed steps or units, but optionally
further includes other unlisted steps or units, or optionally further includes other inherent steps or units of the process,
the method, the product, or the device. It should be noted that, in embodiments of this application, the terms such as
"example" or "for example" are used to represent giving an example, an illustration, or descriptions. Any embodiment
or design method described as an "example" or "for example" in embodiments of this application should not be explained
as being more preferred or having more advantages than another embodiment or design scheme. Exactly, use of the
terms such as "example" or "for example" is intended to present a related concept in a specific manner. In embodiments
of this application, "A and/or B" represents two meanings: A and B, and A or B. "A, and/or B, and/or C" represents any
one of A, B, and C, or represents any two of A, B, and C, or represents A, B, and C. The following describes technical
solutions of this application with reference to accompanying drawings.
[0043] First, some terms in this application are described for ease of understanding by a person skilled in the art.

1. Feature point set

[0044] The feature point set may also be described as a set of feature points, and is a set of pixels selected from an
image for object tracking. A feature point may also represent a grayscale value at a location of a pixel in the image.
[0045] In this application, a first feature point set is determined based on an extraction model. For example, if the
extraction model is a truncated Gaussian model, the feature point set is a set of a plurality of pixels that are extracted
from an image and that meet Gaussian distribution. Each feature point carries a location of an image in which the feature
point is located, and a grayscale value of a pixel corresponding to the feature point.

2. Pyramid optical flow algorithm

[0046] An optical flow is an instantaneous speed of pixel motion of a moving object on an imaging plane in space, and
is a method in which a correspondence between a previous frame of image and a current frame of image is found by
using a change of a pixel in an image sequence in time domain and a correlation between adjacent frames of images,
to calculate object motion information between adjacent frames of images. Usually, an optical flow is generated due to
movement of a foreground object, movement of a camera, or joint movement thereof in a scene. It should be noted that,
in the pyramid optical flow algorithm in embodiments of this application, object tracking is implemented by estimating
optical flows of an object between two images, and the pyramid optical flow algorithm can be applied to fields such as
self-driving, motion detection, action capture and recognition, and augmented reality (augmented reality, AR).
[0047] For an optical flow estimation algorithm, an optical flow estimation algorithm used in this application is a Lucas-
Kanade (lucas-kanade, LK) optical flow estimation algorithm in which an optical flow equation is constructed based on
three basic assumptions. The three basic assumptions are as follows:

(1) Brightness constancy: Pixel brightness of an object in an image remains the same in consecutive frames. That
is, a pixel of an image looks the same in different frames. A gray image means that a grayscale value of a pixel
does not change with frame tracking.
(2) Spatial consistency: Adjacent pixels have similar motion. That is, adjacent pixels in a current frame should also
be adjacent in a next frame.
(3) Short-distance (short-time) motion: A time between adjacent frames is sufficiently short, and object motion is
small. That is, a change in time does not cause a sharp change of an object location, and a displacement between
adjacent frames is small.

[0048] Therefore, an optical flow equation may be constructed, as shown in a formula 1.1: 

[0049] I(x, y, t) is a grayscale value of a pixel at a location (x, y) in an image at a moment t. I(x + dx, y + dy, t + dt) in
the formula 1.1 is expanded at (x, y, t) through first-order Taylor expansion, as shown in a formula 1.2: 
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[0050] In this way, a formula 1.3 can be obtained: 

[0051] It is assumed that  , where u and v are to-be-solved optical flows of the pixel in an x direction

and a y direction.  is a differential of a pixel grayscale space, and at is a time-grayscale differential of a pixel

coordinate point. It is assumed that  and  . In this case, the formula 1.3 may be abbreviated
as a matrix form, as shown in a formula 1.4: 

[0052] Based on the foregoing assumption of spatial consistency, an optical flow equation may be constructed for a
plurality of points around the point. The optical flow equation is abbreviated as a matrix form, as shown in a formula 1.5: 

[0053] The foregoing formula 1.4 includes two unknown numbers (u and v). Therefore, u = (ATA)-1ATb may be solved
by using a linear equation of a plurality of points and least squares, or iterative solution may be performed to obtain u and v.
[0054] The optical flow algorithm requires that a time between adjacent frames be sufficiently short and object motion
be small. When object motion is large, that is, when an object moves fast, the basic assumptions are not true. As a
result, a finally solved value of an optical flow has a large error. Therefore, with reference to an image pyramid, original
large motion may be reduced to small motion that meets the basic assumptions for an optical flow, and then optical flow
estimation is performed.
[0055] The image pyramid is an image set. All images in the set come from a same original image and are obtained
through continuous downsampling on the original image. Image downsampling may also be described as downsampling,
image down-sampling, down-sampling, or image zoom-out. A size of an image may be reduced through downsampling
on the image. For example, it is assumed that a size of a frame of image is M3N. By performing S-time downsampling
on the image, the image a may be scaled down by S times, that is, both a length and a width of the image a are reduced
by S times. In this case, a size of an image obtained through downsampling is (M/S)3(N/S). When an image size is
reduced, object motion can be reduced. Therefore, an optical flow estimation algorithm can be used for a sufficiently
small image. It should be noted that the image pyramid is used to process a grayscale image. If a first image and a
second image that are obtained are color images, the first image and the second image may be converted into grayscale
images, and an image pyramid is constructed based on converted images.
[0056] FIG. 1 is a schematic diagram of a structure of an image pyramid. As shown in FIG. 1, there are two image
pyramids. An image pyramid on the left is an image pyramid of a first image, an image pyramid on the right is an image
pyramid of a second image, and the second image is a next frame of image of the first image. A bottom layer of each
of the two image pyramids is an image with an original size, that is, I0 is an image with an original size. Each upper-layer
image is obtained by performing 2-time downsampling on a lower-layer image, that is, both a width and a height of the
image I1 are half of those of I0. By analogy, an image sequence of I0, I1, I2, , IL, ..., In-1 may be sequentially obtained. In
the image sequence, a relationship between an Lth-layer image and an upper-layer ((L-1)th-layer) image may be shown
in a formula 1.6: 
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[0057] For a feature point p(x,y) in I0, pL(x,y) in the Lth-layer image IL corresponds to p, where xL = x/2L, and yL = y/2L.
To avoid loss of a large amount of information included in an image, a quantity of layers of an image pyramid usually
does not exceed 4. For example, FIG. 1 shows a four-layer image pyramid (I0, I1, I2, and I3).

[0058] In the pyramid optical flow algorithm, an initial optical flow at an Lth layer is denoted as  , and an
initial optical flow at a top layer In-1 is denoted as gn-1 = [0 0]T. In this case, calculation of optical flows between two
adjacent layers may be shown in a formula 1.7:

[0059] dL is an optical flow increment obtained through calculation on two adjacent frames of images (the first image
and the second image) It-1 and It at the Lth layer by using the optical flow estimation algorithm. By analogy, iteration
starts from the top layer to a lower layer until calculation at a bottom layer is performed. In this case, an optical flow at
the bottom layer may be shown in a formula 1.8: 

[0060] The calculated optical flow at the bottom layer is added to a location of a feature point in the first image It-1, to
obtain an estimated location of the optical flow in the second image It.
[0061] For ease of understanding embodiments of this application, the following first describes an architecture of an
object tracking system on which embodiments of this application are based. The object tracking system may be deployed
on any computer device related to object tracking. For example, the object tracking system may be deployed on one or
more computing devices (for example, a center server) in a cloud environment, or one or more computing devices (an
edge computing device) in an edge environment. The edge computing device may be a server. The cloud environment
is a center computing device cluster that is owned by a cloud service provider and that is configured to provide computing,
storage, and communication resources. The cloud environment has a large quantity of storage resources and computing
resources. The edge environment is an edge computing device cluster that is geographically close to a raw data collection
device and that is configured to provide computing, storage, and communication resources. Alternatively, the object
tracking system in this application may be deployed on one or more terminal devices. For example, the object tracking
system may be deployed on one terminal device. The terminal device has specific computing, storage, and communication
resources, and may be a computer, a vehicle-mounted terminal, or the like.
[0062] FIG. 2 is a schematic diagram of an architecture of an object tracking system according to an embodiment of
this application. As shown in FIG. 2, the object tracking system includes a cloud and an intelligent vehicle 20. An object
tracking apparatus 201 and a collection apparatus 202 are deployed on the intelligent vehicle 20. The object tracking
apparatus 201 may obtain an image of a traffic road by using the collection apparatus 202, and store the collected image
locally or in the cloud. Further, the object tracking apparatus 201 tracks an object like a pedestrian or a vehicle on the
traffic road in two adjacent frames of images based on the obtained image of the traffic road, and determines a location
region of the object in each frame of image, to obtain an object tracking result of each frame of image. In addition, the
object tracking apparatus 201 may further store the object tracking result of each frame of image locally and in the cloud.
[0063] The collection apparatus 202 is configured to collect an image of the traffic road from a perspective of the
collection apparatus 202. The collection apparatus 202 may include but is not limited to a camera, an infrared camera,
a laser radar, and the like.
[0064] It may be understood that the architecture of the object tracking system in FIG. 2 is used as an example, and
does not constitute a limitation on embodiments of this application.
[0065] In an object tracking method provided in embodiments of this application, a location region change of an object
between two images may be tracked. The object tracking method described in this application can be applied to many
fields such as self-driving, motion detection, action capture and recognition, and augmented reality (augmented reality,
AR), to implement a specific function.
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[0066] For example, an application scenario is a self-driving scenario.
[0067] The self-driving scenario means that an intelligent vehicle may implement self-driving by relying on an intelligent
pilot that is mainly a computer system in a vehicle. During traveling of the intelligent vehicle, an object tracking apparatus
deployed on the intelligent vehicle may obtain, in real time, an image, of a traffic road, that is collected by a collection
apparatus. For example, an image of a vehicle traveling in front of the current intelligent vehicle may be obtained. Further,
two adjacent frames of images are selected from obtained consecutive images, and an object in the selected images is
tracked, to obtain a location region change result of the object between the two images. However, in current object
tracking, after two consecutive frames of images are obtained, feature points are selected from a previous frame of
image in a uniform distribution manner, and object tracking is performed. However, in the feature points selected in a
uniform distribution manner, a feature point in a background region is selected to some extent, resulting in low object
tracking precision.
[0068] In this case, an object in the previous frame of image may be detected to obtain attribute information of the
object, and then a parameter of an extraction model is determined based on the attribute information of the object, to
determine the extraction model. In addition, a feature point is extracted from a first image by using the extraction model,
so that more feature points are distributed in a region of the object, thereby improving tracking precision during object
tracking. Further, the intelligent vehicle may generate a corresponding driving instruction based on an object tracking
result.
[0069] For example, the object tracking apparatus on the intelligent vehicle may detect, from the first image, an object
in front of the intelligent vehicle, for example, a pedestrian, a car, or a bicycle in front of the intelligent vehicle. A center
location, a density, a quantity of feature points, and the like of extracted feature points may be determined based on
attribute information in a detection result, so that a parameter of an extraction model can be determined based on the
center location, the density, and the quantity of feature points, to obtain an extraction model including the specific
parameter. In addition, a feature point is extracted by using the extraction model including the specific parameter to
perform object tracking, so as to obtain a location region in which the object is located in a second image. Further, the
location region in which the object is located in the second image is analyzed and processed, to generate a self-driving
instruction, for example, acceleration, deceleration, braking, or turning, so as to ensure that the intelligent vehicle can
travel smoothly and safely.
[0070] It should be noted that the application scenario described above is used as an example, and does not constitute
a limitation on embodiments of this application.
[0071] Based on the architecture of the object tracking system provided in FIG. 2 and with reference to the object
tracking method provided in this application, technical problems proposed in this application are specifically analyzed
and resolved. FIG. 3 is a schematic flowchart of an object tracking method according to an embodiment of this application.
The method may include the following step S301 to step S305.
[0072] Step S301: An object tracking apparatus detects an object in a first image to obtain a detection region of the
object and attribute information of the object.
[0073] An object is a visual object in an image. For example, the object may be a vehicle, a person, an animal, or the
like in the image. In this embodiment of this application, the object may be a vehicle in the first image, a pedestrian in
the first image, or the like.
[0074] Specifically, the object tracking apparatus may obtain the first image, where the first image may be a captured
image or an image obtained from a cloud; and detect the object in the first image. The detecting the object in the first
image is performing detection by using a preset object detection model to obtain a detection result. The preset object
detection model may be a region-based convolutional neural network (region-based convolutional neural network, RCNN)
model, a single shot multibox detector (single shot multiBox detector, SSD) model, or a you only look once (you only
look once, YOLO) model. This is not limited herein. After detection is performed by using the preset detection model,
the obtained detection result includes the detection region of the object and the attribute information of the object. The
detection region of the object may be a rectangular box including the object in the first image, and the attribute information
of the object may include occlusion information of the object, a heading angle of the object, category information of the
object, and the like.
[0075] Step S302: The object tracking apparatus determines an extraction model based on the attribute information
of the object.
[0076] In a possible implementation, the attribute information of the object may include the occlusion information of
the object, and the occlusion information of the object includes an occlusion proportion of the object and occluded region
information of the object. Further, refer to FIG. 4a. FIG. 4a is a schematic diagram of an application scenario of object
tracking according to an embodiment of this application. As shown in FIG. 4a, an object tracking apparatus on an
intelligent vehicle 401 may obtain an image, of a traffic road, that is collected by a collection apparatus; and perform
detection on the obtained image. For example, the intelligent vehicle 401 may obtain an image of a vehicle 402 traveling
in front of the intelligent vehicle 401, and detect the vehicle 402 in the obtained image. Further, refer to FIG. 4b. FIG.
4b is a schematic diagram of a first image according to an embodiment of this application. As shown in FIG. 4b, the first
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image may include the vehicle 402 traveling in front of the intelligent vehicle 401. Optionally, the first image may further
include an occluded region of the vehicle 402 and a detection region of the vehicle 402. For example, in FIG. 4b, a
shadow part is an occluded part of the vehicle 402, 20% indicates a detected occlusion proportion of the vehicle 402,
and a black rectangular box surrounding the vehicle 402 is the detection region of the vehicle 402.
[0077] The object tracking apparatus may store a preset extraction model, and the extraction model may be a Gaussian
model, a Weber’s model, a triangular model, a Rician model, a Laplacian model, or the like. The extraction model includes
a preset initial parameter. The initial parameter may determine an initial center location of extracted feature points, a
density of feature points in each region of the detection region of the object, and a quantity of feature points.
[0078] For example, for ease of description, in this application, a one-dimensional Gaussian model is used as an
example for description. It should be noted that, during actual use, a two-dimensional Gaussian model is used to extract
a feature point. FIG. 5 shows a two-dimensional Gaussian distribution model. A function of the one-dimensional Gaussian
model may be shown in a formula 4.1: 

[0079] In the formula 4.1, Φ (·) is a cumulative distribution function of a standard normal distribution, a, b is a range
parameter, m is an expectation, and σ2 is a variance. It should be noted that the range parameter a, b is equivalent to
a truncated value of the Gaussian model, and is used to determine that a to-be-extracted feature point is in the detection
region of the object.
[0080] Two parameters of the extraction model are described below by using the one-dimensional Gaussian distribution
as an example.

Parameter 1: an expectation m

[0081] The expectation m in the Gaussian model is used to determine a center location of a model. For example, in
the one-dimensional Gaussian distribution model, a center of a normal distribution curve is determined by the expectation
m, and the normal distribution curve is symmetric with respect to the expectation m. Similarly, an expectation in the two-
dimensional Gaussian model is also used to determine a center location of a model, namely, a center location of extracted
feature points. In this application, the center location of the extracted feature points may be determined by using the
occlusion information of the object and the heading angle of the object that are in the attribute information of the object.
Further, the center location of the model is determined as the center location of the feature points, to obtain an expectation
of the model, so as to obtain an extraction model including the determined expectation.
[0082] In a possible implementation, the extraction model includes an initial expectation, namely, the initial center
location of the extracted feature points. For example, the initial center location of the extracted feature points may be a
center of the detection region of the object. The attribute information of the object includes the occlusion information of
the object, and the occlusion information of the object may include the occlusion proportion of the object and the occluded
region information of the object. To improve object tracking precision, the center location of the extracted feature points
may be adjusted in a direction from the initial center location to an unoccluded region, to obtain a new center location
of the extracted feature points, so as to determine an expectation of an extraction model, and obtain an extraction model
including the determined expectation. The extraction model including the determined expectation is used, so that more
feature points can be distributed in the unoccluded region, thereby improving object tracking precision. For determining
the extraction model based on the occlusion information, refer to specific descriptions in Embodiment 1.
[0083] In a possible implementation, the attribute information of the object includes the heading angle of the object.
The heading angle of the object may be used to indicate an orientation of the object. It may be understood that the object
has different feature information in different orientations, and the feature information may be information of a clear feature
of the object in the image. For example, when the object is a vehicle, the feature information may be a vehicle front, a
vehicle body, and a vehicle rear. If the vehicle front of the vehicle is displayed in the first image, a region of the vehicle
front may serve as a feature region. When a part of the vehicle rear and a part of the vehicle body of the vehicle are
displayed in the first image, the part of the vehicle body or the part of the vehicle rear that is displayed may serve as a
feature region. A region with a clear feature of the object serves as a feature region, so that the center location of the
extraction model may be adjusted in a direction from the initial center location to a center of the feature region of the
object, to obtain a determined expectation, and obtain an extraction model including the determined expectation. For
determining the extraction model based on the heading angle, refer to specific descriptions in Embodiment 2.
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Parameter 2: a variance σ2

[0084] The variance σ2 in the Gaussian model is used to determine a shape of a model. For example, in the one-
dimensional Gaussian distribution model, a smoothness/sharpness degree of a waveform of a normal distribution curve
is determined by a value of the variance σ2. A larger value of the variance σ2 indicates a smoother normal distribution
curve, and a smaller value of the variance σ2 indicates a sharper normal distribution curve. Similarly, a variance in the
two-dimensional Gaussian model is also used to determine a sharpness or smoothness degree of the model shown in
FIG. 5. In this embodiment of this application, the density of extracted feature points distributed in each region and the
quantity of extracted feature points may be determined by using a corresponding first adjustment parameter and second
adjustment parameter in the attribute information of the object. Further, a variance of an extraction model is determined
by using the first adjustment parameter and/or the second adjustment parameter, so that an extraction model including
the determined variance can be determined. For determining the extraction model based on densities of feature points
distributed in different regions, refer to specific descriptions in Embodiment 3. For determining the extraction model
based on quantities of feature points distributed in different regions, refer to specific descriptions in Embodiment 4.
[0085] Step S303: The object tracking apparatus determines a first feature point set based on the extraction model,
where the first feature point set is distributed in the detection region of the object, the detection region includes a first
region and a second region other than the first region, and a quantity of feature points of the object in the first region is
greater than a quantity of feature points of the object in the second region.
[0086] Specifically, using the Gaussian model as an example, that the object tracking apparatus determines a first
feature point set based on the extraction model may be: randomly obtaining coordinates of a pixel from the first image;
determining whether the coordinates of the pixel meet a function corresponding to the Gaussian model; and if the
coordinates meet the function corresponding to the Gaussian model, determining the pixel as a feature point, and then
randomly obtaining coordinates of a pixel and performing determining again; or if the coordinates of the pixel do not
meet the function corresponding to the Gaussian model, randomly obtaining coordinates of a pixel again and performing
determining, until a quantity of feature points that meet the function corresponding to the Gaussian model is a specified
total quantity. Feature points extracted by using the foregoing extraction model that includes a specific expectation and
a specific variance are distributed in the first region and the second region of the detection region of the object, and a
quantity of feature points of the object in the first region is greater than a quantity of feature points of the object in the
second region.
[0087] Step S304: The object tracking apparatus determines a second feature point set of the object in a second image
based on the first feature point set, where the second image is a next frame of image of the first image.
[0088] In a possible implementation, the object tracking apparatus estimates an optical flow of each feature point in
the first feature point set. Optical flow estimation includes forward estimation and backward estimation. The forward
estimation is to perform estimation on an object in a next frame of image based on a previous frame of image by using
the pyramid optical flow algorithm. For example, the first image is a previous frame of image of the second image, and
the forward estimation is to estimate a location region, in the second image, of the object in the first image. The backward
estimation is to perform estimation on an object in a previous frame of image based on a next frame of image by using
the pyramid optical flow algorithm. For example, a location region, in the first image, of an object in the second image
is estimated. Further, refer to FIG. 6a. FIG. 6a is a schematic diagram of forward estimation and backward estimation
according to an embodiment of this application. As shown in FIG. 6a, a bold line on the left represents the first image,
a bold line on the right represents the second image, and the first image is a previous frame of image of the second
image. Forward estimation is performed, by using the pyramid optical flow algorithm, on each feature point in the first
feature point set extracted from the first image, to obtain a third feature point set of a location, in the second image, that
corresponds to each feature point in the first feature point set in the first image. Then backward estimation is performed
on each feature point in the third feature point set extracted from the second image, to obtain a fourth feature point set
of a location, in the first image, that corresponds to each feature point in the third feature point set in the second image.
[0089] Further, to reduce an error caused by the pyramid optical flow algorithm during optical flow estimation, a feature
point with a large error may be removed, and the object tracking apparatus may calculate a distance between each
feature point in the first feature point set and a corresponding feature point in the fourth feature point set. The calculating
a distance may be calculating a distance between two feature points in a calculation manner like a Euclidean distance,
a Manhattan distance, or a cosine distance.
[0090] The Euclidean distance is used as an example. A feature point A (xi,1, yi,1) in the first feature point set corresponds
to a feature point B (xi,2, yi,2) in the fourth feature point set. In this case, calculation of a distance di between the feature
point A and the feature point B may be shown in a formula 4.2: 
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[0091] A feature point for which di is greater than a preset threshold is removed from the third feature point set, that
is, a feature point set in the second image, to obtain the second feature point set. Specifically, the object tracking
apparatus may record an index of a feature point for which di is greater than the preset threshold, add the index to an
index set, and remove, from the third feature point set, a feature point corresponding to the recorded index, to obtain
the second feature point set.
[0092] It may be understood that, before and after the removal, each feature point in the second feature point set is
in a one-to-one correspondence with each feature point in the first feature point set and the fourth feature point set.
[0093] Step S305: The object tracking apparatus determines a location region of the object in the second image based
on the second feature point set.
[0094] In a possible implementation, to reduce an optical flow estimation error, the object tracking apparatus may
obtain a mapping relationship between a distance and a weight. It may be understood that a larger calculated distance
indicates a larger error. Therefore, a subtraction function may be constructed to calculate a weight, to meet a requirement
that a smaller distance indicates a larger weight. In this embodiment of this application, the mapping relationship between
a distance and a weight may meet a mapping relationship of a subtraction function shown in a formula 4.3: 

wi is a weight of an ith feature point, and di is a distance of the ith feature point.
[0095] Further, refer to FIG. 6b. FIG. 6b is a schematic diagram of determining a location region according to an
embodiment of this application. As shown in FIG. 6b, seven circles represent seven feature points. Each feature point
includes coordinates of the feature point and a corresponding weight. A center location of the object in the second image,
namely, a location of a five-pointed star in FIG. 6b, is calculated through weighted averaging. Further, the object tracking
apparatus determines the location region of the object in the second image based on a size and a shape of the detection
region of the object in the first image. The center location of the object in the second image may be determined as a
center, and a determined region whose size and shape are the same as the size and the shape of the detection region
in the first image may be determined as the location region of the object in the second image.
[0096] The following describes Embodiment 1 to Embodiment 4 in detail.
[0097] Embodiment 1: The extraction model is determined based on the occlusion information.
[0098] As shown in FIG. 4b, the occlusion information may include an occlusion proportion (20%) and occluded region
information. The occluded region information may indicate that a left side is occluded, or may indicate that a right side
is occluded. It should be noted that, in a scenario provided in this embodiment of this application, the occluded region
information may include information in two directions: a left direction and a right direction. As shown in FIG. 4b, a part
of a left side of the vehicle is occluded. To distribute more feature points in an unoccluded region of the object, the object
tracking apparatus may determine a center of the unoccluded region as a center location of extracted feature points, or
may adjust a center location of initial feature points in a direction toward the center of the unoccluded region. Then an
expectation of a model is determined based on an adjusted center location of the extracted feature points, to obtain an
extraction model including the determined expectation.
[0099] Specifically, the object tracking apparatus may determine, based on a correspondence between an occlusion
proportion and an adjustment distance, an adjustment distance corresponding to the occlusion proportion of the object;
determine, based on an opposite direction corresponding to the occluded region information of the object, an adjustment
direction of the center location of the extracted feature points; and then determine, based on the adjustment distance
and the adjustment direction, a center location of feature points extracted by using the extraction model. The adjustment
distance may be a manually specified value that corresponds to the occlusion proportion, or may be a value of an
adjustment distance corresponding to adjustment of the center location of the extracted feature points to a center of a
part, in the detection region, in which the object is not occluded.
[0100] Further, the occlusion proportion of the object is in a one-to-one correspondence with an expected adjustment
value, and the adjustment direction of the center location of the extracted feature points corresponds to an expected
adjustment sign. In this case, the object tracking apparatus may determine an expectation based on an initial expectation,
the expected adjustment value, and the expected adjustment sign. For example, when the direction corresponding to
the occluded region information of the object is a leftward direction, correspondingly, a sign of the expected adjustment
value may be a minus sign or a plus sign. When the sign is a minus sign, the expectation is equal to the initial expectation
minus the expected adjustment value. On the contrary, when the sign is a plus sign, the expectation is equal to the initial
expectation plus the expected adjustment value. Then an extraction model including the determined expectation is
obtained.
[0101] Further, refer to FIG. 7a. FIG. 7a is a schematic diagram of adjusting a center location of feature points based
on an expectation according to an embodiment of this application. As shown in FIG. 7a, the object is a vehicle, and the
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initial center location is a location indicated by a gray circle, namely, a center of the detection region of the object. The
adjustment distance, namely, the expected adjustment value, may be determined based on the occlusion proportion
20%. The adjustment distance may be d in FIG. 7a. The adjustment direction is the opposite direction of the direction
corresponding to the occluded region information, namely, a rightward direction indicated by an arrow in FIG. 7b, so
that an expected adjustment sign is obtained. Therefore, an expected value is obtained, and a center location of the
extracted feature points, namely, a location indicated by a black circle, is also obtained. In this way, an extraction model
including the determined expectation can be obtained. In the manner in Embodiment 1 of this application, the center
location of the feature points extracted by using the extraction model may be adjusted to the unoccluded region, so that
the feature points are distributed in the unoccluded region. In this way, the feature points are distributed more accurately,
thereby improving object tracking precision.
[0102] Embodiment 2: The extraction model is determined based on the heading angle.
[0103] The heading angle is an included angle between a motion direction of the object and a horizontal direction of
an image. A range of the heading angle is (0°, 360°). When the object is at different heading angles, different feature
regions may be displayed in the image. The feature region may be a region including a clear feature of the object, that
is, a region, other than a background region in the first image, that matches feature information.
[0104] When the object is a vehicle, a feature region of the vehicle may be a region in which a vehicle front is located,
a region in which a vehicle side is located, or a region in which a vehicle rear is located. For example, when the object
is a vehicle and a heading angle of the vehicle is 0° or 180°, the vehicle side may be a feature region; when the heading
angle of the vehicle is within a range of (0°, 180°), the vehicle rear may be a feature region; or when the heading angle
of the vehicle is within a range of (180°, 360°), the vehicle front may be a feature region. Optionally, feature information
of the object may be determined based on the heading angle, and then the object may be recognized and detected to
obtain the feature region. Further, refer to FIG. 7b. FIG. 7b is a schematic diagram of adjusting a center location of
feature points based on a heading angle of a vehicle according to an embodiment of this application. As shown in FIG.
7b, the heading angle in the attribute information of the object may be 120°. In this case, a vehicle rear is a clear region
of the vehicle, that is, a feature region. Further, the center location of the extracted feature points may be adjusted by
a preset distance in a direction from the center of the detection region of the object, namely, a location indicated by a
gray circle, to a center of the feature region, namely, a location indicated by a black circle in FIG. 7b.
[0105] An expected adjustment value may be determined based on a preset adjustment distance, and an expected
adjustment sign may be determined based on an adjustment direction of the center of the extracted feature points. When
the sign is a minus sign, an expectation is equal to an initial expectation minus the expected adjustment value. On the
contrary, when the sign is a plus sign, an expectation is equal to an initial expectation plus the expected adjustment
value. Further, an extraction model including the determined expectation is obtained. In the manner in Embodiment 2
of this application, the center location of the feature points extracted by using the extraction model may be adjusted to
a region with a clearer feature of the object. In this way, the feature points are distributed more properly, thereby improving
object tracking accuracy.
[0106] Embodiment 3: The extraction model is determined based on densities of feature points distributed in different
regions.
[0107] After performing detection on the first image, the object tracking apparatus obtains the category information of
the object. For example, the category information may include a category of the object, for example, a vehicle, a pedestrian,
or a bicycle. The category information of the object corresponds to a first adjustment parameter, and the first adjustment
parameter may be used to determine a density of extracted feature points distributed in each region of the detection
region of the object. In addition, an initial variance may be adjusted based on a value of the first adjustment parameter,
to obtain a variance of an extraction model. It should be noted that adjusting a variance of a Gaussian model by using
the first adjustment parameter may be modifying an original variance to the first adjustment parameter, or may be
adjusting the variance of the Gaussian model based on the first adjustment parameter, to obtain a variance of an
extraction model.
[0108] The detection region of the object may include a first region and a second region. The first region may be a
region that uses a center of the detection region of the object as a center and whose length and width are 10% or 20%
of a length and a width of a rectangular box of the detection region. The second region is a region other than the first
region in the detection region of the object.
[0109] For example, refer to both FIG. 8a and FIG. 8b. FIG. 8a and FIG. 8b are schematic diagrams of determining
an extraction model based on densities of feature points of an object that are distributed in different regions according
to an embodiment of this application. When the category information of the object is a pedestrian, the object tracking
apparatus determines a first adjustment parameter corresponding to the pedestrian, and therefore may determine a
variance in the Gaussian model by using the first adjustment parameter, to obtain an extraction model including the
determined variance, for example, a Gaussian model shown on the left of FIG. 8a. A density of feature points that are
extracted by using the Gaussian model shown on the left of FIG. 8a and that are distributed in a first region and a second
region of a detection region of the pedestrian may be shown on the right of FIG. 8a.
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[0110] When the category information of the object is a vehicle, the object tracking apparatus determines a variance
in the Gaussian model by using a first adjustment parameter corresponding to the vehicle, and then obtains an extraction
model including the determined variance, for example, a Gaussian model shown on the left of FIG. 8b. A density of
feature points in a first region and a second region of a detection region of the vehicle is extracted by using the Gaussian
model shown on the left of FIG. 8b, to obtain feature points indicated by gray circles on the right of FIG. 8b. A dashed-
line rectangular box indicates the first region, and the second region is a region other than the first region in the detection
region of the object, for example, a region around the first region shown in FIG. 8b. It can be learned that a density of
feature points in the first region is greater than a density of feature points in the second region. In the manner in
Embodiment 3 of this application, the feature points extracted by using the extraction model can be more densely
distributed in a center region, and more dispersedly and sparsely distributed in a surrounding region. Therefore, more
feature points are distributed in the center region of the object, and a quantity of feature points distributed in a background
region and a region other than the center of the object is reduced, thereby improving object tracking accuracy.
[0111] Embodiment 4: The extraction model is determined based on quantities of feature points distributed in different
regions.
[0112] The one-dimensional Gaussian model is used as an example. The range parameter a, b in the formula 4.1 is
a truncation parameter of the Gaussian model, and is used to limit all feature points within the detection region of the
object. Similarly, two range parameters may be further added to limit a quantity of feature points in a first region and a
quantity of feature points in a second region in the detection region of the object. The first region may be a region that
uses a center of the detection region of the object as a center and whose length and width are 10% or 20% of a length
and a width of a rectangular box of the detection region. The second region is a region other than the first region in the
object detection region. The quantity of feature points in the first region is limited by using the two added range parameters,
so that the quantity of feature points in the second region can be limited based on a total quantity of feature points and
the quantity of feature points in the first region. When the range parameter is determined, the quantity of feature points
distributed in the first region and the quantity of feature points distributed the second region in the detection region of
the object is adjusted by adjusting a variance of the Gaussian model.
[0113] For example, refer to both FIG. 8c and FIG. 8d. FIG. 8c and FIG. 8d are schematic diagrams of determining
an extraction model based on quantities of feature points in different regions according to an embodiment of this appli-
cation. When the category information of the object is a pedestrian, a second adjustment parameter corresponding to
the pedestrian is determined. In this case, a variance in the Gaussian model may be determined by using the second
adjustment parameter, to obtain an extraction model including the determined variance, for example, a Gaussian model
shown on the left of FIG. 8c. A quantity of extracted feature points distributed in a first region and a second region of a
detection region of the pedestrian may be shown on the right of FIG. 8c. A dashed-line box in FIG. 8c indicates the first
region, and gray circles indicate feature points. When the category information of the object is a vehicle, the object
tracking apparatus determines a first adjustment parameter corresponding to the vehicle, determines a variance in the
Gaussian model, and then obtains an extraction model including the determined variance, for example, a Gaussian
model shown on the left of FIG. 8d. Feature points in a first region and a second region of a detection region of the
vehicle are executed by using the Gaussian model shown on the left of FIG. 8d, to obtain feature points indicated by
gray circles on the right of FIG. 8d. The dashed-line rectangular box indicates the first region, and the second region is
a region around the first region.
[0114] It should be noted that adjusting the variance of the Gaussian model by using the second adjustment parameter
may be modifying an original variance to the second adjustment parameter, or may be adjusting the variance of the
Gaussian model based on the second adjustment parameter. In the manner in Embodiment 4 of this application, more
feature points extracted by using the extraction model can be distributed in a center region of the object, and a quantity
of feature points distributed in a surrounding region and a background region of the object is reduced. Therefore, utilization
of feature points is improved, and object tracking accuracy is also improved.
[0115] The foregoing describes the method in embodiments of this application in detail, and the following provides a
related apparatus in embodiments of this application.
[0116] FIG. 9 is a schematic diagram of a structure of an object tracking apparatus according to an embodiment of
this application. The object tracking apparatus 90 may include a detection unit 901, a first determining unit 902, a second
determining unit 903, a third determining unit 904, and a fourth determining unit 905. Detailed descriptions of the units
are as follows:
[0117] The detection unit 901 is configured to detect an object in a first image to obtain a detection region of the object
and attribute information of the object. The first determining unit 902 is configured to determine an extraction model
based on the attribute information of the object. The second determining unit 903 is configured to determine a first feature
point set based on the extraction model, where the first feature point set is distributed in the detection region of the
object, the detection region includes a first region and a second region other than the first region, and a quantity of
feature points of the object in the first region is greater than a quantity of feature points of the object in the second region.
The third determining unit 904 is configured to determine a second feature point set of the object in a second image
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based on the first feature point set, where the second image is a next frame of image of the first image. The fourth
determining unit 905 is configured to determine a location region of the object in the second image based on the second
feature point set.
[0118] In a possible implementation, the attribute information of the object includes one or more of occlusion information
of the object, a heading angle of the object, and category information of the object.
[0119] In a possible implementation, the first determining unit 902 is specifically configured to: determine a center
location of extracted feature points based on the attribute information of the object; and determine the extraction model
based on the center location of the extracted feature points.
[0120] In a possible implementation, the occlusion information of the object includes an occlusion proportion of the
object and occluded region information of the object; and the first determining unit 902 is specifically configured to: obtain
an initial center location of the extracted feature points; determine, based on a correspondence between an occlusion
proportion and an adjustment distance, an adjustment distance corresponding to the occlusion proportion of the object;
and determine the center location of the extracted feature points based on the initial center location of the extracted
feature points, the adjustment distance corresponding to the occlusion proportion of the object, and an opposite direction
of a direction corresponding to the occluded region information.
[0121] In a possible implementation, the first determining unit 902 is specifically configured to: obtain an initial center
location of the extracted feature points; determine a feature region of the object based on the heading angle of the object,
where the feature region is a region, other than a background region, that matches preset feature information; and
determine the center location of the extracted feature points based on the initial center location of the extracted feature
points, a preset adjustment distance, and a direction of a center of the feature region.
[0122] In a possible implementation, the first determining unit 902 is specifically configured to: determine, based on
the attribute information of the object, a density of extracted feature points distributed in each region of the detection
region of the object; and determine the extraction model based on the density of extracted feature points distributed in
each region of the detection region of the object.
[0123] In a possible implementation, the first determining unit 902 is specifically configured to: obtain an initial density
of extracted feature points distributed in each region of the detection region of the object; determine, based on a corre-
spondence between category information and an adjustment parameter, a first adjustment parameter corresponding to
the category information of the object; and determine the density of extracted feature points distributed in each region
of the detection region of the object based on the initial density of extracted feature points distributed in each region of
the detection region of the object and the first adjustment parameter corresponding to the category information of the
object.
[0124] In a possible implementation, the first determining unit 902 is specifically configured to: determine, based on
the attribute information of the object, a quantity of extracted feature points distributed in each region of the detection
region of the object; and determine the extraction model based on the quantity of extracted feature points distributed in
each region of the detection region of the object.
[0125] In a possible implementation, the first determining unit 902 is specifically configured to: obtain an initial quantity
of extracted feature points distributed in each region of the detection region of the object; determine, based on a corre-
spondence between category information and an adjustment parameter, a second adjustment parameter corresponding
to the category information of the object; and determine the quantity of extracted feature points distributed in each region
of the detection region of the object based on the initial quantity of extracted feature points distributed in each region of
the detection region of the object and the second adjustment parameter corresponding to the category information of
the object.
[0126] In a possible implementation, the third determining unit 904 is specifically configured to: perform forward esti-
mation on all feature points in the first feature point set based on a pyramid optical flow algorithm, and determine, in the
second image, a feature point corresponding to each feature point in the first feature point set, to obtain a third feature
point set; perform backward estimation on all feature points in the third feature point set based on the pyramid optical
flow algorithm, and determine, in the first image, a feature point corresponding to each feature point in the third feature
point set, to obtain a fourth feature point set; and determine the second feature point set based on the first feature point
set, the third feature point set, and the fourth feature point set.
[0127] In a possible implementation, the third determining unit 904 is specifically configured to: determine a distance
between each feature point in the first feature point set and a corresponding feature point in the fourth feature point set;
and remove, from the third feature point set, a corresponding feature point for which the distance is greater than a preset
threshold, to obtain the second feature point set.
[0128] In a possible implementation, the fourth determining unit 905 is specifically configured to: determine, based on
a mapping relationship between a distance and a weight, a weight to which a distance corresponding to each feature
point in the second feature point set is mapped; and determine the location region of the object in the second image
based on the weight to which the distance corresponding to each feature point in the second feature point set is mapped
and the detection region of the object in the first image.
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[0129] In a possible implementation, the fourth determining unit 905 is specifically configured to: determine a center
location of the object in the second image based on a location of each feature point in the second feature point set and
a corresponding weight; determine a size and a shape of the detection region; and determine the location region of the
object in the second image based on the center location of the object in the second image and the size and the shape
of the detection region.
[0130] In a possible implementation, the detection unit 901 is specifically configured to: input the first image to a preset
object detection model to obtain a detection result, where the detection result includes the detection region of the object
and the attribute information of the object.
[0131] It should be noted that, for functions of the functional units in the object tracking apparatus 900 described in
this embodiment of this application, reference may be made to related descriptions of step S301 to step S305 in the
foregoing method embodiment in FIG. 3. Details are not described herein again.
[0132] FIG. 10 is a schematic diagram of a structure of a computer device according to an embodiment of this appli-
cation. As shown in FIG. 10, the computer device 1000 includes a processor 1001, a communication interface 1002,
and a memory 1003. The processor 1001, the communication interface 1002, and the memory 1003 are connected to
each other through an internal bus 1004.
[0133] The processor 1001 may include one or more general-purpose processors, for example, a central processing
unit (central processing unit, CPU), or a combination of a CPU and a hardware chip. The hardware chip may be an
application-specific integrated circuit (application-specific integrated circuit, ASIC), a programmable logic device (pro-
grammable logic device, PLD), or a combination thereof. The PLD may be a complex programmable logic device (complex
programmable logic device, CPLD), a field-programmable gate array (field-programmable gate array, FPGA), generic
array logic (generic array logic, GAL), or any combination thereof.
[0134] The bus 1004 may be a peripheral component interconnect (peripheral component interconnect, PCI) bus, an
extended industry standard architecture (extended industry standard architecture, EISA) bus, or the like. The bus 1004
may be categorized as an address bus, a data bus, a control bus, or the like. For ease of representation, only one bold
line is used to represent the bus in FIG. 10, but this does not mean that there is only one bus or only one type of bus.
[0135] The memory 1003 may include a volatile memory (volatile memory) like a random access memory (random
access memory, RAM); or the memory 1003 may include a non-volatile memory (non-volatile memory) like a read-only
memory (read-only memory, ROM), a flash memory (flash memory), a hard disk drive (hard disk drive, HDD), or a solid-
state drive (solid-state drive, SSD); or the memory 1003 may include a combination of the foregoing types. The program
code may be used to implement method steps performed by a computing device in the object tracking method embodiment
shown in FIG. 3.
[0136] It should be noted that, for functions of the functional units of the computer device 1000 described in this
embodiment of this application, reference may be made to related descriptions of step S301 to step S305 in the foregoing
method embodiment in FIG. 3. Details are not described herein again.
[0137] An embodiment of this application further provides a computer-readable storage medium. The computer-read-
able storage medium stores a computer program. When the program is executed by a processor, some or all of the
steps recorded in any one of the foregoing method embodiments can be implemented, and functions of any functional
module described in FIG. 9 can be implemented.
[0138] An embodiment of this application further provides a computer program product. When the computer program
product runs on a computer or a processor, the computer or the processor is enabled to perform one or more steps in
any one of the foregoing methods. When the foregoing modules in the device are implemented in a form of a software
functional unit and sold or used as an independent product, the modules may be stored in the computer-readable storage
medium.
[0139] In the foregoing embodiments, the descriptions in the embodiments have respective focuses. For a part that
is not described in detail in an embodiment, refer to related descriptions in other embodiments.
[0140] It should be understood that the "first", "second", "third", "fourth", and various numbers in this specification are
merely used for differentiation for ease of description, and are not intended to limit the scope of this application.
[0141] It should be understood that the term "and/or" in this specification describes only an association relationship
between associated objects and represents that three relationships may exist. For example, A and/or B may represent
the following three cases: Only A exists, both A and B exist, and only B exists. In addition, the character "/" in this
specification generally indicates an "or" relationship between the associated objects.
[0142] It should be further understood that sequence numbers of the foregoing processes do not mean execution
sequences in various embodiments of this application. The execution sequences of the processes should be determined
based on functions and internal logic of the processes, and should not be construed as any limitation on the implementation
processes of embodiments of this application.
[0143] A person of ordinary skill in the art may be aware that, in combination with examples described in embodiments
disclosed in this specification, units and algorithm steps can be implemented by electronic hardware or a combination
of computer software and electronic hardware. Whether the functions are performed by hardware or software depends
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on particular applications and design constraints of technical solutions. A person skilled in the art may use different
methods to implement the described functions for each particular application, but it should not be considered that the
implementation goes beyond the scope of this application.
[0144] It may be clearly understood by a person skilled in the art that, for convenience and brevity of description, for
a detailed working process of the foregoing system, apparatus, and unit, reference may be made to a corresponding
process in the foregoing method embodiments. Details are not described herein again.
[0145] In several embodiments provided in this application, it should be understood that the disclosed system, appa-
ratus, and method may be implemented in another manner. For example, the described apparatus embodiments are
merely examples. For example, division into the units is merely logical function division and may be other division in
actual implementation. For example, a plurality of units or components may be combined or integrated into another
system, or some features may be ignored or not performed. In addition, the shown or discussed mutual couplings or
direct couplings or communication connections may be implemented through some interfaces. The indirect couplings
or communication connections between the apparatuses or units may be implemented in electrical, mechanical, or
another form.
[0146] The units described as separate parts may or may not be physically separate, and parts shown as units may
or may not be physical units, may be located in one place, or may be distributed on a plurality of network units. Some
or all of the units may be selected according to an actual requirement to achieve objectives of solutions of embodiments.
[0147] In addition, functional units in embodiments of this application may be integrated into one processing unit, each
of the units may exist alone physically, or two or more units may be integrated into one unit.
[0148] When the functions are implemented in a form of a software functional unit and sold or used as an independent
product, the functions may be stored in a computer-readable storage medium. Based on such an understanding, technical
solutions of this application essentially, or the part contributing to the conventional technology, or some of technical
solutions may be implemented in a form of a software product. The computer software product is stored in a storage
medium, and includes several instructions for instructing a computer device (which may be a personal computer, a
server, a network device, or the like) to perform all or some of the steps of the methods described in embodiments of
this application. The storage medium includes any medium that can store program code, for example, a USB flash drive,
a removable hard disk, a read-only memory (read-only memory, ROM), a random access memory (random access
memory, RAM), a magnetic disk, or an optical disc.
[0149] A sequence of the steps of the method in embodiments of this application may be adjusted, combined, or
removed according to an actual requirement.
[0150] The modules in the apparatus in embodiments of this application may be combined, divided, and deleted
according to an actual requirement.
[0151] In conclusion, the foregoing embodiments are merely intended for describing technical solutions of this appli-
cation, but not for limiting this application. Although this application is described in detail with reference to the foregoing
embodiments, a person of ordinary skill in the art should understand that modifications to the technical solutions recorded
in the foregoing embodiments or equivalent replacements to some technical features thereof may still be made, without
departing from the scope of the technical solutions of embodiments of this application.

Claims

1. An object tracking method, comprising:

detecting an object in a first image to obtain a detection region of the object and attribute information of the object;
determining an extraction model based on the attribute information of the object;
determining a first feature point set based on the extraction model, wherein the first feature point set is distributed
in the detection region of the object, the detection region comprises a first region and a second region other
than the first region, and a quantity of feature points of the object in the first region is greater than a quantity of
feature points of the object in the second region;
determining a second feature point set of the object in a second image based on the first feature point set,
wherein the second image is a next frame of image of the first image; and
determining a location region of the object in the second image based on the second feature point set.

2. The method according to claim 1, wherein the attribute information of the object comprises one or more of occlusion
information of the object, a heading angle of the object, and category information of the object.

3. The method according to claim 1 or 2, wherein the determining an extraction model based on the attribute information
of the object comprises:
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determining a center location of extracted feature points based on the attribute information of the object; and
determining the extraction model based on the center location of the extracted feature points.

4. The method according to claim 3, wherein the occlusion information of the object comprises an occlusion proportion
of the object and occluded region information of the object; and
the determining a center location of extracted feature points based on the attribute information of the object comprises:

obtaining an initial center location of the extracted feature points;
determining, based on a correspondence between an occlusion proportion and an adjustment distance, an
adjustment distance corresponding to the occlusion proportion of the object; and
determining the center location of the extracted feature points based on the initial center location of the extracted
feature points, the adjustment distance corresponding to the occlusion proportion of the object, and an opposite
direction of a direction corresponding to the occluded region information.

5. The method according to claim 3, wherein the determining a center location of extracted feature points based on
the attribute information of the object comprises:

obtaining an initial center location of the extracted feature points;
determining a feature region of the object based on the heading angle of the object, wherein the feature region
is a region, other than a background region, that matches preset feature information; and
determining the center location of the extracted feature points based on the initial center location of the extracted
feature points, a preset adjustment distance, and a direction of a center of the feature region.

6. The method according to claim 1 or 2, wherein the determining an extraction model based on the attribute information
of the object comprises:

determining, based on the attribute information of the object, a density of extracted feature points distributed in
each region of the detection region of the object; and
determining the extraction model based on the density of extracted feature points distributed in each region of
the detection region of the object.

7. The method according to claim 6, wherein the determining, based on the attribute information of the object, a density
of extracted feature points distributed in each region of the detection region of the object comprises:

obtaining an initial density of extracted feature points distributed in each region of the detection region of the
object;
determining, based on a correspondence between category information and an adjustment parameter, a first
adjustment parameter corresponding to the category information of the object; and
determining the density of extracted feature points distributed in each region of the detection region of the object
based on the initial density of extracted feature points distributed in each region of the detection region of the
object and the first adjustment parameter corresponding to the category information of the object.

8. The method according to claim 1 or 2, wherein the determining an extraction model based on the attribute information
of the object comprises:

determining, based on the attribute information of the object, a quantity of extracted feature points distributed
in each region of the detection region of the object; and
determining the extraction model based on the quantity of extracted feature points distributed in each region of
the detection region of the object.

9. The method according to claim 8, wherein the determining, based on the attribute information of the object, a quantity
of extracted feature points distributed in each region of the detection region of the object comprises:

obtaining an initial quantity of extracted feature points distributed in each region of the detection region of the
object;
determining, based on a correspondence between category information and an adjustment parameter, a second
adjustment parameter corresponding to the category information of the object; and
determining the quantity of extracted feature points distributed in each region of the detection region of the
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object based on the initial quantity of extracted feature points distributed in each region of the detection region
of the object and the second adjustment parameter corresponding to the category information of the object.

10. The method according to any one of claims 1 to 9, wherein the determining a second feature point set of the object
in a second image based on the feature point set comprises:

performing forward estimation on all feature points in the first feature point set based on a pyramid optical flow
algorithm, and determining, in the second image, a feature point corresponding to each feature point in the first
feature point set, to obtain a third feature point set;
performing backward estimation on all feature points in the third feature point set based on the pyramid optical
flow algorithm, and determining, in the first image, a feature point corresponding to each feature point in the
third feature point set, to obtain a fourth feature point set; and
determining the second feature point set based on the first feature point set, the third feature point set, and the
fourth feature point set.

11. The method according to claim 10, wherein the obtaining the second feature point set based on the first feature
point set, the third feature point set, and the fourth feature point set comprises:

determining a distance between each feature point in the first feature point set and a corresponding feature
point in the fourth feature point set; and
removing, from the third feature point set, a corresponding feature point for which the distance is greater than
a preset threshold, to obtain the second feature point set.

12. The method according to claim 11, wherein the determining a location region of the object in the second image
based on the second feature point set comprises:

determining, based on a mapping relationship between a distance and a weight, a weight to which a distance
corresponding to each feature point in the second feature point set is mapped; and
determining the location region of the object in the second image based on the weight to which the distance
corresponding to each feature point in the second feature point set is mapped and the detection region of the
object in the first image.

13. The method according to claim 12, wherein the determining the location region of the object in the second image
based on the weight corresponding to each feature point in the second feature point set and the detection region
of the object in the first image comprises:

determining a center location of the object in the second image based on a location of each feature point in the
second feature point set and a corresponding weight;
determining a size and a shape of the detection region; and
determining the location region of the object in the second image based on the center location of the object in
the second image and the size and the shape of the detection region.

14. The method according to any one of claims 1 to 13, wherein the detecting an object in a first image to obtain a
detection region of the object and attribute information of the object comprises:
inputting the first image to a preset object detection model to obtain a detection result, wherein the detection result
comprises the detection region of the object and the attribute information of the object.

15. An object tracking apparatus, comprising:

a detection unit, configured to detect an object in a first image to obtain a detection region of the object and
attribute information of the object;
a first determining unit, configured to determine an extraction model based on the attribute information of the
object;
a second determining unit, configured to determine a first feature point set based on the extraction model,
wherein the first feature point set is distributed in the detection region of the object, the detection region comprises
a first region and a second region other than the first region, and a quantity of feature points of the object in the
first region is greater than a quantity of feature points of the obj ect in the second region;
a third determining unit, configured to determine a second feature point set of the object in a second image
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based on the first feature point set, wherein the second image is a next frame of image of the first image; and
a fourth determining unit, configured to determine a location region of the object in the second image based on
the second feature point set.

16. The apparatus according to claim 15, wherein the attribute information of the object comprises one or more of
occlusion information of the object, a heading angle of the object, and category information of the object.

17. The apparatus according to claim 15 or 16, wherein the first determining unit is specifically configured to:

determine a center location of extracted feature points based on the attribute information of the object; and
determine the extraction model based on the center location of the extracted feature points.

18. The apparatus according to claim 17, wherein the occlusion information of the object comprises an occlusion pro-
portion of the object and occluded region information of the object; and
the first determining unit is specifically configured to:

obtain an initial center location of the extracted feature points;
determine, based on a correspondence between an occlusion proportion and an adjustment distance, an ad-
justment distance corresponding to the occlusion proportion of the object; and
determine the center location of the extracted feature points based on the initial center location of the extracted
feature points, the adjustment distance corresponding to the occlusion proportion of the object, and an opposite
direction of a direction corresponding to the occluded region information.

19. The apparatus according to claim 17, wherein the first determining unit is specifically configured to:

obtain an initial center location of the extracted feature points;
determine a feature region of the object based on the heading angle of the object, wherein the feature region
is a region, other than a background region, that matches preset feature information; and
determine the center location of the extracted feature points based on the initial center location of the extracted
feature points, a preset adjustment distance, and a direction of a center of the feature region.

20. The apparatus according to claim 15 or 16, wherein the first determining unit is specifically configured to:

determine, based on the attribute information of the object, a density of extracted feature points distributed in
each region of the detection region of the object; and
determine the extraction model based on the density of extracted feature points distributed in each region of
the detection region of the object.

21. The apparatus according to claim 20, wherein the first determining unit is specifically configured to:

obtain an initial density of extracted feature points distributed in each region of the detection region of the object;
determine, based on a correspondence between category information and an adjustment parameter, a first
adjustment parameter corresponding to the category information of the object; and
determine the density of extracted feature points distributed in each region of the detection region of the object
based on the initial density of extracted feature points distributed in each region of the detection region of the
object and the first adjustment parameter corresponding to the category information of the object.

22. The apparatus according to claim 15 or 16, wherein the first determining unit is specifically configured to:

determine, based on the attribute information of the object, a quantity of extracted feature points distributed in
each region of the detection region of the object; and
determine the extraction model based on the quantity of extracted feature points distributed in each region of
the detection region of the object.

23. The apparatus according to claim 22, wherein the first determining unit is specifically configured to:

obtain an initial quantity of extracted feature points distributed in each region of the detection region of the object;
determine, based on a correspondence between category information and an adjustment parameter, a second
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adjustment parameter corresponding to the category information of the object; and
determine the quantity of extracted feature points distributed in each region of the detection region of the object
based on the initial quantity of extracted feature points distributed in each region of the detection region of the
object and the second adjustment parameter corresponding to the category information of the object.

24. The apparatus according to any one of claims 15 to 23, wherein the third determining unit is specifically configured to:

perform forward estimation on all feature points in the first feature point set based on a pyramid optical flow
algorithm, and determine, in the second image, a feature point corresponding to each feature point in the first
feature point set, to obtain a third feature point set;
perform backward estimation on all feature points in the third feature point set based on the pyramid optical
flow algorithm, and determine, in the first image, a feature point corresponding to each feature point in the third
feature point set, to obtain a fourth feature point set; and
determine the second feature point set based on the first feature point set, the third feature point set, and the
fourth feature point set.

25. The apparatus according to claim 24, wherein the third determining unit is specifically configured to:

determine a distance between each feature point in the first feature point set and a corresponding feature point
in the fourth feature point set; and
remove, from the third feature point set, a corresponding feature point for which the distance is greater than a
preset threshold, to obtain the second feature point set.

26. The apparatus according to claim 25, wherein the fourth determining unit is specifically configured to:

determine, based on a mapping relationship between a distance and a weight, a weight to which a distance
corresponding to each feature point in the second feature point set is mapped; and
determine the location region of the object in the second image based on the weight to which the distance
corresponding to each feature point in the second feature point set is mapped and the detection region of the
object in the first image.

27. The apparatus according to claim 26, wherein the fourth determining unit is specifically configured to:

determine a center location of the object in the second image based on a location of each feature point in the
second feature point set and a corresponding weight;
determine a size and a shape of the detection region; and
determine the location region of the object in the second image based on the center location of the object in
the second image and the size and the shape of the detection region.

28. The apparatus according to any one of claims 15 to 27, wherein the detection unit is specifically configured to:
input the first image to a preset object detection model to obtain a detection result, wherein the detection result
comprises the detection region of the object and the attribute information of the object.

29. A computer device, comprising a processor and a memory, wherein the processor and the memory are connected
to each other, the memory is configured to store a computer program, the computer program comprises program
instructions, and the processor is configured to invoke the program instructions to perform the method according to
any one of claims 1 to 14.

30. A computer-readable storage medium, wherein the computer-readable storage medium stores a computer program,
the computer program comprises program instructions, and when the program instructions are executed by a proc-
essor, the processor is enabled to perform the method according to any one of claims 1 to 14.
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