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Description
CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] The present application is a non-provisional filing of, and claims benefit under 35 U.S.C. §119(e) from, U.S.
Provisional Patent Application Serial No. 62/447,632, filed January 18, 2017, entitled "SYSTEM AND METHOD FOR
SELECTING SCENES FOR BROWSING HISTORIES IN AUGMENTED REALITY INTERFACES", and U.S. Provisional
Patent Application Serial No. 62/447,638, filed January 18, 2017, entitled "SYSTEMS AND METHODS FOR SUMMA-
RIZING AND ORGANIZING HISTORICAL AUGMENTED REALITY INFORMATION", each of which is incorporated
herein by reference in its entirety.

TECHNICAL FIELD

[0002] This disclosure relates to systems and methods for augmented reality. More specifically, this disclosure relates
to systems and methods for user history interfaces for augmented reality.

BACKGROUND

[0003] When a user is utilizing augmented reality (AR) technology, browsing histories of AR information that a user
has experienced is mainly limited to web browser metaphors. In a typical web browser, a user can go "Back" to a previous
page either sequentially or by viewing the entire list of available pages in a history view. The history may be grouped
and summarized by time periods (e.g., in the last day, week) and the history may be searched for keywords in a web
page’s address or title.

[0004] In an AR setting, a user may go through a period of time in which multiple scenes, some containing AR
information, are presented. Each AR information item is presented in some scene that the user sees, and more than
one AR information item may be presented in some scenes that a user sees. The same AR information may also be
presented in multiple different scenes, and the user may interact with some AR information items in some of the scenes,
but not in others.

[0005] A user may wish to reexamine some of the AR information, for example because the user wishes to look closely
at some AR information item that was previously encountered. In this regard, the scene in which the AR information
item occurred assists in jogging the user's memory. In addition, if the user interacted with some AR information item in
one or more scenes, then a scene in which the user interacted with that item may be more salient because the user’s
personal interaction with that item in that scene may better remind the user of what was useful or not useful about that
AR information item.

[0006] In some scenarios, an AR scene is presented every thirty seconds, giving approximately one thousand scenes
in an eight hour period. Many of those scenes would include the same AR information items. For this reason, itis important
to reduce the number of scenes to be presented to the user while providing the information the user may use to be
reminded of previously experienced AR information items.

SUMMARY

[0007] Systemsand methods are setforth herein for providing information for review by an AR user. In one embodiment,
a method comprises: storing a plurality of scenes viewed by an AR user; storing for each of the plurality of scenes
information identifying (i) any pairs of real-life objects and AR augmentations presented in the scene and (ii) any pairs
in the scene with which the user interacted; selecting from the stored plurality of scenes a first subset of scenes such
that each pair with which the user interacted is presented in at least one scene in the first subset of scenes; and responsive
to an instruction from the user to review historical AR information, presenting to the user the selected first subset of
scenes. The first subset may in some embodiments be a minimum size subset such that each interacted-pair is presented
in at least one scene in which the user interacted with that pair.

[0008] Systems and methods described herein are also provided for providing information for review by an AR user,
the method comprising: storing information regarding a first plurality of scenes encountered by the user, the information
comprising information regarding augmentations presented in each scene and augmentations with which a user inter-
action was detected; determining a first subset of the first plurality of scenes comprising a minimum number of scenes
in which all augmentations with which the user interacted are represented; and responsive to input from the user related
to review of historical AR information, presenting information regarding the first subset of the first plurality of scenes
comprising a minimum number of scenes in which all augmentations with which the user interacted are represented.
[0009] In some exemplary embodiments described herein, a user views historical AR information in a manner that i)
summarizes the AR information, thereby reducing the amount of information; ii) is complete in that it includes at least
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on instance of each AR information item that was presented to the user; iii) is memory supporting, in that it presents any
AR information item in some scene in which the user originally saw the AR information item; and iv) is interaction sensitive
in that an AR information item that a user interacted with is presented in some scene in which the user originally interacted
with it.

[0010] Systems and methods described herein are also provided for summarizing and organizing historical AR infor-
mation, the method comprising: displaying a first geometric shape annotated with information regarding a first scene of
a first plurality of scenes; and displaying a plurality of second geometric shapes annotated with information regarding a
plurality of additional scenes of the first plurality of scenes such that: i) each additional scene is a scene in which at least
one object was presented which was also presented in the first scene; and ii) each geometric shape of the plurality of
second geometric shapes is arranged in the display such that it shares an edge with the first geometric shape.

[0011] In some exemplary embodiments described herein, a user views historical AR information in a manner that i)
summarizes the AR information, thereby reducing the amount of information; ii) is complete in that it includes at least
on instance of each AR information item that was presented to the user; iii) is authentic, in that it presents any AR
information item in at least one scene in which the user originally viewed the AR information item; and iv) is association
preserving, in that the scenes are organized such that the scenes placed next to each other have one or more AR
information items in common.

BRIEF DESCRIPTION OF THE DRAWINGS
[0012] A more detailed understanding may be had from the following description, presented by way of example in
conjunction with the accompanying drawings in which like reference numerals in the figures indicate like elements, and

wherein:

FIG. 1A depicts an example method of presenting historical AR information to a user, in accordance with some
embodiments.

FIG. 1B depicts an example method of presenting historical AR information to a user, in accordance with some
embodiments.

FIG. 2 depicts a system architecture, in accordance with some embodiments.

FIG. 3 depicts a sequence diagram depicting interactions between different modules, in accordance with some
embodiments.

FIG. 4 depicts an AR scene in accordance with some embodiments.

FIG. 5 depicts a first use case, in accordance with some embodiments.

FIG. 6 depicts a method of displaying AR history, in accordance with some embodiments.

FIG. 7 depicts a method of selecting and organizing historical AR information, in accordance with some embodiments.
FIG. 8 depicts a system architecture, in accordance with some embodiments.

FIG. 9 depicts a sequence diagram depicting interactions between different modules, in accordance with some
embodiments.

FIG. 10 depicts the results of a series of iterations of scene selections, in accordance with some embodiments.
FIG. 11 depicts an identification of root nodes, in accordance with some embodiments.
FIGS. 12A-12C depict some steps in producing a grid-based layout, in accordance with some embodiments.

FIG. 13 depicts a grid-based layout annotating pairs that are common between parent and child thumbnails, in
accordance with some embodiments.

FIG. 14 depicts a second grid-based display, in accordance with some embodiments.
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FIG. 15 depicts a grid-based display utilizing carets, in accordance with some embodiments.
FIG. 16 depicts a view of a grid-based display after selecting a caret, in accordance with some embodiments.

FIG. 17 depicts a method of summarizing and organizing historical augmented reality information, in accordance
with some embodiments.

FIGS. 18A-18J depict exemplary AR scenes captured by a user over a period of time.

FIG. 19 depicts an exemplary compact historical view of the scenes of FIGS. 18A-18J.

FIG. 20 depicts an exemplary grid-based layout of a compact historical view of the scenes of FIGS. 18A-18J.
FIG. 21A is a system diagram of an example wireless transmit/receive unit (WTRU).

FIG. 21B depicts an example network entity that may be used to communicate with a WTRU.

[0013] The entities, connections, arrangements, and the like that are depicted in-and described in connection with-
the various figures are presented by way of example and not by way of limitation. As such, any and all statements or
other indications as to what a particular figure "depicts," what a particular element or entity in a particular figure "is" or
"has," and any and all similar statements-that may in isolation and out of context be read as absolute and therefore
limiting-may only properly be read as being constructively preceded by a clause such as "In at least one embodiment...."
For brevity and clarity of presentation, this implied leading clause is not repeated ad nauseum in the detailed description
of the drawings.

EXAMPLE DEVICE AND NETWORK FOR IMPLEMENTATION OF THE EMBODIMENTS

[0014] A wireless transmit/receive unit (WTRU) may be used as a AR display device in embodiments described herein.
The AR device shown in FIG. 21A may be used as various client devices disclosed herein.

[0015] FIG. 21A s a system diagram of an example WTRU 2102. As shown in FIG. 21A, the WTRU 2102 may include
a processor 2118, a transceiver 2120, a transmit/receive element 2122, a speaker/microphone 2124, a keypad 2126,
a display/touchpad 2128, a non-removable memory 2130, a removable memory 2132, a power source 2134, a global
positioning system (GPS) chipset 2136, and other peripherals 2138. The transceiver 2120 may be implemented as a
component of decoder logic 2119. For example, the transceiver 2120 and decoder logic 2119 may be implemented on
a single LTE or LTE-A chip. The decoder logic may include a processor operative to perform instructions stored in a
non-transitory computer-readable medium. As an alternative, or in addition, the decoder logic may be implemented using
custom and/or programmable digital logic circuitry.

[0016] It will be appreciated that the WTRU 2102 may include any sub-combination of the foregoing elements while
remaining consistent with an embodiment. Also, embodiments contemplate that the base stations, and/or the nodes that
base stations may represent, such as but not limited to transceiver station (BTS), a Node-B, a site controller, an access
point (AP), a home node-B, an evolved home node-B (eNodeB), a home evolved node-B (HeNB), a home evolved node-
B gateway, and proxy nodes, among others, may include some or all of the elements depicted in FIG. 21A and described
herein.

[0017] The processor 2118 may be a general purpose processor, a special purpose processor, a conventional proc-
essor, a digital signal processor (DSP), a plurality of microprocessors, one or more microprocessors in association with
a DSP core, a controller, a microcontroller, Application Specific Integrated Circuits (ASICs), Field Programmable Gate
Array (FPGAs) circuits, any other type of integrated circuit (IC), a state machine, and the like. The processor 2118 may
perform signal coding, data processing, power control, input/output processing, and/or any other functionality that enables
the WTRU 2102 to operate in a wireless environment. The processor 2118 may be coupled to the transceiver 2120,
which may be coupled to the transmit/receive element 2122. While FIG. 21A depicts the processor 2118 and the trans-
ceiver 2120 as separate components, it will be appreciated that the processor 2118 and the transceiver 2120 may be
integrated together in an electronic package or chip.

[0018] The transmit/receive element 2122 may be configured to transmit signals to, or receive signals from, a base
station over the air interface 2116. For example, in one embodiment, the transmit/receive element 2122 may be an
antenna configured to transmit and/or receive RF signals. In another embodiment, the transmit/receive element 2122
may be an emitter/detector configured to transmit and/or receive IR, UV, or visible light signals, as examples. In yet
another embodiment, the transmit/receive element 2122 may be configured to transmit and receive both RF and light
signals. It will be appreciated that the transmit/receive element 2122 may be configured to transmit and/or receive any
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combination of wireless signals.

[0019] In addition, although the transmit/receive element 2122 is depicted in FIG. 21A as a single element, the WTRU
2102 may include any number of transmit/receive elements 2122. More specifically, the WTRU 2102 may employ MIMO
technology. Thus, in one embodiment, the WTRU 2102 may include two or more transmit/receive elements 2122 (e.g.,
multiple antennas) for transmitting and receiving wireless signals over the air interface 2116.

[0020] Thetransceiver2120 may be configured to modulate the signals that are to be transmitted by the transmit/receive
element 2122 and to demodulate the signals that are received by the transmit/receive element 2122. As noted above,
the WTRU 2102 may have multi-mode capabilities. Thus, the transceiver 2120 may include multiple transceivers for
enabling the WTRU 2102 to communicate via multiple RATs, such as UTRA and IEEE 802.11, as examples.

[0021] The processor 2118 of the WTRU 2102 may be coupled to, and may receive user input data from, the speak-
er/microphone 2124, the keypad 2126, and/or the display/touchpad 2128 (e.g., a liquid crystal display (LCD) display unit
or organic light-emitting diode (OLED) display unit). The processor 2118 may also output user data to the speaker/mi-
crophone 2124, the keypad 2126, and/or the display/touchpad 2128. In addition, the processor 2118 may access infor-
mation from, and store data in, any type of suitable memory, such as the non-removable memory 2130 and/or the
removable memory 2132. The non-removable memory 2130 may include random-access memory (RAM), read-only
memory (ROM), a hard disk, or any other type of memory storage device. The removable memory 2132 may include a
subscriber identity module (SIM) card, a memory stick, a secure digital (SD) memory card, and the like. In other embod-
iments, the processor 2118 may access information from, and store data in, memory that is not physically located on
the WTRU 2102, such as on a server or a home computer (not shown).

[0022] The processor 2118 may receive power from the power source 2134, and may be configured to distribute and/or
control the power to the other components in the WTRU 2102. The power source 2134 may be any suitable device for
powering the WTRU 2102. As examples, the power source 2134 may include one or more dry cell batteries (e.g., nickel-
cadmium (NiCd), nickel-zinc (NiZn), nickel metal hydride (NiMH), lithium-ion (Li-ion), and the like), solar cells, fuel cells,
and the like.

[0023] The processor 2118 may also be coupled to the GPS chipset 2136, which may be configured to provide location
information (e.g., longitude and latitude) regarding the current location of the WTRU 2102. In addition to, or in lieu of,
the information from the GPS chipset 2136, the WTRU 2102 may receive location information over the air interface 2116
from a base station and/or determine its location based on the timing of the signals being received from two or more
nearby base stations. It will be appreciated that the WTRU 2102 may acquire location information by way of any suitable
location-determination method while remaining consistent with an embodiment.

[0024] The processor 2118 may further be coupled to other peripherals 2138, which may include one or more software
and/or hardware modules that provide additional features, functionality and/or wired or wireless connectivity. For example,
the peripherals 2138 may include an accelerometer, an e-compass, a satellite transceiver, a digital camera (for photo-
graphs or video), a universal serial bus (USB) port, a vibration device, a television transceiver, a hands free headset, a
Bluetooth® module, a frequency modulated (FM) radio unit, a digital music player, a media player, a video game player
module, an Internet browser, and the like.

[0025] FIG. 21B depicts an example network entity 2190 that may be used to communicate with the communication
system 2102 of FIG. 21A. The network entity 2100 may also act as different cloud based services disclosed herein and
communicate with different client devices, such as an AR display. As depicted in FIG. 21B, the network entity 2190
includes a communication interface 2192, a processor 2194, and non-transitory data storage 2196, all of which are
communicatively linked by a bus, network, or other communication path 2198.

[0026] Communication interface 2192 may include one or more wired communication interfaces and/or one or more
wireless-communication interfaces. With respect to wired communication, communication interface 2192 may include
one or more interfaces such as Ethernet interfaces, as an example. With respect to wireless communication, commu-
nication interface 2192 may include components such as one or more antennae, one or more transceivers/chipsets
designed and configured for one or more types of wireless (e.g., LTE) communication, and/or any other components
deemed suitable by those of skill in the relevant art. And further with respect to wireless communication, communication
interface 2192 may be equipped at a scale and with a configuration appropriate for acting on the network side-as opposed
to the client side-of wireless communications (e.g., LTE communications, Wi Fi communications, and the like). Thus,
communication interface 2192 may include the appropriate equipment and circuitry (which may include multiple trans-
ceivers) for serving multiple mobile stations, UEs, or other access terminals in a coverage area.

[0027] Processor 2194 may include one or more processors of any type deemed suitable by those of skill in the relevant
art, some examples including a general-purpose microprocessor and a dedicated DSP.

[0028] Data storage 2196 may take the form of any non-transitory computer-readable medium or combination of such
media, some examples including flash memory, read-only memory (ROM), and random-access memory (RAM) to name
but a few, as any one or more types of non-transitory data storage deemed suitable by those of skill in the relevant art
may be used. As depicted in FIG. 21B, data storage 2196 contains program instructions 2197 executable by processor
2194 for carrying out various combinations of the various network-entity functions described herein.
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[0029] In some embodiments, the network-entity functions described herein are carried out by a network entity having
a structure similar to that of network entity 2190 of FIG. 21B. In some embodiments, one or more of such functions are
carried out by a set of multiple network entities in combination, where each network entity has a structure similar to that
of network entity 2190 of FIG. 21B. In various different embodiments, network entity 2190 is-or at least includes-one or
more of (one or more entities in) RANs , (one or more entities in) core networks, one or more base stations, Node Bs,
RNCs, an MGW, an MSC, a SGSN, a GGSN, one or more eNode Bs, an MME, a serving gateway, a PDN gateway, an
ASN gateway, a MIP HA, and an AAA. Certainly other network entities and/or combinations of network entities may be
used in various embodiments for carrying out the network-entity functions described herein, as the foregoing list is
provided by way of example and not by way of limitation.

DETAILED DESCRIPTION

[0030] A detailed description of illustrative embodiments will now be provided with reference to the various Figures.
Although this description provides detailed examples of possible implementations, it should be noted that the provided
details are intended to be by way of example and in no way limit the scope of the application.

[0031] Note that various hardware elements of one or more of the described embodiments are referred to as "modules”
that carry out (i.e., perform, execute, and the like) various functions that are described herein in connection with the
respective modules. As used herein, a module includes hardware (e.g., one or more processors, one or more micro-
processors, one or more microcontrollers, one or more microchips, one or more application-specific integrated circuits
(ASICs), one or more field programmable gate arrays (FPGAs), one or more memory devices) deemed suitable by those
of skill in the relevant art for a given implementation. Each described module may also include instructions executable
for carrying out the one or more functions described as being carried out by the respective module, and it is noted that
those instructions could take the form of or include hardware (i.e., hardwired) instructions, firmware instructions, software
instructions, and/or the like, and may be stored in any suitable non-transitory computer-readable medium or media, such
as commonly referred to as RAM, ROM, etc.

[0032] Insomeembodiments described herein, a user may view historical AR information in a manner that summarizes
the AR information to reduce the amount of information presented, while still including any AR information items with
which the user interacted.

[0033] In some embodiments described herein, a user views historical AR information in a manner that i) summarizes
the AR information, thereby reducing the amount of information; ii) is complete in that it includes at least one instance
of each AR information item that was presented to the user; iii)is memory supporting, in that it presents any AR information
item in some scene in which the user originally saw the AR information item; and iv) is interaction sensitive in that an
AR information item that a user interacted with is presented in some scene in which the user originally interacted with it.
[0034] Insome embodiments, a user is presented with a compact historical view that i) shows all AR information items
that the user interacted with in at least one of the scenes where the user interacted with them; ii) shows all remaining
AR information items in at least one of the scenes where they were originally presented to the user; and iii) uses an
optimal number of scenes to present these AR information items.

[0035] Insome embodiments, historical AR information is selected and organized by summarizing the AR information,
thereby reducing the amount of information. The selected historical AR information is complete, in that it includes at
least one instance of each AR information item that was presented to the user and is also authentic, in that it presents
each AR information item in at least one scene in which the user originally viewed that AR information item. The selected
historical AR information may, in some embodiments, be association preserving in that scenes are organized such that
scenes placed nextto each other have one or more AR information items in common. A user may benefit from associations
between scenes in terms of the AR information items those scenes have in common. That is, it would help the user to
see the scenes in a manner that highlights their associations, so the user can quickly identify a scene that contains a
desired AR information item.

[0036] In one embodiment, a compact historical view is presented that shows all AR information items in at least one
of the scenes where they were originally presented to the user. Sufficient scenes are selected to present all the AR
information items presented to the user. A thumbnail is generated for each of the selected scenes, and these thumbnails
are positioned so that scenes with overlapping AR information items are shown associated with (e.g., adjacent to) each
other.

[0037] Aspects of aweb browser history view may not be applicable to presenting histories of AR scenes. For example,
a web page in a browser’s history is visited by an explicit action of the user. It contains some content that was created
by someone with a purpose and contains links to other web pages. There is a URL or title that summarizes a web page,
as in an entry for that page in the browser history. However, the scene presented in an AR interface contains a somewhat
arbitrary mix of real-life objects (depends on where the user happens to look and what objects move into or out of the
user’s view). As a result, unlike for a web page, there is not a URL or title that summarizes a scene. That s, it is beneficial
for the user to visualize the scene (analogous to web page content) to know what is in the scene.
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[0038] Further, when a user interacts with any part of a web page by performing some action (such as clicking a link
or a button) that action typically results in a new page (or part of a page, e.g., a frame) being presented to the user-
meaning that the interaction of the user could be recorded in the history.

[0039] In contrast, when a user interacts with an AR information item, the physical scene that the user is viewing may
not change, so the interaction by itself does not lead to an altered path in the history, as it does for web browsing. Unlike
for a web browser, where a visited page enters the history because of a user interaction, a user may be presented a
new AR information item, or pair, without specifically interacting with that item or pair. For example, a beacon may cause
an AR information item to be presented to the user based on the user’s proximity to the beacon, but the user may not
interact with the presented AR information item.

[0040] Web browser history approaches do not tackle the idea of presenting histories in a way that respects the
granularity of the components (e.g., frames, pictures, or tables) of a web page, which is a challenge for AR. This is
because in a web page, the components are tightly integrated (e.g., the text may describe a picture). As a result, showing
the same picture in one page versus another page may make a substantial difference in meaning. That is, pages cannot
arbitrarily be chosen to summarize the history without altering the meaning.

[0041] In contrast, in AR, there is no associated "text" that links to a real-life object (except whatever is captured in
the AR information item). Real-life objects occur together because of the nature of the environment (i.e., the real world).
Unlike the contextual scenario of a web page, if the user needs to view a real-life object and its associated AR information
item, then as long as the user sees the same object and the same (or similar) AR information item, the user’'s need is
satisfied. Human perception and cognition are geared through evolution for "object permanence"-thus, a user can rec-
ognize and attach a meaning to the same real-life objectin more than one setting. This point of difference is an opportunity
for AR because it enables optimization in summarizing a history that, in general, may not be intuitive for web browsing.
[0042] In some embodiments, the term "pair" refers to a real-life object and an associated AR information item. The
same real-life object may feature in more than one pair, i.e., with different AR information items (as might occur when
multiple AR apps pick up the same real-life object). The same pair may occur in more than one scene. The user may
or may not have interacted with a pair. In some embodiments, the term "interacted-pair" refers to a pair where the user
has interacted with its AR information item. In some embodiments, the term "non-interacted-pair" refers to a pair where
the user has not interacted with its AR information item.

[0043] In some embodiments, the term "scene" refers to a view presented (e.g., as an image rendering of a point
cloud)tothe userthatcontains atleast one pair, whether or not the user has interacted with any pair. In some embodiments,
the term "interacted-scene" refers to a scene that contains at least one interacted-pair that the user interacted with in
that scene. In some embodiments, the term "non-interacted-scene" refers to a scene that is not an interacted-scene
(e.g., a scene that does not contain at least one interacted-pair).

[0044] In some embodiments, the term "root" or "root node" refers to a node in a tree identified as central. The terms
parent, child, sibling, leaf, and descendant may be used to describe relations between different nodes. For any edge on
a path from the root to another node, the endpoint of the edge closer to the root is the parent and the endpoint of the
edge farther from the root is the child. Two children of the same parent (i.e., along different edges) are referred to as
siblings. A node with no children is referred to as a leaf, and a descendant of a node is its child, its child’s child, and so on.
[0045] In some embodiments, the term "thumbnail" refers to a scaled down version of one scene or of a composite of
two or more sibling scenes. Each thumbnail identifies the pairs of any scenes it summarizes.

Selecting Scenes for Browsing Histories in Augmented Reality Interfaces

[0046] FIG. 1A depicts an exemplary method of presenting historical AR information to a user, in accordance with
some embodiments. In particular, FIG. 1A depicts the method 100 that includes receiving a series of scenes at 102,
producing a first subset of scenes at 104, producing a second subset of scenes at 106, forming a final set of scenes as
the union of the first and second subsets at 108, and displaying the scenes in the final set of scenes at 110.

[0047] A series of scenes may be received (102). In some embodiments, each received scene is associated with a
list of any pairs in that scene, as well as a sub-list of any interacted-pairs in that scene. In some embodiments, rather
than a list of pairs (if any) for each received scene, there is a single received list that associates each received scene
with any pairs in that scene, and also indicates any interacted-pairs in each received scene. In some embodiments, the
received scenes may be chronologically sorted, with the most recent scenes first. In some embodiments, chronological
data about the received scenes, such as a time stamp for a scene, is also received and stored, such that the scenes
may later be chronologically sorted.

[0048] A first subset of scenes may be determined that includes (e.g., covers) all interacted-pairs (104). In some
embodiments, the first subset of scenes is determined such that each interacted-pair, across all received scenes, is an
interacted-pair in at least one of the scenes in the first subset of scenes. In some embodiments, the first subset may be
a minimum size set.

[0049] A second subset of scenes may also be determined, which includes (e.g., covers) any non-interacted-pairs not
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covered by the first subset of scenes (106). In some embodiments, from the received scenes, list(s) of pairs, and sub-
list(s) of any interacted-pairs, a list of non-interacted-pairs in each received scene may be determined. In one embodiment,
from the list of non-interacted-pairs in each scene and the first subset of scenes, a group of non-interacted-pairs that
are not covered by the first subset may be determined. The second subset of scenes may be determined such that each
pair in the group of non-interacted-pairs not covered by the first subset is present in at least one of the scenes in the
second subset of scenes. In some embodiments, the second subset may be a minimum size set. In some embodiments,
no interacted-scenes are included in the second subset. In some embodiments, interacted-scenes may be included in
the second subset.

[0050] Insome embodiments, a final set of scenes may be formed as a union of the first and second subsets of scenes
(108). This final set of scenes may then be displayed (110). In some embodiments, the final set of scenes may be
displayed in an order in which they occur in the received series of scenes (e.g., receipt order, chronologically, etc.).
[0051] The method 100 computes a summary AR history for presentation to a user that brings back scenes the user
previously saw, so that the user may be familiar with them. It shows each pair in a scene where user saw the pair, and
additionally may show each interacted-pair in a scene where the user interacted with it. In some embodiments, a minimal-
size set of scenes is determined given these constraints.

[0052] FIG. 1B depicts an example method of presenting historical AR information to a user, in accordance with some
embodiment embodiments. In particular, FIG. 1B depicts the method 150 that includes receiving a series of scenes at
152, determining afirst subset of scenes at 154, and displaying the scenes in the first subset at 156. In some embodiments,
the method 150 may operate similarly to the method 100. As in the method 100, the first subset of scenes may be
determined (152) that includes (e.g., covers) all interacted-pairs. In some embodiments, the first subset of scenes is
determined such that each interacted-pair, across all received scenes, is an interacted-pair in at least one of the scenes
in the first subset of scenes. In some embodiments, the first subset may be a minimum size set.

[0053] In one embodiment, a methods for providing information for review by an AR user comprises: storing a plurality
of scenes viewed by an AR user; storing for each of the plurality of scenes information identifying (i) any pairs of real-
life objects and AR augmentations presented in the scene and (ii) any pairs in the scene with which the user interacted;
selecting from the stored plurality of scenes a first subset of scenes such that each pair with which the user interacted
is presented in at least one scene in the first subset of scenes; and responsive to an instruction from the user to review
historical AR information, presenting to the user the selected first subset of scenes. The first subset may in some
embodiments be a minimum size subset such that each interacted-pair is presented in at least one scene in which the
user interacted with that pair.

[0054] FIG. 2 depicts a system architecture, in accordance with some embodiments. In particular, FIG. 2 depicts the
system 200 that includes a user interaction recognizer (UIR) 202, an AR display 204, an AR user interface (Ul) controller
206, a scene sensor 208, historical scene and pair storage 210, AR application(s) 212, and associated communication
connections.

[0055] The AR display 204 can present an augmented view to the user. One or more scene sensors 208 capture
information about a scene (e.g., scene data). In some embodiments, the scene sensors may comprise a still camera or
a video camera, and a scene may be represented by one or more still images and/or by a clip of video. In some
embodiments, the scene sensors may comprise a radar, LiDAR, or other similar sensors. In some embodiments, the
information captured by the scene sensors may comprise a point cloud. In some embodiments, the scene sensors may
also include a location sensor (e.g., GPS, compass, etc.). The scene sensor(s) 208 may communicate captured scene
data to the AR Ul controller 206.

[0056] The AR Ul controller 206 supports at least two modes of operations. In a first mode, the AR Ul controller 206
selects and presents AR information items to the user. In addition, it provides scene and AR information items, along
with pairs and information indicating whether the user interacted with each respective pair, to the historical scene and
pair storage 210. In a second mode, a history mode, the AR Ul controller 206 retrieves a part of the historical scenes,
pairs, and user interactions from the historical scene and pair storage 210. It may determine a subset (such as a minimal
subset) of historical scenes that includes all pairs presented to the user and all pairs that the user interacted with by
taking a union of two subsets. The first subset of scenes may comprise scenes where the user interacted with at least
one pair, and may also be a minimal subset of interacted-scenes such that each interacted-pair is included in at least
one scene where the user interacted with that interacted-pair. The second subset of scenes may be a subset (such as
a minimal subset) of all received scenes including non-interacted-pairs that were presented to the user. In some em-
bodiments, the second subset may include all non-interacted-pairs, and in some embodiments the second subset may
include only non-interacted-pairs that are not included in the scenes of the first subset of scenes. The historical scenes
in the subsets may be presented through the AR display 204. The AR Ul controller 206 also supports additional user
interaction with these historical scenes (e.g., selecting historical scenes to review). The AR Ul controller 206 may enter
the history mode based on a user input, a determination that the user was confused, and/or the like.

[0057] AR applications 212, which may be implemented or controlled by third parties, may comprise applications on
the user’s AR device, and/or the like. These applications 212 may be configured to receive at least some information
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about a given scene (e.g., scene data captured by the scene sensor(s) 208, including location data where appropriate)
from the AR Ul controller 206, and return to the AR Ul controller 206 pairs of real-life objects and AR information items.
In some embodiments, a real-life object (identified using, for example, its location coordinates, image, and boundary)
may be "tagged" with a unique identifier. This unique identifier may permit the system to identify the same real-life object
in different scenes. In some embodiments, the system may maintain or access a database of unique identifiers. In some
embodiments, the unique identifiers may be determined by looking up a real-life object in an image database (e.g.,
different views of a building would be directed to the same database entry and identifier). An AR information item may
provide information related to the associated real-life object, and describe how to render that information in an AR display
204.

[0058] In some embodiments, the AR Ul controller 206 may not receive explicit pairs of real-life objects and AR
information items, but rather sufficient information to obtain a specific pair of a real-life object and an AR information
item. For example, an AR application 212 may receive scene data from the AR Ul controller 206 and return a link to an
AR information item (e.g., URL) and a coordinate location in the given scene. From such information, the AR Ul controller
206 may retrieve the AR information item by following the link, and identify the real-life object by analyzing the scene
data (e.g., object identification by image processing and selecting object at the coordinates).

[0059] In some embodiments, scenes may be captured by the AR Ul controller when, for a given segment of scene
data, at least one pair of a real-life object and an AR information item is received by the AR Ul controller, such as from
one or more AR applications. In some embodiments, new scenes are only captured when there is a change in pairs
presented to the user by the AR system. In some embodiments, there is a minimum time period between captured
scenes (e.g., 30 seconds, 1 minute, 10 seconds, etc.). In some embodiments, scene data is only captured when a user
has settled their view on a scene for a threshold time period (e.g., 5 seconds, 10 seconds, 3 seconds, 20 seconds, etc.).
In some embodiments, scene data is captured after a threshold movement by the user is detected (e.g., user turns 90
degrees, user walks 10 meters, etc.).

[0060] The various modules and components of the system 200 may be implemented on a user device or a cloud
service. In one embodiment, the AR display 204, the scene sensor 208, and the UIR 202 are components of a user’s
computing device, and the AR application(s) 212 are a cloud-based service, and the AR Ul controller 206 and the
historical scene and pair storage 210 may be either cloud based or on the user device, in whole or in part.

[0061] The UIR 202 recognizes a user interacting with a pairin an AR scene. It may also be configured to accept other
user requests, such as recalling a history and the like. Different interactions may be detected, such as a user dwelling
on or otherwise indicating an AR information item, based on detection of eye gaze, gestures, speech, and/or the like by
the UIR 202. A user may have read the AR information item, seen a video, opened a link via a gesture, and/or the like
to register a user interaction with a pair.

[0062] In some embodiments, two or more pairs may be substantially similar (e.g., real-life objects are different en-
trances for a museum or store but AR objects are the same, etc.). In such embodiments, the system may determine
that the two or more pairs are sufficiently similar such that only one of the two or more pairs can or should be presented
to the user in a compact historical view. In some embodiments, the real-life object portions of two pairs having the same
AR portion may be sufficiently similar for the system to treat the pairs as being the same for historical review purposes.
In some embodiments, the AR portions of two pairs having the same real-life object portion may be sufficiently similar
for the system to treat the pairs as being the same for historical review purposes. In some embodiments, two pairs may
not share either a real-life object portion or an AR portion, but both portions may be sufficiently similar for the system to
treat the pairs as being the same for historical review purposes.

[0063] FIG. 3 depicts a sequence diagram of a sequence of interactions 300 between different modules of the system
200 of FIG. 2, in accordance with some embodiments. In the sequence 300, the scene sensor 208 provides scene data
to the AR Ul controller 206, which forwards the scene data to the AR application(s) 212. The AR application(s) 212
provides pairs of real-life objects and AR information items (or sufficient identifying information of pairs), to the AR Ul
controller 206. The AR Ul controller 206 provides the AR display 204 with data to display an augmented scene with the
selected AR information items. The UIR 202 detects a user’s interaction with a pair in an AR scene, and provides the
detection data to the AR Ul controller 206, which sends the detection data to the historical scene and pair storage 210.
[0064] The UIR 202 detects a user request to view history from a specified time, and forwards the request to the AR
Ul controller 206. The AR Ul controller requests the history (scene, pairs, and interactions) from the historical scene and
pair storage 210 and responsively receives the history. The AR Ul controller may compute a minimal set of historical
scenes and provides the historical scenes to the AR display 204.

[0065] In some embodiments, the scenes of an AR history (e.g., final set of scenes, first subset of scenes, second
subset of scenes, etc.) may be presented by the AR display 204 concurrently. In some embodiments, the scenes of an
AR history may be presented by the AR display sequentially. In some embodiments, the scenes of an AR history may
be displayed by the AR display as a video sequence. In some embodiments, the scenes of an AR history may be
displayed not by an AR display, but on a display screen of another computing device of the user (e.g., images of the
scenes on a display of a mobile phone, via a virtual reality device, etc.).
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[0066] FIG. 4 depicts an exemplary AR scene 400 in accordance with some embodiments. The scene 400 includes
Pair A that includes a first real-life object 402 and an associated AR information item 404, and Pair B that includes a
second real-life object 406 and its associated AR information item 408. The scene 400 is provided to illustrate multiple
pairs of real life objects and associated AR information items being displayed in an AR scene. However, an AR scene
may include any number of pairs (including none).

[0067] An exemplary scenario using a method as set forth above is discussed in relation to Tables 1-4. A first subset
of scenes 104, as in method 100 of FIG. 1A, may be determined. Table 1 includes a list of received scenes, all pairs in
the received scenes, and interacted-pairs in the scenes, for example as received at 102 of method 100. Table 1 also
includes the non-interacted-pairs in the scenes, which may in some embodiments be received by a system and in other
embodiments determined by a system from the received scenes and pair information. Here, as shown in Table 1, the
received scenes are scenes S1 to S20, which varyingly include pairs A through T. Some of the pairs are indicated as
having been interacted with in particular scenes. For example, if scene 400 of FIG. 4 correlates to the scene S1in Table
1, then S1 includes pairs A and B, of which pair A is an interacted-pair.

Table 1
RECEIVED SCENES AND PAIR DATA Non-interacted-pairs (received or determined)
Scene All pairs Interacted-pairs

S1 A'B A B
S2 AE A E
S3 B,C,D B,C D
S4 F,G,H F.G.H
S5 A, C,HO AC H, O
S6 I I
s7 A D, EF, I A D E F, I
S8 L, M LM
S9 D,E,F,,LLM,N | D,E, F I,L, M, N
S10 I, 0 I, O
S11 I, P I,P
S12 AF,P AF P
S13 P,Q P,Q
S14 R R
S15 D,E J,S D, E J,S
S16 R,S, T R,S, T
S17 B,D,E K,S B,D, E K,S
S18 K K
S19 AE A E
S20 B,F,G,H,K B, F G,H,K

[0068] As shown in Table 2, starting from the group of interacted-scenes {S1, S3, S5, S7, S9, S12, S15, S17, S20},
in some embodiments a first subset of received scenes comprising a minimum set of scenes covering the interacted-
pairs may be determined (i.e., the set of scenes {S5, S15, S20} in Table 2). For example, the first subset of scenes may
be determined by applying to the group of interacted-scenes a solver for a minimum set of scenes to include all interacted-
pairs in at least one interacted-scene. Various efficient heuristic solutions may be used for the minimum set problem
which may provide practically viable approximations, and which can be applied to determine the minimum set of scenes
including all interacted-pairs in at least one interacted-scene. Of note, there may be more than one minimum covering
set possible (e.g., {S1, S3, S9}, {S3, S7, S20}, etc.), and alternative minimum sets may also be used. In some embod-
iments, to select the first subset of scenes from between multiple options of minimum sets of scenes, the total number
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of pairs included in the scenes of each option may be compared and an option maximizing the total number of pairs
covered may be selected as the first subset of scenes.

Table 2

RECEIVED SCENES AND PAIR
DATA DETERMINED FOR FIRST SUBSET OF SCENES

Interacted-pairs in Interacted-pairs in minimum set of scenes | Allpairsin minimum setofscenes
Scene scene to cover interacted-pairs to cover interacted-pairs
S1 A
S3 B,C
S5 AC AC A,C,H O
s7 A DE
S9 D,E, F
S12 AF
S15 D, E D, E D,EJ,S
S17 B,D,E
S20 B, F B,F B,F,G,H,K

[0069] With a first subset of scenes determined, a second subset of scenes may be determined as at 106 of method
100. In one embodiment, as shown in Table 3, the system may use the first subset to determine which received scenes
include non-interacted-pairs that are not included in the scenes of the first subset of scenes. For example, the first subset
{S5, S15, S20} as discussed in relation to Table 2 includes pairs A-H, J, K, O, and S. This leaves the group of scenes
{S6, S7, S8, S9, S10, S11, S12, S13, S14, S16}, shown in Table 3, which include at least one non-interacted-pair that
is not included in the scenes of the first subset.

Table 3
Scene | Remaining uncovered non-interacted-pairs | Pairs in second subset (minimum covering set)
S6 I
s7 I
S8 L, M
S9 I,L,M,N I,L,M, N
S10 I
S11 I, P
S12 P
S13 P,Q P, Q
S14 R
S16 R, T R, T

[0070] Generally, a pair that is a non-interacted-pair in one scene may be an interacted-pair in some other scene, in
which case it is already included or covered in the first subset (at 104 of method 100). Additionally, a pair that is a non-
interacted-pair in one scene may also be a non-interacted-pair present in a selected scene of the first subset, and already
be included or covered. Table 3 shows only those scenes (i.e., S6-S14 and S16) which have remaining pairs after the
selection of the group of scenes {S5, S15, S20} as the first subset.

[0071] From the scenes having remaining uncovered pairs, a second subset of scenes may be determined. In some
embodiments, a determined second subset of scenes may comprise a minimum set of scenes including all pairs not
covered by the first subset of scenes. In one embodiment, as in Table 3, a second subset may be the group of scenes
{89, S13, S16}. Determination of the second subset of scenes may use the same or similar methods as used for
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determining the first subset of scenes. For the embodiment shown in Table 3, the second subset of scenes may include
scene S9 (which covers pairs |, L, M, and N), scene S13 (which covers pairs P and Q), and scene S16 (which covers
pairs Rand T).

[0072] The first and second subsets may be combined into a final set of scenes. Such a final set of scenes and the
pairs presented in those scenes is shown in Table 4. Here, the combination of the first and second minimum covering
sets may be {S5, S9, S13, S15, S16, S20}, as based on the above discussed determinations in relation to Table 2 and
Table 3.

Table 4
FINAL SET OF SCENES | ALL PAIRS
S5 A,C,H,O
S9 D,E,F,I,L,M,N
S13 P, Q
S15 D,EJ,S
S16 R,S, T
S20 B,F,G,H, K

[0073] Here, the final set of scenes comprises a union of the first and second subsets as at 108 of method 100. More
generally, in some embodiments the final set of scenes may be formed by evaluating all received scenes to determine
a minimal set of scenes that i) shows each pair in at least one original scene where the user saw it where ii) each
interacted-pair is shown in at least one original scene where the user interacted with it. The final set of scenes is provided
to the AR display for presentation to the user and possibly further user interaction.

[0074] In some embodiments, the first subset of scenes and the second subset of scenes may be presented to the
user separately. In some embodiments, only interacted-scenes plus those scenes of the second subset having a number
of pairs above some prespecified threshold may be presented to the user. For example, in one embodiment only the
first subset of scenes and those scenes of the second subset of scenes having at least three uncovered non-interacted-
pairs may be presented to the user. In some cases, the prespecified threshold may be varied to result in a desired
number of scenes in the final set of scenes (with a minimum number of scenes equal to the number of scenes in the
first subset). In some embodiments, rather than combining the first and second subsets of scenes, only interacted-pairs
are utilized in selecting scenes for presentation to the user.

[0075] Table 5illustrates an exemplary summary table of user history, in accordance with some embodiments, based
on the received scenes and pair data shown in Table 1 (and operated upon in relation to Tables 2-4). Table 5 shows
the scenes S1 through S20 in the left column and the pairs A to T in the top row. In the intersecting cells, data regarding
a user interaction is indicated, with a "Y" indicating a user interacted with the pair in that scene, a "N" indicating the user
did not interact with the pair in that scene, and a "-" indicating that the pair was not present or displayed in that scene.
For example, the pair A was interacted with in scene S1, the pair B was not interacted with in scene S1 and the pair C
was not present in scene S1. Based on the above discussion in relation to Tables 1-4, the selected scenes for the first
subset {S5, S15, S20} are outlined with dashes, and the selected scenes for the second subset {S9, S13, S16} are
outlined with double lines.
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Table 5

S1
s2
S3| - |Y|Y|N| - -] -|-|-1-1-1-"1-"1-"1-"1-1-/-/-]/-
S| - | - - -] -IN|IN|IN| -] -1-1-1-1-1-1-1-1-1-1-
S5 Y |- |Y |- |- |-|-|IN|-|-|-|-|-1-IN|-|-1]-1/]-]/-
S6| - | - |- -1-1-1-|-IN|-01-1-"1-"1-"1-1-1-/-1-/1-
ST Y| - | -|Y|Y|N|-|-|N|-|-|-|-1-1-"1-1-1/|-1|-]/-
S8 - | - -1-1-1-1-|-1-1-1-IN|NJ-]-]-1-1-1-]-

<|<|>»

SO - |- |-|-|-1-1-1-
S| - |- -|-1-|-1-1- N
S2| Y | - |- - -y - --1-1--1-1-1-IN|-1]-1-]-
s13 - [ - |- -|-'-1-1-1-1-1-1-1-1-1-1IN

L7 AN I R IR IR RS N R R R I L I S I VI i
s15 - [ - | -|Y|Y|-|-|-|-|IN|-|-|-|-|-|-|-]-|N
s16| - [ - |- -|-|-|-1-1-1-1-1-1-|-1-1-|-|N|N|N
S17| -\ Y| -|Y|Y|-|-|-|-|-|-1-1-1-1-|-1]-/-/|N
S8 - | - |- - - - - IN == -T-1-]-
SO N - |- |- IN| - === ----1-1-"1-1-1-1-1-
820 - [ Y| -|-|-|Y|N[N|[-|-|IN|-|-|-]-|-|-1]-1]-]-

Scenes

Z|Z2| Z
1
1
1
1
1
P4
1
1
1
1
1

[0076] A presentation such as that of Table 5 may be used to depict the processed data of the method 100. As depicted
in Table 5, scenes S1 through S20 were received with data regarding AR pairs A through T displayed and interacted
with as indicated by "Y", "N", and "-". The pairs A through F were interacted with and a first subset (e.g., minimum
covering set) comprising scenes S5, S15, and S20 is selected. After a user request to review the history, the associated
pair information is displayed. For example, for scene S5 the pairs A, C, H, and O are selected; for scene S15 the pairs
D, E, J, and S are selected; and for scene S20 the pairs B, F, G, H, and K are selected. These sets may be presented
to the user, and the pairs that were interacted with by the user (pairs A through F) may be displayed differently than
pairs that were not interacted with.

[0077] Table 5 also depicts selection of a second subset (e.g., second minimum covering set) of the first plurality of
scenes comprising a minimum number of scenes in which all non-interacted-pairs not already covered by the first subset
are presented. For example, in Table 5, the second subset of scenes, and their respective pairs include scene S9 with
pairs D, E, F, I, L, M, and N; scene S13 with pairs P and Q; and scene S16 with pairs R, S, and T. These scenes and
associated pairs may be presented to the user. Both the first and second subsets of scenes may be displayed concurrently
to the user, or separately.

[0078] FIG. 5 depicts a first use case, in accordance with some embodiments. FIG. 5 includes three sets of scenes
502, 504, and 508. The set of scenes 502 represents a set of scenes that a user experiences. Each box represents a
scene, and the letters represent pairs within that scene. Underlined letters indicate pairs that the user has interacted
with. The set of scenes 504 depicts a first method of viewing historical AR data for the original set of scenes 502. In the
first method, the user is presented with all of the scenes experienced before, and selects a scene 506 to view, which
here includes the non-interacted-pair I. The set of scenes 508 depicts a second method of viewing historical AR data.
The second method may be similar to the method 100. Here, the set of scenes 508 includes six different scenes that
cover all of the pairs from the scenes of original set 502. The scenes may display the interacted pairs distinctly from the
non-interacted pairs. The user may also select a scene 510 to view, which here includes the non-interacted-pairs P and Q.
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[0079] FIG. 6 depicts a method 600 of displaying AR history, in accordance with some embodiments. The method
600 includes storing augmentation and interaction data for scenes at 602, determining a first minimum subset of inter-
acted-scenes at 604, receiving a user input to review history at 606, presenting history information regarding the first
minimum subset at 608, determining a second minimum subset of non-interaction-scenes at 610, and presenting history
information regarding the second minimum subset at 612.

[0080] At602,information regarding a first plurality of scenes encountered by a user is stored. The information includes
dataregarding augmentations that were presented in each scene, and data regarding augmentations that were interacted
with by the user. At 604, a first subset of the first plurality of scenes is determined. The first subset may comprise a
minimum size set of interacted-scenes in which all augmentations with which the user interacted are represented.
[0081] At606, a userinputis received to review the AR history. The user input may limit the scope of the history review
to a time period, a geographic area, specific AR applications, and other searchable metadata, such as nearby friends,
and the like. At 608, information is presented regarding the first subset of the first plurality of scenes comprising a
minimum number of scenes in which all augmentations with which the user interacted are represented.

[0082] The method 600 may continue at 610 to further determine a second subset of the first plurality of scenes. The
second subset of the first plurality of scenes may comprise a minimum size set of non-interacted-scenes in which all
non-interacted augmentations of non-interacted-scenes are represented. Because the second subset only includes non-
interacted augmentations from non-interacted-scenes, no scenes in the second subset are in the first subset of the first
plurality of scenes. At 612, the second subset of the first plurality of scenes may be displayed to the user.

Summarizing and Organizing Historical Augmented Reality Data

[0083] FIG. 7 depicts a method 700 of selecting and organizing historical AR information, in accordance with some
embodiments. Method 700 includes receiving a series of scenes at 702, iteratively selecting scenes to include each pair
in at least one scene at 704, identifying root nodes at 706, producing a grid layout of the nodes at 708, and displaying
pair thumbnails at 710.

[0084] At702,aseries ofscenesarereceived (forexample as generally discussed above), each scene being associated
with at least one pair. At 704, the received scenes in the series of received scenes are iteratively selected until each
pair is included in at least one selected scene, preferring scenes that have a pair in common with a selected scene and
introducing the greatest number of new pairs. In some embodiments, unlike method 100, no data regarding user inter-
action with a pair is received.

[0085] At 706, one or more root nodes are identified, each a central scene. In one embodiment, identifying the root
nodes may comprise building from the received scenes an undirected weighted graph where nodes are scenes, edges
link scenes with overlapping pairs, and edge weights are equal to the number of overlapping pairs. A maximum weight
spanning forest of the graph may be determined by selecting a single root for each tree in the graph, where each root
is a node of a tree that has a maximum aggregate weight of edges connected to it.

[0086] At 708, a grid-based layout is produced of the nodes, beginning separately from each root and proceeding in
order of increasing number of edges from the root by placing thumbnails of the children of each current node in cells
adjacent to the current node’s cell. In some embodiments, two or more children of a node may be combined into one
thumbnail, and in some embodiments likewise combining children of the combined children, and so on. In other embod-
iments, user interaction is supported to temporarily display combined children separately after making space by hiding
other nodes.

[0087] At 710, pair thumbnails (e.g., thumbnail images representative of a given pair) that are common between a
parent and its children may be displayed. In some embodiments, there may be a list of pairs associated with a received
scene that is a complete list of pairs whose real-life objects appear in that scene. In some embodiments, a spanning
forest comprising two or more trees may be determined, a grid-based layout for each tree in the forest produced, and
the layouts for each tree separated from each other by a gap of at least one vacant cell.

[0088] FIG. 8 depicts a system architecture of a system 800, in accordance with some embodiments. The system 800
includes an AR display 802, a user interaction controller 804, an AR history organizer and presenter 806, a scene sensor
808, an AR controller 810, a historical scene and pair store 812, and AR applications 814. The components of the system
800 may act similarly to the components of the system 200 of FIG. 2, and may perform the method 700. As understood
by those of skill in the art, the components of systems 200 and 800 may be combined to carry out various combinations
of different embodiments disclosed herein.

[0089] One or more scene sensors 808 may capture information about a scene (e.g., scene data). In some embodi-
ments, the scene sensors may comprise a still camera or a video camera, and a scene may be represented by one or
more stillimages and/or by a clip of video. In some embodiments, the scene sensors may comprise a radar, LiDAR, or
other similar sensors. In some embodiments, the information captured by the scene sensors may comprise a point cloud.
In some embodiments, the scene sensors may also include a location sensor (e.g., GPS, compass, etc.). The scene
sensor(s) 808 may communicate captured scene data to the AR controller 810.
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[0090] AR applications 814 may comprise third party applications on the user's AR device, and/or the like. These
applications 814 may be configured to receive at least some information about a given scene (e.g., scene data captured
by the scene sensor(s) 808, including location data where appropriate) and return pairs of real-life objects and AR
information items. In some embodiments, a real-life object (identified using, for example, its location coordinates, image,
and boundary) may be "tagged" with a unique identifier. This unique identifier may permit the system to identify the same
real-life object in different scenes. In some embodiments, the system may maintain or access a database of unique
identifiers. In some embodiments, the unique identifiers may be determined by looking up a real-life object in an image
database (e.g., different views of a building would be directed to the same database entry and identifier). An AR information
item may provide information related to the associated real-life object, and describe how to render that information in
an AR display 802.

[0091] Insome embodiments, the AR controller 810 may not receive explicit pairs of real-life objects and AR information
items, but rather sufficient information to obtain a specific pair of a real-life object and an AR information item. For
example, an AR application 814 may receive scene data from the AR controller 810 and return a link to an AR information
item (e.g., URL) and a coordinate location in the given scene. From such information, the AR controller 810 may retrieve
the AR information item by following the link, and identify the real-life object by analyzing the scene data (e.g., object
identification by image processing and selecting object at the coordinates).

[0092] In some embodiments, scenes may be captured by the AR controller when, for a given segment of scene data,
at least one pair of a real-life object and an AR information item is received by the AR controller, such as from one or
more AR applications. In some embodiments, new scenes are only captured when there is a change in pairs presented
to the user by the AR system. In some embodiments, there is a minimum time period between captured scenes (e.g.,
30 seconds, 1 minute, 10 seconds, etc.). In some embodiments, scene data is only captured when a user has settled
their view on a scene for a threshold time period (e.g., 5 seconds, 10 seconds, 3 seconds, 20 seconds, etc.). In some
embodiments, scene data is captured after a threshold movement by the user is detected (e.g., user turns 90 degrees,
user walks 10 meters, etc.).

[0093] The AR display 802 presents an augmented view to the user. It may also present a grid of scenes representing
historical data to the user.

[0094] The user interaction controller 804 controls the AR display 802, and provides detected user gestures to various
modules in the system. For example, detected AR related gestures are presented to the AR controller 810 and history
related gestures are provided to the AR history organizer and presenter 806. The user interaction controller 804 deter-
mines when the user enters or exits the history mode. In some embodiments, the user interaction controller 804 enters
the history mode upon request from the user or unilaterally based on determining that the user was confused about his
or her surroundings or apparently aboutsome AR information item previously seen. Differentinteractions may be detected,
such as a user dwelling on or otherwise indicating an AR information item, based on detection of eye gaze, gestures,
speech, and/or the like by the user interaction controller 804. A user may have read the AR information item, seen a
video, opened a link via a gesture, and/or the like to register a user interaction with a pair.

[0095] The AR controller 810 selects and selects AR information items to present to the user. Additionally, the AR
controller 810 provides scenes to the historical scene and pair storage 812.

[0096] The AR history organizer and presenter 806 retrieves the historical scenes, pairs, and user interactions from
the historical scene and pair store 812. It also determines a subset of historical scenes that include the pairs that were
presented to the user, organizes the subset of historical scenes into a structure based on thumbnails that relate to each
other, prepares thumbnails for presenting the historical scenes, and supports user interaction with the historical scenes.
[0097] In some embodiments, two or more pairs may be substantially similar (e.g., real-life objects are different en-
trances for a museum or store but AR objects are the same; etc.). In such embodiments, the system may determine
that the two or more pairs are sufficiently similar such that only one of the two or more pairs can be presented to the
user in a compact historical view. In some embodiments, the real-life object portions of two pairs having the same AR
portion may be sufficiently similar for the system to treat the pairs as being the same for historical review purposes. In
some embodiments, the AR portions of two pairs having the same real-life object portion may be sufficiently similar for
the system to treat the pairs as being the same for historical review purposes. In some embodiments, two pairs may not
share either a real-life object portion or an AR portion, but both portions may be sufficiently similar for the system to treat
the pairs as being the same for historical review purposes.

[0098] The various modules and components of the system 800 may be implemented on a user device or a cloud
service, in whole or in part.

[0099] FIG. 9 depicts a sequence diagram for a sequence 900 of interactions between the components of the system
800 of FIG. 8.

[0100] Inthe sequence 900, the scene sensor 808 provides scene data to the AR controller 810, which forwards the
scene data to the AR application 814. The AR application 814 provides pairs of real-life objects and AR information
items to the AR controller 810. The AR controller 810 provides the user interaction controller 804 with data for the AR
display 802 to display an augmented scene with the selected AR information items. The AR controller 810 also provides
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historical scenes and pairs to the historical scene and pair storage 812. The user interaction controller 804 determines,
based on a detected user interaction, to display a history of AR scenes to the user and requests the history from the AR
history organizer and presenter 806, which responsively requests and receives the requested history from the historical
scene and pair storage 812. The AR history organizer and presenter 806 determines a subset of scenes, organizes
related scenes, and prepares a grid layout of the thumbnails. The grid of thumbnails is provided to the user interaction
controller 804 for presentation to the user by the AR display 802.

[0101] FIGS. 10-13 illustrate some aspects of the method 700 discussed in conjunction with FIG. 7. The received
scenes S1-S20 and their respective present pairs A-T are shown below in Table 6, and represent the scenes received
at 702 of method 700. For example, if scene 400 of FIG. 4 correlates to the scene S1 in Table 6, then the scene includes
the pairs A and B with each pair comprising a real-life object and an AR information item for that object.

Received Scenes and Pairs

Scene [S1 [S2 [S3 |S4 |S5 S6 S7 S8 | S9 S10

R s O R P R I

Scene | S11 [ S12 | S13 | S14 [ S15 S16 | S17 S18 | S19 S20

p‘:i':s 'C’)P’ /;:P P,Q |R g’ B, $’ S, E: g’ E o lk |aE B, F, G, H, K
Table 6

[0102] FIG. 10 depicts the results of a series of iterations of scene selections, in accordance with some embodiments.
In particular, FIG. 10 depicts the results of six iterations and represents iteratively selecting scenes of 704 of the method
700. Here, scene S9 is the first scene selected with pairs D, E, F, |, L, M, and N being included by the selection. In the
second iteration, scene S20 is selected, and pairs B, G, H, and K are now also included from the scene S20. Pair F was
previously included from scene S9. The process of identifying scenes to select comprises selecting candidate scenes.
The candidate scenes are all unselected scenes that include at least one pair included in the currently selected scenes,
if any, or all unselected scenes. Otherwise, the candidate scene with the greatest number of pairs not included among
those currently selected is chosen. Thus, when selecting scenes, scenes that overlap in their pairs are preferentially
selected. If no such scene exists, then all scenes that would contribute at least one pair may be considered. This may
occur if the scenes are not contiguous, if the user goes through a region without receiving AR pairs, or if the user turns
off the AR system and resumes use after a time gap.

[0103] In some embodiments, selecting a scene comprises selecting a scene that adds the greatest number of pairs
that are not already included in the previous selections. Thus, the overall number of selected scenes is reduced, and
fewer scenes are displayed in the user history.

[0104] FIG. 11 depicts an embodiment of displaying nodes in a layout 1100 that includes the selected scenes, with
connections depicting pair overlaps between the scenes. Among the overlapping pairs, there is one central scene, scene
S9. For each set of scenes that are disjoint with respect to the pairs they contain (if more than one set of scenes), there
will be a different central scene. In some embodiments, a graph is constructed by a set of nodes, a set of edges (each
edge connects two nodes), and a numeric weight on each edge. Using the display layout of nodes 1100 as an example,
two nodes for scenes S11 and S9 are connected via an edge indicating one pair (the pair ) is in common between those
two nodes. In the depicted graph, each selected scene becomes a node, there is an edge between any two nodes that
have at least one pair in common, and the weight of an edge between two nodes is the number of pairs in common
between those nodes.

[0105] For a connected graph, a spanning tree - a subgraph that contains all of its nodes and just enough edges so
that the subgraph is connected - may be determined. When a graph is disconnected, as may occur when the selected
scenes fall into two or more partitions that do not have pairs in common, a single spanning tree may not exist because
there is no way to connect all of the nodes. In such scenarios, a spanning forest, comprising multiple trees, may be
found. A maximum weight spanning forest is one in which the roots of each tree is selected such that the aggregate
weight of the trees is maximized. The maximum weight spanning forest may be found by using existing algorithms, such
as Kruskal's algorithm and the like, for each disconnected subgraph.

[0106] FIG. 11 further depicts aspects of identifying root nodes per 708 of the method 700. For each tree, identifying
a root node comprises identifying a node that has the highest aggregate weight of edges connected to it. If more than
one such node exists, the scene with the largest number of pairs in the associated scene may be selected. If more than
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one node exists that has the same largest number of pairs, various procedures may be used to break a tie, from choosing
randomly, reviewing other metadata or weighting factors, and/or the like. In the example depicted in FIG. 22, scene S9
is selected as the root node with the highest aggregate weight of edges, with an aggregate weight of four.

[0107] FIGS. 12A-12C depict steps in producing a grid-based layout, as at 708 of FIG. 7, in accordance with some
embodiments. To produce a grid-based layout, the process may proceed tree by tree, or node by node, for each tree in
the maximum weight spanning forest. In some embodiments, a grid of cells overlaid on a geometric plane is displayed
to the user. The grid may be unbound in four directions, and the root cell may serve as the origin of the grid, i.e., with
row and column coordinates each with a value of zero, represented by "<0, 0>", with the first 0 representing the column,
and the second 0 representing the row. Each cell in the grid has row and column coordinates relative to the root cell,
with negative rows below and positive rows above; negative columns to the left and positive columns to the right. In
some embodiments, the coordinate system may be changed, listing first the row and then the column, and the directions
of negative and positive numbers reversed.

[0108] Two cells are adjacent to each other if their row and column coordinates each differ by no more than one, thus
each cell has eight cells adjacent to it. Two cells are closely adjacent to each other if they are adjacent and either their
row or their column coordinates are the same. Thus, each cell has four cells that are closely adjacent to it. A second
cell is outward from a first cell if the maximum of the magnitudes of the second cell’'s row and column coordinates is
greater than the maximum of the magnitudes of the first cell’'s row and column coordinates. Outward adjacent cells
increase by magnitude by one each time.

[0109] Producing the grid comprises expanding from the root cell at <0, 0> and proceeding outward in rings around
it. In a first example, the first ring around the origin has eight cells, located at: <-1,-1>, <-1,0>, <-1,1>, <0,-1>, <0,1>,
<1,-1>, <1,0>, <1,1>. The second ring around the origin has 16 cells, located at: <-2,-2>, <-2,-1>, <-2,0>, <-2,1>, <-
2,2>, <-1,-2>,<0,-2>, <1,-2>, <-1,2>, <0,2>, <1,2>, <2,-2>, <2,-1>, <2,0>, <2,1>, <2,2>.

[0110] To produce the grid-based layout, a thumbnail corresponding to the root node is placed at the origin, as depicted
in FIG. 12A. Iteratively, sets of current nodes are considered in increasing number of edges from the root in the current
spanning tree, beginning from the root itself with zero edges from the root as depicted in FIGS. 12B and 12C. That is,
first consider all nodes that are one hop from the root, then all nodes that are two hops from the root, and so on. Each
current node already has been placed as a thumbnail on the grid when this is performed. The same thumbnail may
contain more than one of the current nodes.

[0111] For each set of current nodes (all nodes having the same number of edges to the root), in one embodiment a
method comprises: for each previously placed thumbnail, corresponding to one or more current nodes, determine the
union of the sets of children of its current nodes; in a round robin fashion, place the first child of each current thumbnail,
if any, in a vacant closely adjacent, outward cell for each current thumbnail; and continue placing, in a round robin
fashion, children of each current thumbnail. If an adjacent cell is vacant, then use that cell, else, combine the child into
an adjacent cell that already contains a child of the current thumbnail, preferentially combining with those previously
occupied cells that have the fewest current nodes in them.

[0112] FIG. 13 depicts a grid-based layout annotating pairs of the grid-based layout of thumbnails of FIG. 12C, with
added annotations for pairs in common between the parent and child thumbnails. For example, pair H is annotated with
the symbol "#" in the thumbnails of scenes S5 and S20 to indicate they are in common. In other embodiments, visual
features are used to indicate pairs that are related to each other. Such visual features may include outlines or halos of
matching colors, dashes, boldness, and the like. For example, pair H may be displayed as a red dashed outline where
it occurs, and pair S may include a yellow halo above it when it appears in the history view, as two different examples.
In another embodiment, when a current node has a vacant adjacent cell that is not outward from the current node and
the current node has a child node that is a leaf, the child is placed in a non-outward cell. In another embodiment, the
root is displayed larger than the other nodes. In another embodiment, the distance between two thumbnails is used to
determine where to place the thumbnail to reduce the overall thumbnail distance for a layout. In such an embodiment,
the pair distance of a pair in two thumbnails is determine if the pair occurs in two thumbnails, the distance between the
centroids of the real life objects in two occurrences of the pair. The thumbnail distance between two thumbnails is
determined by the sum of the pair distances for all pairs common to these thumbnails.

[0113] FIG. 14 depicts a second grid-based display, in accordance with some embodiments. In particular, FIG. 14
depicts a grid-based display with the root, a thumbnail of scene S9 larger than the other thumbnails, and surrounding
thumbnails placed so that the distance between their overlapping pairs is reduced. For example, the thumbnails for
scenes S9 and S15 are at a close distance to each other for the pairs D and E, the thumbnails for the scenes S15 and
S16 are close for the pair S, the thumbnails for the scenes S9 and S20 are close for the pair F, and the thumbnails for
the scenes S20 and S5 are close for the pair H. In such an embodiment, the alignment of the thumbnails does not
conform to a strict grid-based layout, with each scene within a defined cell, as depicted by the thumbnails for the scenes
S9 and S11.

[0114] FIG. 15 depicts a grid-based display utilizing carets, in accordance with some embodiments. In particular, FIG.
15 depicts a root scene S101 surrounded by children scenes S102 to S107. The root scene S101 includes pairs D, E,
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F, I, L, M, and N throughout the thumbnail of the scene. The pairs D, E, F, and | all include carets indicating that the
pairs in the central thumbnail overlap with another thumbnail. When the user interacts with the caret, the central thumbnail
shifts to the one where the overlapping pair occurs (in the indicated direction, if there are more than one such thumbnails).
[0115] FIG. 16 depicts a view of a grid-based display after selecting a caret, in accordance with some embodiments.
In the view of FIG. 16, the user has previously selected pair D in the thumbnail of scene S101 depicted in FIG. 15. After
the selection of pair D, the thumbnail of scene S105 becomes larger, and the other thumbnails of children scenes not
directly adjacent to the thumbnail of scene S101 in FIG. 15 reduce in size. Here, the thumbnail of scene S104 may
remain the same size in both FIGS. 15 and 16 before and after selecting of the pair D. After the selection, the pair D
now appears in the thumbnail of scene S105 and close the thumbnail of scene S101, with the carets indicating upwards
towards the direction of the thumbnail of scene S101, meaning that pair D is in common with the thumbnail of scene
S101 above.

[0116] FIG. 17 depicts a method 1700 of summarizing and organizing historical augmented reality information, in
accordance with some embodiments. Method 1700 includes displaying a first geometric shape at 1702, displaying a
plurality of second geometric shapes at 1704, and displaying a pair of thumbnails at 1706.

[0117] Displaying a first geometric shape at 1702 comprises annotating the first geometric shape with information
regarding the first scene in a first plurality of scenes. The information may be scene and pair information related to a
historical AR presentation.

[0118] At 1704, displaying a plurality of second geometric shapes comprises at least one of the second geometric
shapes being annotated with information regarding at least one additional scene of the first plurality of scenes. Each
additional scene is a scene in which at least one object (e.g., an AR information item or augmentation) was presented
which was also presented in the first scene, and each geometric shape in the plurality of second geometric shapes is
arranged in the display such that it shares an edge with the first geometric shape. In some embodiments, the first plurality
of scenes are scenes in which the user interacted with an AR augmentation or information item.

[0119] In some embodiments, scenes are selected for display based on a user’s interaction with pairs in the scene,
for example, as discussed in relation to methods 100 and 600 above. The selected scenes are displayed as a first
geometric shape annotated with information regarding a first scene of the first subset of the first plurality of scenes
comprising a minimum number of scenes in which all augmentations with which the user interacted are represented
within the user’s view. A plurality of second geometric shapes is then displayed, annotated with information regarding
a plurality of additional scenes of the first subset of the first plurality of scenes comprising a minimum number of scenes
in which all augmentations with which the user interacted are represented. In some embodiments, each additional scene
is a scene in which at least one augmentation with which the user interacted is also an augmentation with which the
user interacted in the first scene; and each geometric shape in the plurality of second geometric shapes is arranged in
the display such that it shares an edge with the first geometric shape. The first geometric shape and the plurality of
second geometric shapes are presented to a user in an AR display as a summary and organization of historical AR
scenes and associated pairs.

[0120] In some embodiments, each geometric shape may comprise at least a portion of a particular scene, such as
where scenes are presented in overlapping fashion to associate common pairs between scenes.

[0121] In some embodiments, scenes or geometric shapes may not share an edge, but may be sufficiently close for
the user to understand the spatial relationship between two scenes, such that the system may still display the scenes
in relation to one another (e.g., if a layout of scenes similar to that of FIG. 13 was utilized).

[0122] In an exemplary scenario, an AR system user may spend a day walking around the downtown of a city. Over
the course of their day, the AR system may collect various scenes, such as those illustrated in FIGS. 18A-18J. Various
AR information items are present in the different scenes, including reminders, coupons, offers, details, and/or the like.
In one scenario, the user may have interacted with each of these AR objects.

[0123] In accordance with a method as set forth above, the captured scenes may be analyzed and a compact historical
view presented that shows all AR information items that were presented to the user. FIG. 19 illustrates the minimum set
of scenes from the scenes of FIGS. 18A-18J in a compact historical view that includes all of the AR information items
presented to the user.

[0124] In accordance with another method as set forth above, as shown in FIG. 20, the captured scenes may be
analyzed and the system may generate and display a grid-based layout of the minimum set of the scenes that includes
all of the AR information items presented to the user over the course of the day. The layout may organize the scenes
of the minimum set such that scenes with shared pairs are displayed next to each other.

[0125] In one embodiment, there is a method for providing information for review by an augmented reality (AR) user,
comprising: storing information regarding a first plurality of scenes encountered by the user, the information comprising
information regarding augmentations presented in each scene and augmentations with which a user interaction was
detected; determining a first subset of the first plurality of scenes comprising a minimum number of scenes in which all
augmentations with which the user interacted are represented; and responsive to input from the user related to review
of historical AR information, presenting information regarding the first subset of the first plurality of scenes comprising
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a minimum number of scenes in which all augmentations with which the user interacted are represented. The method
may also further comprise: determining a second subset of the first plurality of scenes comprising a minimum number
of scenes in which the set of augmentations with which the user did not interact that are not in the first subset of the first
plurality of scenes; and presenting information regarding the second subset of the first plurality of scenes comprising a
minimum number of scenes in which the set of augmentations with which the user did not interact that are not in the first
subset of the first plurality of scenes. In one embodiment, there is a system comprising a processor and a non-transitory
computer-readable medium storing instructions operative when executed to perform any combination of the above
method.

[0126] In one embodiment, there is a method for presenting historical augmented reality (AR) information to a user,
comprising: receiving a series of scenes, each scene being associated with a list of at least one pair, and a sublist of
zero or more interacted pairs; producing a first subset of interacted scenes that together include every interacted pair
and zero or more non-interacted pairs, wherein producing the first subset comprises: i) associating with each interacted
scene the corresponding set of interacted pairs; ii) producing a first minimum set cover from the first set of sets of
interacted pairs; and iii) mapping the set cover to a corresponding first minimum set of interacted scenes; producing a
second subset of scenes that include all non-interacted pairs not contained in the first subset of interacted scenes,
wherein producing the second subset comprises: i) associating with each scene the corresponding set of non-interacted
pairs; ii) removing from each set of non-interacted pairs any pairs that occur in the first subset of interacted scenes; iii)
producing a second minimum set cover from the set of sets of non-interacted pairs; and iv) mapping the set cover to a
corresponding second minimum set of scenes; forming the final set of scenes as the union of the first and second subsets;
and displaying the scenes in the final set of scenes. The method may also include wherein receiving a series of scenes
comprises receiving chronological data regarding the scenes and displaying the scenes comprises displaying the scenes
in a reverse chronological order. The method may also include wherein at least one scene in the series of scenes is an
interacted scene. The method may also include wherein associating with each interacted scene the corresponding set
of interacted pairs comprises forming a set of interacted pairs. The method may also include wherein associating with
each scene the corresponding set of non-interacted pairs comprises forming a set of sets of non-interacted pairs. In one
embodiment, there is a system comprising a processor and a non-transitory computer-readable medium storing instruc-
tions operative when executed to perform any combination of the above method.

[0127] In one embodiment, there is a method comprising: receiving a set of augmented reality (AR) scenes, at least
one scene in the set of AR scenes having a pair of detected real-life objects and an AR augmentation for the real-life
object; determining a first subset of interacted AR scenes from the received set of AR scenes, each scene in the first
set comprising a pair a user interacted with; determining a second subset of non-interacted AR scenes from the received
set of AR scenes, wherein no scenes in the second subset are in the first subset; combining the first and second subsets
into a final set; and displaying the final subset on an AR device. The method may also include wherein determining the
first subset of interacted AR scenes comprises determining a minimum set cover. The method may also include wherein
determining the second subset of non-interacted AR scenes comprises determining a minimum set cover. The method
may also include wherein displaying the final subset on an AR display comprises generating a thumbnail of each scene
in the final subset. The method may also include wherein the final subset is displayed on the AR scene in response to
detecting an AR history request. The method may also further comprise receiving a user request to display the first
subset and responsively stop displaying the final subset and displaying the first subset on the AR device. The method
may also include wherein displaying the final subset on the AR device comprises displaying pairs on the associated
scenes. The method may also include wherein the displayed pairs indicate user interaction with pairs user interaction
has been detected. In one embodiment, there is a system comprising a processor and a non-transitory computer-readable
medium storing instructions operative when executed to perform any combination of the above method.

[0128] In one embodiment, there is an augmented reality (AR) system for displaying augmented reality information
about a real-world object in a user’s view comprising: an AR display configured to receive AR display data from an AR
user interface (Ul) controller; a scene sensor configured to detect AR scenes; a user interaction recognizer configured
to detect user interaction with displayed AR information items and to detect user history requests; a historical scene and
pair storage configured to store historical scene, pair, and pair interaction data; a processor; and a non-transitory com-
puter-readable medium storing instructions that are operative, when executed on the processor, to perform the functions
of: receiving a set of augmented reality (AR) scenes, at least one scene in the set of AR scenes having a pair of detected
real-life objects and an AR augmentation for the real life object; determining a first subset of interacted AR scenes from
the received set of AR scenes, each scene in the first set comprising a pair a user interacted with, and the first subset
being a minimum set cover of interacted pairs; determining a second subset of non-interacted AR scenes from the
received set of AR scenes, wherein no scenes in the second subset are in the first subset; and the second subset being
a minimum set cover of non-interacted pairs; combining the first and second subsets into a final set; and displaying the
final subseton an AR device. The system may also include wherein displaying the final subset on an AR display comprises
generating a thumbnail of each scene in the final subset. The system may also include wherein the final subset is
displayed on the AR scene in response to detecting an AR history request. The system may also include the set of
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functions further comprising receiving a user request to display the first subset and responsively stop displaying the final
subset and displaying the first subset on the AR device. The system may also include wherein displaying the final subset
on the AR device comprises displaying pairs on the associated scenes. The system may also include wherein the
displayed pairs indicate user interaction with pairs user interaction has been detected.

[0129] Inone embodiment, there is a method of presenting visual recorded information to a user, comprising: displaying
a first geometric shape annotated with information regarding a first scene of a first plurality of scenes; and displaying a
plurality of second geometric shapes annotated with information regarding a plurality of additional scenes of the first
plurality of scenes such that: i) each additional scene is a scene in which at least one object was presented which was
also presented in the first scene; and ii) each geometric shape of the plurality of second geometric shapes is arranged
in the display such that it shares an edge with the first geometric shape. The method may also include wherein the at
least one object is an augmentation presented by an AR system. The method may also include wherein the first plurality
of scenes are scenes in which the user interacted with an AR augmentation. The method may also include wherein the
first geometric shape and each of the second geometric shapes are thumbnails of an AR scene. The method may also
include wherein the thumbnails comprise AR pairs. In one embodiment, there is a system comprising a processor and
a non-transitory computer-readable medium storing instructions operative when executed to perform any combination
of the above method.

[0130] In one embodiment, there is a method for providing information for review by an augmented reality (AR) user,
comprising: storing information regarding a first plurality of scenes encountered by the user, the information comprising
information regarding augmentations presented in each scene and augmentations with which a user interaction was
detected; determining a first subset of the first plurality of scenes comprising a minimum number of scenes in which all
augmentations with which the user interacted are represented; responsive to input from the user related to review of
historical AR information, presenting information regarding the first subset of the first plurality of scenes comprising a
minimum number of scenes in which all augmentations with which the user interacted are represented; displaying a first
geometric shape annotated with information regarding a first scene of the first subset of the first plurality of scenes
comprising a minimum number of scenes in which all augmentations with which the user interacted are represented
within the user’s view; and displaying a plurality of second geometric shapes annotated with information regarding a
plurality of additional scenes of the first subset of the first plurality of scenes comprising a minimum number of scenes
in which all augmentations with which the user interacted are represented such that: each additional scene is a scene
in which at least one augmentation with which the user interacted is also an augmentation with which the user interacted
in the first scene; and each geometric shape of the plurality of second geometric shapes is arranged in the display such
that it shares an edge with the first geometric shape. The method may also include wherein the at least one object is
an augmentation presented by an AR system. The method may also include wherein the first plurality of scenes are
scenes in which the user interacted with an AR augmentation. The method may also include wherein the first geometric
shape and each of the second geometric shapes are thumbnails of an AR scene. The method may also include wherein
the thumbnails comprise AR pairs. In one embodiment, there is a system comprising a processor and a non-transitory
computer-readable medium storing instructions operative when executed to perform any combination of the above
method.

[0131] Inone embodiment, there is a method for selecting and organizing historical augmented reality (AR) information
for display to a user, comprising: receiving a series of scenes, each scene being associated with a list of at least one
pair; iteratively selecting a scene until each pair is included in at least one selected scene; identifying one or more root
nodes, each a central scene comprising: i) building an undirected weighted graph from the selected scenes whose nodes
are scenes, edges link scenes with overlapping pairs, and edge weights equal the number of overlapping pairs; ii)
determining a maximum weight spanning forest of the graph; and iii) from each tree in the forest, selecting exactly one
root as the node that has the highest aggregate weight of edges connected to it; producing a grid-based layout of the
nodes beginning separately from each root proceeding in order of increasing number of edges from the root by placing
thumbnails of the children of each current node in cells adjacent to the current node’s cell; wherein iteratively selecting
a scene until each pair is included in at least one selected scene comprises selecting scenes that have a pair in common
with a selected scene and introduce the most new pairs; and showing the pairs that are common between the parent
and child thumbnails. The method may also include wherein producing a grid-based layout comprises combining two
or more children of the same current node into the same thumbnail and in such case combining children of the combined
children. The method may also include wherein producing a grid-based layout comprises supporting a user interaction
to temporarily display the combined children separately by making space by hiding other nodes. The method may also
include wherein the list of pairs associated with a received scene is the complete list of pairs whose real life objects
occur in the scene. The method may also include wherein when spanning the forest with two or more trees, the method
further comprises producing a layout for each tree and placing the layouts separated from each other by a gap of at
least one vacant cell. In one embodiment, there is a system comprising a processor and a non-transitory computer-
readable medium storing instructions operative when executed to perform any combination of the above method.
[0132] In one embodiment, there is a method of displaying historical AR information, comprising: determining a grid-
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based layout of historical AR scenes by: i) selecting an AR scene to be the root scene based on the AR scene having
a highest aggregate weight of connected AR pairs; ii) placing the root scene at a central pointin a grid; and iii) determining
a set of AR scenes to place adjacent to the root scene, the set of AR scenes having the highest number of pairs in
common with the root scene; generating a thumbnail for each scene included in the grid-based layout; and displaying
the thumbnails arranged per the grid-based layout of historical AR scenes to a user via an AR display. The method may
also include wherein the thumbnails include presented AR pair information. The method may also include wherein
displaying the thumbnails comprises annotating pairs that are in common with adjacent thumbnails. The method may
also include wherein a thumbnail associated with the root scene is larger than adjacent thumbnails. The method may
also further comprise, responsive to a user interaction with a displayed pair for an adjacent thumbnail, generating an
updated grid-based layout with the adjacent thumbnail acting as an updated root scene. In one embodiment, there is a
system comprising a processor and a non-transitory computer-readable medium storing instructions operative when
executed to perform any combination of the above method.

[0133] Although features and elements are described above in particular combinations, one of ordinary skill in the art
will appreciate that each feature or element can be used alone or in any combination with the other features and elements.
In addition, the methods described herein may be implemented in a computer program, software, or firmware incorporated
in a computer-readable medium for execution by a computer or processor. Examples of computer-readable storage
media include, but are not limited to, a read only memory (ROM), a random access memory (RAM), a register, cache
memory, semiconductor memory devices, magnetic media such as internal hard disks and removable disks, magneto-
optical media, and optical media such as CD-ROM disks, and digital versatile disks (DVDs). A processor in association
with software may be used to implement a radio frequency transceiver for use in a WTRU, UE, terminal, base station,
RNC, or any host computer.

ENUMERATED EXAMPLE EMBODIMENTS (EEEs)
[0134] EEE1. A method for providing information for review by an augmented reality (AR) user, the method comprising:

storing a plurality of scenes viewed by an AR user;

storing for each of the plurality of scenes information identifying (i) any pairs of real-life objects and AR augmentations
presented in the scene and (ii) any pairs in the scene with which the user interacted;

selecting from the stored plurality of scenes a first subset of scenes such that each pair with which the userinteracted
is presented in at least one scene in the first subset of scenes; and

responsive to an instruction from the user to review historical AR information, presenting to the user the selected
first subset of scenes.

[0135] EEE 2. The method of EEE 1, wherein each scene comprises an AR augmented image of a real-life environment
viewed by the user.

[0136] EEE 3. The method of any of EEEs 1-2, wherein the first subset of scenes is further selected such that each
pair with which the user interacted is presented in at least one scene in which the user interacted with that pair.

[0137] EEE 4. The method of any of EEEs 1-3, wherein the first subset of scenes is further selected such that the first
subset of scenes comprises a minimum size subset of the stored plurality of scenes in which all pairs with which the
user interacted are presented.

[0138] EEE 5. The method of any of EEEs 1-4, wherein pairs with which the user interacted are indicated in the
presented first subset of scenes.

[0139] EEE 6. The method of any of EEEs 1-5, further comprising storing chronological data for each of the plurality
of scenes, and wherein presenting to the user the selected first subset of scenes comprises presenting the selected first
subset of scenes in a reverse chronological order.

[0140] EEE 7. The method of any of EEEs 1-5, further comprising selecting a first scene including at least one pair
with which the user interacted, and wherein the first subset of scenes is selected such that each scene in the first subset
has at least one pair in common with the selected first scene.

[0141] EEE 8. The method of EEE 7, wherein presenting the selected first subset of scenes to the user comprises:

presenting the selected first scene; and
presenting at least a portion of each other scene in the selected first subset of scenes such that the presented at
least portion of each other scene is adjacent to the presented selected first scene.

[0142] EEE 9. The method of any of EEEs 1-8, further comprising:

determining a set of pairs (i) with which the user did not interact and (ii) which are not presented in the selected first
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subset of scenes;

selecting from the stored plurality of scenes a second subset of scenes such that each pair in the determined set
of pairs is presented in at least one scene in the second subset of scenes; and

responsive to the instruction to review historical AR information, presenting to the user the selected second subset
of scenes.

[0143] EEE 10. The method of any of EEEs 1-5, wherein presenting to the user the first subset of scenes further
comprises:

presenting to the user a first scene of the selected first subset of scenes; and

presenting to the user a plurality of other scenes of the selected first subset of scenes wherein each of the plurality
of other scenes is a scene in which at least one pair is presented which is also presented in the first scene, and
wherein each of the plurality of other scenes is presented such that it is adjacent to the presented first scene.

[0144] EEE 11. The method of EEE 10, further comprising, responsive to a determination that the first scene and
plurality of other scenes do not include all scenes of the selected first subset of scenes, presenting to the user a second
scene of the first subset of scenes which is not included in the first scene and plurality of other scenes.

[0145] EEE 12. The method of EEE 11, further comprising presenting to the user at least one additional scene of the
first subset of scenes not included in the first scene, plurality of other scenes, and second scene, wherein the at least
one additional scene is a scene in which at least one pair is presented which is also presented in the second scene,
and wherein each of the at least one additional scene is presented such that itis adjacent to the presented second scene.
[0146] EEE 13. The method of any of EEEs 1-5, further comprising:

identifying one or more root nodes from the first subset of scenes by:

building an undirected weighted graph where nodes are scenes of the selected first subset of scenes, edges
link scenes with overlapping pairs, and edge weights equal the number of overlapping pairs;

determining a maximum weight spanning forest of the graph; and

for each tree in the forest, selecting exactly one root, wherein the root is a node in said tree that has the highest
aggregate weight of edges connected to it; and

wherein presenting the selected first subset of scenes comprises presenting a grid-based layout of the nodes
generated by beginning separately from each root and proceeding in order of increasing number of edges from the
root by presenting the children of each current node in cells adjacent to the current node’s cell.

[0147] EEE 14. The method of EEE 13, wherein when spanning the forest with two or more trees, further comprising
producing a layout for each tree and placing the layouts separated from each other by a gap of at least one vacant cell.
[0148] EEE 15. A system comprising a processor and a non-transitory computer-readable storage medium storing
instructions operative, when executed on the processor, to perform functions including:

to store a plurality of scenes viewed by an AR user;

to store for each of the plurality of scenes information identifying (i) any pairs of real-life objects and AR augmentations
presented in the scene and (ii) any pairs in the scene with which the user interacted;

to select from the stored plurality of scenes a first subset of scenes such that each pair with which the user interacted
is presented in at least one scene in the first subset of scenes; and

responsive to an instruction from the user to review historical AR information, to present to the user the selected
first subset of scenes.

Claims

1. A method for providing information to an augmented reality (AR) user to facilitate navigation through a plurality of
captured AR scenes, the method comprising:

receiving the plurality of captured AR scenes and identification of a plurality of pairs, wherein each pair comprises
a real-life object viewed in at least one of the plurality of captured AR scenes and AR information associated
with the object;

storing visual representations of the plurality of captured AR scenes together with the plurality of pairs, wherein
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the plurality of captured AR scenes includes a first AR scene and a second AR scene each associated with a
first pair of the plurality of pairs;

retrieving a visual representation of the first AR scene and a visual indication of the first pair;

displaying the visual representation of the first AR scene, the visual indication of the first pair, and a first indicator
identifying that the second AR scene is associated with the first pair;

in response to user interaction with the first indicator, displaying a visual representation of the second AR scene
together with the visual indication of the first pair and a second indicator identifying that the first AR scene is
associated with the first pair.

An apparatus comprising a processor and a memory having stored instructions that, when executed by a processor,
cause the processor to:

receive a plurality of captured AR scenes and identification of a plurality of pairs, wherein each pair comprises
a real-life object viewed in at least one of the plurality of captured AR scenes and augmented reality (AR)
information associated with the object;

store visual representations of the plurality of captured AR scenes together with the plurality of pairs, wherein
the plurality of captured AR scenes includes a first AR scene and a second AR scene each associated with a
first pair of the plurality of pairs;

retrieve a visual representation of the first AR scene and a visual indication of the first pair;

display the visual representation of the first AR scene, the visual indication of the first pair, and a first indicator
identifying that the second AR scene is associated with the first pair;

in response to user interaction with the first indicator, display a visual representation of the second AR scene
together with the visual indication of the first pair and a second indicator identifying that the first AR scene is
associated with the first pair.

The method of claim 1 or the apparatus of claim 2, further comprising displaying, adjacent to the first AR scene, a
visual representation of the second AR scene together with the visual indication of the first pair.

The method of claim 1 or 3 or the apparatus of claim 2 or 3, further comprising discontinuing display of the first
indicator when the second indicator is displayed.

The method of claim 1, 3, or 4 or the apparatus of claim 2, 3, or 4, wherein the first indicator is displayed within the
first AR scene near the display of the second AR scene.

The method of any of claims 1 or 3 through 5 or the apparatus of any of claims 2 through 5, wherein the firstindicator
is displayed with an indication of a direction to the second AR scene.

The method of any of claims 1 or 3 through 6 or the apparatus of any of claims 2 through 6, wherein the second
indicator is displayed with an indication of a direction to the first AR scene.

The method of any of claims 1 or 3 through 7 or the apparatus of any of claims 2 through 7, wherein the first AR
scene is displayed together with a visual indication of each pair of the plurality of pairs associated with the first AR
scene.

The method of any of claims 1 or 3 through 8 or the apparatus of any of claims 2 through 8, wherein the second AR
scene is displayed together with a visual indication of each pair of the plurality of pairs associated with the second
AR scene.

The method of any of claims 1 or 3 through 9 or the apparatus of any of claims 2 through 9, wherein, in response
to user interaction with the first indicator, reorganizing display of the visual representation of the first AR scene and
the visual representation of the second AR scene such that the visual representation of the second AR scene is
enlarged, and the visual representation of the first AR scene is reduced.

The method of any of claims 1 or 3 through 9 or the apparatus of any of claims 2 through 9, wherein, in response
to user interaction with the first indicator, reorganizing display of the visual representation of the first AR scene and
the visual representation of the second AR scene such that the visual representation of the second AR scene is
enlarged, and the visual representation of the first AR scene and any other displayed AR scenes not adjacent to
the second AR scene are reduced.
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12. The method of any of claims 1 or 3 through 11 or the apparatus of any of claims 2 through 11, wherein the plurality
of captured AR scenes includes a third AR scene, and wherein the first AR scene and the third AR scene are each
associated with a second pair of the plurality of pairs, further comprising:

retrieving a visual representation of the first AR scene, a visual representation of the third AR scene, and a
visual indication of the second pair;

displaying the visual representation of the first AR scene, the visual indication of the second pair, and a third
indicator identifying that the third AR scene is associated with the visual indication of the second pair;
displaying, adjacent to the first AR scene, the visual representation of the third AR scene together with the
second pair.

13. The method of any of claims 1 or 3 through 12 or the apparatus of any of claims 2 through 12, further comprising
analyzing the plurality of captured AR scenes to identify a subset of the plurality of captured AR scenes, which
subset includes each captured AR scene associated with at least one of the plurality of pairs, and displaying a grid-
based layout of the subset of the plurality of captured AR scenes with the plurality of pairs, wherein AR scenes of
the subset with common pairs are displayed next to each other.

14. The method of any of claims 1 or 3 through 13 or the apparatus of any of claims 2 through 13, wherein the visual
representations of the plurality of captured AR scenes are thumbnails.

15. A non-transitory computer-readable storage medium having stored instructions that, when executed by a processor,
cause the processor to perform the method of any of claims 1 and 3 through 14.
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