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(567)  The present disclosure relates to a method for
visualizing a planned implant. The method comprises ob-
taining image data representative of an anatomical ele-
ment, obtaining implant data indicative of geometrical
properties of an implant to be implanted into the anatom-
ical element, and obtaining planning data indicative of a
planned pose of the implant. Based on the obtained data,
a first part of the implant that lies inside the anatomical
element, and a second part of the implant that does not
lie inside the at least one anatomical element are deter-
mined. Finally, display of a visualization indicating the
first part distinguishably from the second partis triggered.
The disclosure also relates to a system and a computer
program.

TECHNIQUE FOR VISUALIZING A PLANNED IMPLANT

Processed by Luminess, 75001 PARIS (FR)



1 EP 4 275 641 A1 2

Description
Technical Field

[0001] The present disclosure generally relates to a
method for visualizing a planned implant. The present
disclosure also provides for a system and a computer
program.

Background

[0002] In certain surgical scenarios, a connection por-
tion of a first implant should be arranged within a first
anatomical element such as a bone of a patient. Other
portions of the first implant, for example an implant inter-
face to be connected to a second anatomical element, a
second implant or an implant connector, may need to be
arranged outside the first anatomical element. The ar-
rangement of the first implant may also need to comply
with restrictions posed on an incision point and an inser-
tion direction of the first implant along which the first im-
plant is to be inserted into the patient’s body.

[0003] Incomputer-assisted surgery (CAS), a surgeon
may be provided with a view that visualizes an implant
in a planned pose relative to patient image data. The
patient image data may be medical image data obtained
from a computer tomography (CT) device or a magnetic
resonance (MR) imaging device, for example. Using cur-
rently available views that visualize the implant in the
planned pose relative to the patient image data, it may
be difficult for the surgeon to judge whether the planned
pose is acceptable or not. For example, it may be hard
to identify whether the connecting portion of the implant
in the planned pose extends through critical zones com-
prising artilleries, nerve tissue and the like, or whether
the complete connecting portion of the implant is ar-
ranged inside the first anatomical element as intended.
It may also be difficult to decide, based on currently
known visualizations, whether the planned pose or a ge-
ometric property of the implant (e.g., a length, diameter
or shape) needs to be adjusted, and, if so, how. Still fur-
ther, it may be hard for a surgeon to determine whether
an incision point, through which the implant needs to be
inserted into the patient’s body to be placed in the
planned pose, is acceptable or not. Still further, it may
be hard for a surgeon to predict whether the implant will
collide with an obstacle like a bony structure when it is
being inserted into the patient’s body later on.

Summary

[0004] There is a need for a technique that solves one
or more of the aforementioned or other problems.

[0005] According to a first aspect, a method for visu-
alizing a planned implant is provided. The method is per-
formed by a processing system and comprises obtaining
image data representative of a portion of a patient’s body,
the portion comprising at least one anatomical element.
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The method comprises obtaining implant data indicative
of one or more geometrical properties of an implant to
be implanted into the at least one anatomical element,
and obtaining planning data indicative of a planned pose
of the implant relative to the at least one anatomical el-
ement (e.g., represented by the image data). The method
further comprises determining, based on the image data,
the implant data and the planning data, at least one first
part of the implant that lies inside the at least one ana-
tomical element (e.g., represented by the image data)
and at least one second part of the implant does not lie
inside the at least one anatomical element (e.g., repre-
sented by the image data). The method comprises trig-
gering display of a visualization indicating the at least
one first part distinguishably from the at least one second
part.

[0006] The image data may comprise medial image
data. The image data may be generated by a medical
imaging device such as a CT device or a MR imaging
device. The image data may comprise CT image data.
Alternatively, orin addition, the image data may comprise
MR image data. The image data may comprise or consist
of pre-operative image data or intra-operative image da-
ta. The image data may be representative of both (i) the
portion of the patient’s body and (ii) all remaining portions
of the patient’s body.

[0007] According to the present disclosure, a ’‘pose’
may comprise at least one of a position and an orienta-
tion. For example, the planned pose of the implant may
comprise a position and orientation of the implant relative
to the at least one anatomical element (e.g., as repre-
sented by the image data).

[0008] The method may comprise a step of determin-
ing the visualization based on the determined at least
one first part and the determined at least one second
part. The visualization may guide a surgeon on how to
adapt the planned pose by distinguishably visualizing the
at least one first part from the at least one second part.
The visualization may provide the surgeon with informa-
tion on parts of the implant that lie within the at least one
anatomical element, and parts of the implant that lie out-
side the at least one anatomical element such that the
surgeon may not need to cognitively determine these
parts by himself. The visualization may guide the surgeon
on how to adapt the pose of the implant such that the at
least one second part is minimized in size, such that a
portion of the at least one second part is changed into a
portion of the at least one first part or such that the at
least one first part is maximized in size, for example.
[0009] The method may be a computer-implemented
method. The method may be performed by at least one
processor instead of the processing system. Alternative-
ly, the processing system may comprise at least one
processor configured to carry out the method. The meth-
od does not comprise a surgical step.

[0010] The at least one second part may lie inside at
least one zone separate from the at least one anatomical
element.
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[0011] The at least one zone may comprise a zone
distant from one or more of the at least one anatomical
element. Alternatively, orin addition, the atleast one zone
may , comprise a zone adjacent to one or more of the at
least one anatomical element.

[0012] The visualization may indicate a first segment
of the at least one second part that lies inside a first zone
of the at least one zone distinguishably from a second
segment of the at least one second part that lies inside
a second zone of the at least one zone. The first zone
may be different from the second zone.

[0013] The visualization may indicate a third segment
of the at least one second part that is comprised in a first
predefined section of the implant distinguishably from a
fourth segment of the at least one second part that is
comprised in a second predefined section of the implant,
wherein the first predefined section differs from the sec-
ond predefined section.

[0014] The visualization may be an augmented view.
[0015] The method may comprise obtaining a first reg-
istration between (i) the image data and (ii) one or more
of the at least one anatomical element. The method may
further comprise obtaining a second registration between
(i) an augmented reality device comprising a display and
(ii) one or more of the at least one anatomical element.
The visualization may be determined based on the first
registration and the second registration. An orientation
or viewing direction of the visualization may be deter-
mined based on the first registration and the second reg-
istration. The visualization may be triggered to be dis-
played on the display of the augmented reality device.
[0016] The method may comprise obtaining a surface
scan of (e.g., at least the portion of) the patient’'s body.
The method may comprise determining, based on the
surface scan and the planning data, an incision point on
the surface of the patient’s body at which an incision is
to be made for inserting the implant into the patient’s
body. The visualization may further indicate the incision
point.

[0017] The incision point may be determined as an in-
tersection between (i) a surface of the patient’s body in-
dicated by the surface scan and (ii) a trajectory having a
predefined pose relative to the implant.

[0018] The surface scan may be acquired by a sensor
comprised in the augmented reality device.

[0019] The method may further comprise, after having
triggered display of the visualization, obtaining a user
inputindicative of an updated planned pose of the implant
relative to the at least one anatomical element (e.g., rep-
resented by the image data). The method may comprise
updating the visualization based on the updated planned
pose.

[0020] The method may further comprise identifying
the at least one anatomical element in the image data.
The method may comprise defining the at least one zone
based on the identified at least one anatomical element.
[0021] The planned pose may be defined relative to
the image data. The planning data may be indicative of
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a planned pose of the implant relative to the at least one
anatomical element as represented by the image data.
[0022] The method may further comprise identifying
the at least one anatomical element in the image data,
and determining the planned pose based on the identified
at least one anatomical element and one or more prede-
fined spatial constraints between the implant and the
identified at least one anatomical element.

[0023] According to a second aspect, a method is pro-
vided. The method comprises obtaining planning data
indicative of a planned pose of an implant relative to at
least one anatomical element comprised in a portion of
apatient’s body. The method further comprises obtaining
a surface scan of at least the portion of the patient’s body.
The method may comprise determining, based on the
surface scan and the planning data, an incision point on
the surface of the patient’s body at which an incision is
to be made for inserting the implant into the patient’s
body. The method may comprise triggering display of a
visualization indicating the incision point.

[0024] The surface scan may be separate from (e.g.,
not included in) the image data. The surface scan may
be non-medical image data. The surface scan may rep-
resent only the surface of at least the portion of the pa-
tient’s body. The surface scan may consist of an image
representing only the surface of at least the portion of
the patient’s body. The surface scan may be obtained
from a depth sensor such as a time-of-flight sensor or a
stereo camera. The surface scan may be acquired by a
sensor comprised in an augmented reality device.
[0025] The method may comprise a step of registering
the surface scan to the image data or vice versa, for ex-
ample based on a third registration (e.g., between (i) a
coordinate system of the image data and (ii) a coordinate
system of the surface scan or the sensor acquiring the
surface scan). The third registration may be determined
based on a tracked pose of the at least one anatomical
element, a (e.g., the) first registration between the image
data and the at least one anatomical element and a
tracked pose of the sensor or scanner that acquires the
surface scan. Other variants for determining the third reg-
istration are also possible.

[0026] The visualization may be an augmented view.
The visualization may be triggered to be displayed on a
display of an (e.g., the) augmented reality device. The
incision point may be determined as an intersection be-
tween (i) a surface of the patient’s body indicated or rep-
resented by the surface scan and (ii) a trajectory having
a predefined pose relative to the implant. The trajectory
may coincide with a longitudinal axis of the implant. The
implant may be a pedicle screw.

[0027] The method ofthe second aspect may comprise
one or more additional steps of the method of the first
aspect. The image data may correspond to the image
data described for the first aspect. The planning data may
correspond to the planning data described for the first
aspect. The implant may correspond to the implant de-
scribed for the first aspect. The at least one anatomical
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element may correspond to the at least one anatomical
element described for the first aspect. The surface scan
may correspond to the surface scan described for the
first aspect. The augmented reality device may corre-
spond to the augmented reality device described for the
first aspect. The visualization may comprise additional
indications and content, as described with respect to the
visualization according to the first aspect.

[0028] According to a third aspect, a system is provid-
ed. The system comprises at least one processor con-
figured to perform a method for visualizing a planned
implant. The atleast one processoris configured to obtain
image data representative of a portion of a patient’s body,
the portion comprising at least one anatomical element,
obtain implant data indicative of one or more geometrical
properties of an implant to be implanted into the at least
one anatomical element, obtain planning data indicative
of a planned pose of the implant relative to the at least
one anatomical element (e.g., as represented by the im-
age data), determine, based on the image data, the im-
plant data and the planning data, at least one first part
of the implant that lies inside the at least one anatomical
element (e.g., as represented by the image data) and at
least one second part of the implant does not lie inside
the at least one anatomical element (e.g., as represented
by the image data), and trigger display of a visualization
indicating the at least one first part distinguishably from
the at least one second part.

[0029] The system may be referred to as a processing
system or as a CAS system.

[0030] The at least one processor may be configured
to perform the method according to the first aspect. Al-
ternatively, or in addition, the at least one processor may
be configured to perform the method according to the
second aspect.

The system may further comprise an augmented reality
device comprising a display. The at least one processor
may be configured to trigger display of the visualization
on the display of the augmented reality device. The aug-
mented reality device may correspond to the augmented
reality device described for the first aspect.

[0031] The system may further comprise a tracking
system configured to track the patient’'s body and the
augmented reality device to determine a relative pose
between the patient's body and the augmented reality
device. The tracking system may correspond to the sur-
gical tracking system described for the first aspect.
[0032] According to a fourth aspect, a computer pro-
gram is provided. The computer program comprises in-
structions which, when executed on at least one proces-
sor, cause the atleast one processor to perform the meth-
od according to at least one of the first aspect and the
second aspect. The computer program may be stored
on one or more (e.g., non-transitory) computer-readably
media, or may be carried by a carrier such as a data
stream.
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Brief Description of the Drawings

[0033] Further details, advantages and aspects of the
present disclosure will become apparent from the follow-
ing embodiments taken in conjunction with the drawings,
wherein:

Fig. 1 shows a system in accordance with the
present disclosure;

Fig. 2 shows a method in accordance with the
present disclosure;

Fig. 3a-3f  show visualizations in accordance with the

present disclosure.
Detailed Description

[0034] In the following description, exemplary embod-
iments of a system and a method will be explained with
reference to the drawings. The same reference numerals
will be used to denote the same or similar structural fea-
tures.

[0035] Fig. 1 shows a system 100 in accordance with
the present disclosure. The system 100 comprises a
computing system 200, an augmented reality device
(ARD) 300 and a surgical tracking system (STS) 400,
connected to one another via wired or wireless connec-
tions 1. The system 100 may be referred to as a process-
ing system or as a CAS system.

[0036] The computing system 200 comprises a proc-
essor 2, coupled to a memory 4 and an interface 6. The
memory comprises instructions that, when performed by
the processor 2, cause the processor 2 to carry out the
method(s) described herein. The processor 2 may obtain
datavia the interface 6 and may transmit data and trigger
commands via the interface 6. In one variant, the com-
puting system 200 comprising the processor 2 may be
referred to as a processing system.

[0037] The ARD 300 comprises a processor 8, a mem-
ory 10 and an interface 12. The processor 8 may receive
and transmit data via the interface 12. The ARD 300 fur-
ther comprises a display 14 and at least one sensor 16.
The display 14 is configured to provide a user of the ARD
with a visualization. The atleast one sensor 16 may com-
prise one or more of a camera, a stereo camera, a time-
of-flight camera, a Lidar sensor, and a depth sensor. The
ARD 300 may be a head-mountable device (HMD).
[0038] In one variant, the ARD 300 comprising the
processor 8 may be referred to as a processing system.
[0039] In one implementation, the processor 2 is con-
figured to carry out the computer-implemented meth-
od(s) described herein. Instead of the processor 2, the
processor 8 of the ARD 300 may be configured to carry
out the computer-implemented method(s) described
herein. In another variant, some of the steps of the meth-
od(s) described herein may be performed by the proces-
sor 2, and other steps of the method(s) described herein
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may be performed by the processor 8.

[0040] The STS 400 in the illustrated example is an
optical tracking system comprising a stereo camera con-
figured to track one or more surgical trackers. Each sur-
gical tracker may comprise a plurality of optical tracking
markers detectable in images acquired by the stereo
camera. The STS 400 is configured to track a patient
tracker 18 fixedly attached relative to the patient’s body
28, and an ARD tracker 20 fixedly attached relative to
the ARD 300, to determine a pose of each tracker in a
tracking coordinate system. Put differently, the STS 400
may track (e.g., the anatomical elements 22, 24, 26 of)
the patient’s body 28 via the tracker 18, and may track
the ARD 300 via the ARD tracker 20. The STS 400 may
also track a surgical instrument such as a registration
probe, via an instrument tracker attached to the surgical
instrument (not shown).

[0041] Instead of tracking the trackers 18, 20, the STS
400 may directly track (e.g., the anatomical elements 22,
24,26 of) the patient’s body 28. The STS 400 may directly
track the ARD 300. To this end, the STS 400 may employ
one or more of image analysis, feature detection, object
recognition and machine vision.

[0042] Instead of tracking the ARD 300 or the tracker
20, the pose of the ARD 300 may be determined relative
to the STS 400 based on sensor data acquired with the
sensor(s) 16. The sensor(s) 16 may be used to track the
patient tracker 18 or to directly track (e.g., the anatomical
elements 22, 24, 26 of) the patient’s body 28.

[0043] The STS 400 is not limited to an optical tracking
system. The STS 400 may be an electromagnetic track-
ing system, for example.

[0044] Fig. 2 shows a method in accordance with the
present disclosure. As noted above, at least one step of
the method may be performed by the processor 2, and
at least one step of the method may be performed by the
processor 8. The processors 2, 8 may transmit data to
one another. For example, the processor 2 may obtain
the image data from a medical imaging device and trans-
mit the image data to the processor 8. In one exemplary
implementation, all steps of the method are performed
by exactly one of the processors 2, 8. In a preferred im-
plementation, all steps of the method are performed by
the processor 2. This may reduce computational require-
ments and energy consumption of the processor 8.
[0045] Inastep202,imagedataisobtained. Theimage
data is representative of a portion of the body 28 of the
patient, the portion comprising at least one anatomical
element, for example the anatomical element 22.
[0046] The image data may also be referred to as pa-
tient image data. The image data may comprise medial
image data. The image data may be generated by a med-
icalimaging device such as a CT device ora MR imaging
device. The image data may comprise CT image data.
Alternatively, or in addition, the image data may comprise
MR image data. The image data may be pre-operative
image data or intra-operative image data.

[0047] The at least one anatomical element 22 may
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correspond to a region of the patient’s body 28 that has
predefined biological properties, e.g., comprises or con-
sists of a certain type of (e.g., healthy) body cells. The
at least one anatomical element 22 may exclude tumor
tissue. The at least one anatomical element 22 may cor-
respond to a (e.g., the) region of the patient’'s body 28
that has predefined physical properties, e.g., a prede-
fined (e.g., maximum or minimum) size, a predefined
shape, a predefined (e.g., maximum or minimum) vol-
ume, a water concentration exceeding a predefined
threshold, a water concentration below a predefined
threshold or an x-ray absorption rate meeting a prede-
fined criterion (e.g., exceeding a predefined Hounsfield
threshold). The at least one anatomical element 22 may
comprise or be an organ or a bone. The at least one
anatomical element 22 may comprise or consist of abone
(e.g., as represented by or identified in the image data)
and a safety zone (e.g., with a predefined thickness) that
surrounds the bone. The safety zone may compensate
for inaccuracies of at least one of (i) the image data and
(i) the identification of the bone based on the image data.
The bone may be a vertebra.

[0048] In step 204, implant data is obtained. The im-
plant data is indicative of one or more geometrical prop-
erties of an implant to be implanted into the at least one
anatomical element 22.

[0049] The implant may comprise a portion to be in-
serted into the at least one anatomical element 22. The
implant may extend along alongitudinal axis. The implant
or the portion to be inserted may comprise or consist of
a bone screw, such as a pedicle screw. The one or more
geometrical properties of the implant may comprise at
least one parameter selected from a size, a length, a
diameter, a radius and a shape of the implant. The one
or more geometrical properties of the implant may define
an outer surface or contour of the implant.

[0050] Instep206, planning datais obtained. The plan-
ning data is indicative of a planned pose of the implant
relative to the at least one anatomical element 22 (e.g.,
as represented by the image data).

[0051] The planned pose may be defined relative to
the image data or may be defined in the image data. The
implant may be planned in animage comprised in or gen-
erated based on the image data. The predefined pose
may be defined in an image coordinate system of an im-
age comprised in or generated based on the image data.
[0052] The planned pose may be transformed from a
planning coordinate system into the tracking coordinate
system or into the image coordinate system using one
or more predetermined coordinate transformations, also
referred to as registrations. In another variant, the
planned pose may be defined relative to the at least one
anatomical element 22 of the patient’s body 28 in the
tracking coordinate system of the STS 400. A spatial re-
lationship between the planned pose and the at least one
anatomical element as represented by the image data
may then be determined based on a first registration as
discussed further below.
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[0053] The method may further comprise identifying
the atleast one anatomical element 22 in the image data.
The atleast one anatomical element 22 may be identified
based on image segmentation. The at least one anatom-
ical element 22 may be identified by detecting, in (e.g.,
one or more images of) the image data, a region that
exhibits a predefined property. The predefined property
may be at least one of a biological and a physical property
as described above. The atleast one anatomical element
may be identified using an anatomical atlas. The at least
one anatomical element may be identified based on the
image data using an artificial neural network trained with
image data sets of corresponding anatomical elements
that have been identified (e.g., marked) by experts.
[0054] The planned pose may be obtained by deter-
mining the planned pose based on the identified at least
one anatomical element 22 and one or more predefined
spatial constraints between the implant and the identified
at least one anatomical element 22. The one or more
predefined spatial constraints may define that the implant
must be arranged, at least in part, within a pedicle of a
vertebra. The planned pose may be determined by de-
tecting a smallest (e.g., most narrow) portion of the pedi-
cle of the vertebra based on the image data, and defining
the planned pose relative to the detected smallest por-
tion. The planned pose may be determined by defining
an axis of the implant as extending through the detected
smallest portion. The planned pose may be determined
by detecting the superior endplate of the vertebra based
onthe image data, and defining the planned pose relative
to the detected superior endplate. The planned pose may
be determined by defining the axis of the implant as ex-
tending parallel to the detected superior endplate. The
planned pose may be determined by defining the trans-
verse angle of the axis of the implant according to the
transverse angle of the pedicle. The planned pose may
be determined based on the image data using an artificial
neural network trained with image data sets of corre-
sponding anatomical elements enriched with planned
poses defined by experts.

[0055] In step 208, based on the image data, the im-
plant data and the planning data, at least one first part
of the implant that lies inside the at least one anatomical
element 22 (e.g., as represented by the patient image
data) and at least one second part of the implant does
notlie inside the atleast one anatomical element22 (e.g.,
as represented by the patient image data) are deter-
mined.

[0056] In step 210, display of a visualization is trig-
gered. The visualization indicates the at least one first
part distinguishably from the at least one second part.
[0057] The method may comprise a step (e.g., preced-
ing step 210) of determining the visualization based on
the determined at least one first part and the determined
at least one second part. The visualization may indicate
the at least one first part and the at least one second part
such that a human can distinguish the at least one first
part from the at least one second part. The visualization
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may indicate the at least one first part distinguishably
from the at least one second part by showing the first
partoran outline ofthe first part with afirst optical property
and showing the second part or an outline of the second
part with a different, second optical property. The optical
property may be an optical highlighting, a color, a shad-
ing, an optical pattern, a contrast, a line thickness, a line
pattern, a blinking pattern, an opacity or the like. The
visualization may include a (e.g., user-assignable or pre-
defined) marking, numbering or naming of one or both
of (i) the at least one first part and (ii) the at least one
second part. The visualization may include an indication
of the at least one anatomical element 22, for example
anindication (e.g., a partially transparent view) of a model
of the at least one anatomical element 22 generated
based on the patient image data using image segmen-
tation.

[0058] The at least one second part may lie inside at
least one zone separate from the at least one anatomical
element 22. The at least one zone may comprise a zone
distant from one or more of the at least one anatomical
element 22. Alternatively, or in addition, the at least one
zone may comprise a zone adjacent to one or more of
the at least one anatomical element 22. As mentioned
above, the method may comprise identifying the at least
one anatomical element 22 in the image data. The meth-
od may comprise defining the at least one zone based
on the identified at least one anatomical element 22. The
at least one zone may border a side of the at least one
anatomical element 22. The at least one zone may sur-
round, encase or encircle the at least one anatomical
element 22. The at least one zone may comprise or cor-
respond to (e.g., a part of the patient’s body comprising)
the portion of the patient's body except for the at least
one anatomical element 22. The at least one zone may
comprise another implant such as a vertebral cage, a
spinal rod or a pedicle screw. The visualization may in-
clude an indication of the at least one zone.

[0059] The visualization may indicate a first segment
of the at least one second part that lies inside a first zone
of the at least one zone distinguishably from a second
segment of the at least one second part that lies inside
a second zone of the at least one zone. In view of the
distinguishability of the first segmentand the second seg-
ment, the same as described above for the first part and
the second part applies (e.g., using different colors). The
first zone may comprise another anatomical element 24
(i.e., different from the at least one anatomical element
22). The second zone may comprise yet another ana-
tomical element 26. The first zone may differ from the
second zone, for example in at least one parameter cho-
sen from size, shape, position and orientation. The first
zone may differ from the second zone in that it comprises
critical body structures such as artilleries, veins or
nerves, whereas the second zone does not. The first zone
may border a first side of the at least one anatomical
element 22 and the second zone may border a second
side of the at least one anatomical element 22, wherein
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the first side differs from, is adjacent to or is opposite to
the second side. The first zone may correspond to a re-
gion confined by the at least one anatomical element 22,
for example at two ends of the region. The first zone may
correspond to a region surrounded or encased by at least
a part of the at least one anatomical element 22. The
second zone may correspond to a region exterior the at
least a part of the at least one anatomical element 22.
The at least one anatomical element 22 may be a verte-
bra and the first zone may correspond to (i) a region be-
tween the transverse process and the vertebral body, (ii)
a region between the vertebral arch and the vertebral
body, or (iii) the vertebral foramen. The at least one an-
atomical element 22 may be a vertebra and the second
zone may correspond to (i) a region posterior the trans-
verse process, (ii) a region lateral the spinous process,
or (iii) a region anterior the vertebral body. The visuali-
zation may include an indication of the first zone. The
visualization may include an indication of the second
zone. The visualization may include a distinguishable in-
dication of the first zone and the second zone. In view of
the distinguishability of the first zone and the second
zone, the same as described above for the first part and
the second part applies (e.g., using different highlighting
of the respective borders).

[0060] The visualization may indicate a third segment
of the at least one second part that is comprised in a first
predefined section of the implant distinguishably from a
fourth segment of the at least one second part that is
comprised in a second predefined section of the implant,
wherein the first predefined section differs from the sec-
ond predefined section. In view of the distinguishability
of the third segment and the fourth segment, the same
as described above for the first part and the second part
applies (e.g., using different shading). The third segment
may comprise an end (e.g., a longitudinal end, a distal
end or a distal tip) of the implant. The fourth segment
may comprise an opposite end (e.g., the other longitudi-
nal end or the other distal end) of the implant. The implant
may be configured to be inserted into the patient's body
starting with the third segment. The fourth segment may
comprise a tool attachment portion configured to couple
to a surgical tool such as a screwdriver. The visualization
may include an indication of the third segment. The vis-
ualization may include an indication of the fourth seg-
ment.

[0061] The visualization may be an augmented view.
The visualization may visualize the at least one first part
of the implant, the at least one second part of the implant
and, optionally, the at least one anatomical element 22
in an overlaid manner with the portion of the patient’s
body 28 or a camera image of the portion of the patient’s
body 28. The zone(s) and segment(s) may also be vis-
ualized overlaid onto the portion of the patient’s body 28
or a camera image of the portion of the patient’'s body
28. The camera image may be obtained by the sensor
16 of the ARD 300.

[0062] The method may comprise obtaining a first reg-

10

15

20

25

30

35

40

45

50

55

istration between (i) the image data and (ii) one or more
of the at least one anatomical element 22. The method
may further comprise obtaining a second registration be-
tween (i) the ARD 300 comprising the display 14 and (ii)
one or more of the at least one anatomical element 22.
The visualization may be determined based on the first
registration and the second registration. The visualiza-
tion may be triggered to be displayed on the display 14
of the ARD 300.

[0063] The first registration may be determined based
on tracking data from the STS 400. Various techniques
of determining the first registration based on the tracking
data are possible. As an example, a plurality of points
may be acquired on a surface of the patient’s body 28 or
on the at least one anatomical element 22, using a
tracked registration probe, to obtain the tracking data.
The plurality of points may then be mapped to the patient
image data. This may yield the first registration, which
may anchor the image data to the patient tracker. To
account for movements of the at least one anatomical
element after having obtained the first registration, the
patient tracker 18 fixedly attached relative to the patient’s
body 28 may be (e.g., continuously) tracked, resulting in
a corresponding shift of the anchored patientimage data.
As another example, the patient tracker 18 may comprise
one or more fiducial markers and the image data may be
generated by scanning the patient’s body 28 and the pa-
tient tracker 18 simultaneously. The fiducial markers may
then be identified in the image data to obtain the first
registration, which may then be anchored to the patient
tracker 18. Other variants of determining the first regis-
tration are also possible.

[0064] The second registration may be obtained by
tracking the ARD 300 and the one or more of the at least
one anatomical element 22 using the STS 400. As a first
example, the ARD 300 may be provided with the tracker
20 and the STS 400 may track both the patient tracker
18 and the tracker 20 of the ARD 300. As a second ex-
ample, the pose of the ARD 300 within an operating room
may be determined using data acquired from the internal
sensor(s) 16. The STS 400 may then be used to obtain
a pose of the at least one anatomical element 22 within
the operation room. The second registration may be de-
termined based on the pose of the ARD 300 and the pose
of the at least one anatomical element 22 within the op-
eration room. As a still further example, a pose of the
patient tracker 18 or the at least one anatomical element
22 relative to the ARD 300 may be determined based on
sensor data acquired with internal sensor(s) 16 such as
a camera, a depth sensor or the like. Other variants of
determining the second registration are also possible.
[0065] The method may comprise obtaining a surface
scan of the patient’s body 28. The surface scan may con-
sist of non-medicalimage data and may be separate from
the patient image data. The surface scan may represent
only the surface of at least the portion of the patient’s
body 28. The surface scan may be acquired by the sensor
16 comprised in the ARD 300. Alternatively, the surface
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scan may be acquired by a sensor separate from (e.g.,
external to) the ARD 300. The surface scan may be ob-
tained from the STS 400. The surface scan may be ob-
tained from a time-of-flight camera, a stereo camera, a
video camera or the like.

[0066] The method may comprise a step of registering
the surface scan to the image data or vice versa, for ex-
ample based on a third registration (e.g., between (i) a
coordinate system of the image data and (ii) a coordinate
system of the surface scan or the sensor acquiring the
surface scan). The third registration may be determined
based on a tracked pose of the at least one anatomical
element 22 (e.g., tracked via the tracker 20), the first reg-
istration between the image data and the at least one
anatomical element 22, and a tracked pose of the sensor
or scanner that acquires the surface scan. Other variants
of determining the third registration are also possible.
[0067] The method may comprise determining, based
on the surface scan and the planning data (e.g., and fur-
ther based on the third registration), an incision point on
the surface of the patient’s body 28 at which an incision
is to be made for inserting the implant into the patient’s
body 28. The visualization may further indicate the inci-
sion point.

[0068] The incision point may be indicated as a virtual
marking on the surface of the patient’s body 28. The in-
cision pointmay beindicated by a symbol such as a point,
across, an arrow or the like, which is for example overlaid
onto the surface of the (e.g., portion of the) patient’s body
28 or an image thereof. The indication of the incision
point may include a numerical or textual description or
marking of the incision point.

[0069] The incision point may be determined as an in-
tersection between (i) a surface of the patient’s body in-
dicated by the surface scan and (ii) a trajectory having a
predefined pose relative to the implant. The trajectory
may be parallel or identical to a longitudinal axis of the
implant. The trajectory may be parallel or identical to an
axis around which the implant needs to be turned when
being inserted into the at least one anatomical element
22. The visualization may include an indication of the
trajectory.

[0070] The method may comprise determining wheth-
er the trajectory intersects one or more anatomical ele-
ments (e.g., including the at least one anatomical ele-
ment 22). If the trajectory intersects the one or more an-
atomical elements, the visualization may include an in-
dication of the trajectory intersecting the one or more
anatomical elements (e.g., a highlighting of the intersect-
ed anatomical element(s)).

[0071] The method may comprise determining, based
on the planning data (and, optionally, based on the im-
plant data), a pose of a surgical instrument configured to
coupletotheimplanttoinsertthe implantinto the patient’s
body. The surgical instrument may be a screwdriver. The
method may comprise determining, based on the pose
of the surgical instrument and based on one or more ge-
ometric properties of the surgical instrument (e.g., a size,
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shape or type thereof), whether the surgical instrument
inthe determined pose intersects one or more anatomical
elements (e.g., including the at least one anatomical el-
ement 22). If the surgical instrument intersects the one
or more anatomical elements, the visualization may in-
clude anindication of the surgical instrument intersecting
the one or more anatomical elements, for example in the
form of awarning message or by highlighting intersection
areas or volumes between the surgical instrument and
the one or more anatomical elements.

The method may further comprise, after having triggered
display of the visualization, obtaining a user input indic-
ative of an updated planned pose of the implant relative
to the at least one anatomical element 22 (e.g., as rep-
resented by the image data). The method may comprise
updating the visualization based on the updated planned
pose. The user input may be obtained via the ARD 300.
The user input may comprise a command gesture. The
user input may be obtained via the sensor 16 comprised
inthe ARD 300, which is for example also used to acquire
the surface scan. The user input may define a change of
the planned pose of the implant, for example a change
of the planned position of the implant, a change of the
planned orientation of the implant or a change of the
planned position and the planned orientation of the im-
plant.

[0072] The visualization may guide a surgeon on how
to adapt the planned pose of the implant. The visualiza-
tion may guide a surgeon on how to adapt the planned
pose by distinguishably visualizing the at least one first
part from the at least one second part. The visualization
may provide the surgeon with information on the first part
of the implant that lies within the at least one anatomical
element 22, and the second part of the implant that lies
outside the at least one anatomical element 22 such that
the surgeon may not need to cognitively determine these
parts by himself. The visualization may guide the surgeon
on how to adapt the pose of the implant such that the at
least one second part is minimized in size, such that a
portion of the at least one second part is changed into a
portion of the at least one first part or such that the at
least one first part is maximized in size, for example.
[0073] The sequence of the steps 202, 204 and 206
may be changed, as long as these steps are performed
before step 208. Two or more of the steps 202, 204 and
206 may be combined in a single step. For example, two
or more of the image data, the implant data and the plan-
ning data may be included in a single dataset obtained
in a single step.

[0074] Fig. 3a-3f show visualizations in accordance
with the present disclosure. In these examples, the im-
plant30is apedicle screw and the atleast one anatomical
element 22 is a vertebra. Each of the visualizations of
Figs. 3a-3f may correspond to the visualization triggered
to be displayed in step 210.

[0075] In the example of Fig. 3a, the screw 30 com-
prises a screw head 32, which may correspond to the
third segment described herein. The screw 30 further
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comprises a shaft 34, which may correspond to the fourth
segment described herein. The visualization indicates
these two segments distinguishably. The planned pose
defines the alignment between the implant 30 and the
vertebra 22 as represented by the patient image data.
The first part 36 of the implant 30, which lies inside the
vertebra 22, is visualized distinguishably from the second
part 38 of the implant 30, which lies outside the vertebra
22. In this case, the surgeon will note that the second
part 38 of the implant 30 extends in the anterior direction
beyond an outer surface of the vertebral body of the ver-
tebra22. Such a screw placement is usually notintended.
The surgeon may thus adjust the planned pose such that
the distal tip of the screw 30 no longer lies outside the
vertebra 22, i.e., such that the highlighting of the screw’s
tip as second part 38 disappears.

[0076] In the example of Fig. 3a, the surgeon might
move the implant 30 into the posterior direction. Upon
receipt of a corresponding user command, the planned
pose is updated. The resulting updated visualization is
shown in Fig. 3b. As can be seen, the distal tip of the
screw 30 is nolonger highlighted as second part 38. How-
ever, a portion adjacent the screw head 32 is now high-
lighted as second part 38, which lies exterior to the ver-
tebra 22. This is because the surgeon moved the screw
30 too far into the posterior direction, or because the
length of the planned screw is too long. Note that also in
the case of Fig. 3b, the screw head 32 may be visualized
in a different manner than the second part 38 of the shaft
34, as the screw head 32 should always be arranged
outside the vertebra 22.

[0077] In some cases, the planned pose may result in
a visualization as shown in Fig. 3c. In this scenario, there
are multiple separate and distant first parts 36 of the im-
plant 30, which each lie within the vertebra 22. All of these
parts 36 may be indicated in the similar manner, for ex-
ample using the same highlighting colour. The second
part 38 in this case lies in a special zone 40, namely, in
a region between the transverse process and the verte-
bral body. For that reason, the second part 38 may be
highlighted in a different manner compared to the second
part 38 shown in Fig. 3a and Fig. 3b.

[0078] Referring to Fig. 3d, the length of the screw 30
is larger compared with Fig. 3c. The distal tip of the screw
30 protrudes beyond the anterior surface of the vertebra
22. Thus, the distal tip represents a second part 38 of
the screw 30, which lies outside the vertebra 22. At the
other longitudinal end of the scree 30, another second
part 38 of the implant 30 is highlighted. The second part
38 in the middle of the screw 30, which lies in the special
zone 40, is highlighted similarly as in Fig. 3c. As can be
seen, the second parts 38 are highlighted differently de-
pending on whether or not they lie in the special zone
40. Multiple zones may be defined relative to the vertebra
22, for example the special zone 40, a posterior zone 42
and an anterior zone 44. The second part 38 may be
highlighted differently depending on the zone in which it
lies. The highlighting of the second parts 38 may also
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depend on their respective positions along the screw
length. For instance, second parts 38 at the distal screw
tip mightbe highlighted distinguishably from second parts
38 adjacent to the screw head 32, as second parts 38 at
the distal screw tip generally pose a greater surgical risk.
[0079] Fig. 3e shows another example in which the
screw 30 partly extends within the vertebra 22 and partly
outside thereof. In this example, the screw head 32 is
highlighted in a similar manner as the first part 36 to focus
the surgeon on the second part 38 of the screw 30. The
second part 38 extends through the vertebral foramen.
In this critical zone 46, nerve tissue of the spinal cord is
arranged. Thus, a screw placement as shown in Fig. 3e
should generally be avoided. The second part 38 may
be highlighted in highly visible colours using a flashing
highlighting. The surgeon may also be provided with a
textual warning.

[0080] Due to the distinguishable highlighting of the
first and second parts 36, 38 of the implant 30, the sur-
geon can easily recognize which parts of the implant 30
are aligned properly relative to the vertebra 22, and which
parts might cause issues during or after surgery. He may
then adjust the planned pose of the implant 30 accord-
ingly using the visualization. The visualization may be
continually updated upon adjusting the planned pose
based on user feedback of the surgeon. This feedback
loop may result in an optimal screw placement, as ex-
emplarily illustrated in Fig. 3f.

[0081] The (e.g., adjusted or updated) planned pose
of the implant 30 may be used to determine an incision
point 47 on a surface 48 of the patient’s body 28. In par-
ticular, the surface scan may be acquired and registered
to the patient image data. This results in a known spatial
relationship between the surface 48 of the patient’s body
28 and the vertebra 22 as represented by the patient
image data. The planned pose, which is for example de-
fined relative to the patientimage data, can then be used
to determine, as the incision point 47, an intersection
between (i) a trajectory 50 coinciding with the longitudinal
screw axis of the pedicle screw 30 and (ii) the surface 48
as represented by the surface scan. The visualization
triggered to be displayed may then comprise an indica-
tion of the incision point 47 and, optionally, an indication
of the trajectory 50. The incision point 47 may lie on a
region of the surface to that needs to be protected (i.e.,
that is not suitable for making an incision). The trajectory
may extend through critical body tissue such as nerves,
artilleries or veins. The surgeon may then adjust the
planned pose once more to avoid a disadvantageous in-
cision point or trajectory.

[0082] If the trajectory 50 intersects the vertebra 22 or
an adjacent vertebra, the visualization may include an
indication thereof. For example, all bones except for the
vertebra 22, which are intersected by the trajectory, may
be highlighted. Based on the adjusted pose of the implant
30, a pose of a surgical implant placement instrument
may be determined. The pose of the surgical implant
placement instrument may be an estimate in which pose
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the surgical implant placement instrument needs to be
to position the implant 30 in the adjusted planned pose.
The geometry of the surgical implant placement instru-
ment may be known. This allows determining whether
the surgical implant placement instrument, when placing
the implant 30 at the adjusted planned pose, intersects
one or more anatomical elements (e.g., including the ver-
tebra 22). The visualization may include a visual high-
lighting of volumes of bones intersected by the surgical
implant placement instrument. The surgeon may then
decide whether to adapt the planned pose further, for
example to avoid having to perform a bone resection be-
fore being able to place the implant 30 in its adjusted
pose.

[0083] The surgeon may not only adjust the planned
pose of the implant 30, but may alternatively or addition-
ally adjust another property of the implant 30 (e.g., a type
of the implant 30, a length of the implant 30 such as a
screw length, a diameter of the implant 30 such as a
screw diameter, or the like). The visualization may then
be updated accordingly. Also in this case, the visualiza-
tion may guide the surgeon on how to adapt the other
property.

[0084] The incision point 47 may alternatively be de-
termined in a distinct second method, which does not
necessarily include the method steps described above
with reference to Fig. 2. The second method may be per-
formed by one or both of the processors 2, 8.

[0085] The second method comprises obtaining (e.g.,
the) planning data indicative of a (e.g., the) planned pose
of animplant (e.g., the implant 30) relative to at least one
anatomical element (e.g., 22) comprised in a portion of
a patient’s body (e.g., 28). The second method further
comprises obtaining a (e.g., the) surface scan of at least
the portion of the patient’s body (e.g., 28). The second
method comprises determining, based on the surface
scan and the planning data, an incision point (e.g., 47)
on the surface of the patient’s body (e.g., 28) at which
an incision is to be made for inserting the implant (e.g.,
30) into the patient’s body (e.g., 28). The method may
comprise triggering display of a visualization indicating
the incision point (e.g., 47). This visualization may be an
augmented view and may be triggered to be displayed
on the display 14 of the ARD 300. The incision point (e.g.,
47) may be determined as an intersection between (i) a
surface of the patient’s body (e.g., 28) indicated or rep-
resented by the surface scan and (ii) a trajectory (e.g.,
50) having a predefined pose relative to the implant (e.g.,
30). The trajectory (e.g., 50) may coincide with a longi-
tudinal axis of the implant (e.g., 30). The visualization
may correspond to that illustrated in Fig. 3f.

[0086] The present disclosure may provide a visuali-
zation that informs a surgeon about which parts of a
planned implant lie inside an anatomical element and
which parts do not. The visualization may indicate wheth-
ertheimplantinthe planned pose extends through critical
zones comprising artilleries, nerve tissue and the like, or
whether the implant is only arranged inside the first an-
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atomical elementasintended. The visualization may also
inform the surgeon about an incision point that complies
with the planned pose of the implant. An augmented view
may improve the surgeon’s understanding and percep-
tion of the relative spatial alignment between the planed
implant and the anatomical element. By identifying the
anatomical element in the patient image data, a special
or critical zone may be determined without requiring the
surgeon to designate the zones manually. The surgeon
may plan the implant’s planned pose in an image of the
patient image data, obviating the need for a registration
between the planned pose and the image data and thus
saving processing effort. The pose may be determined
automatically based on the image data, which means the
surgeon does not need to plan the pose manually. The
described technique may help the surgeon in judging
whether the planned pose is acceptable or not. In partic-
ular, the visualization may guide a surgeon whether and
how to adjust the planned pose, and updating the visu-
alization may provide a feedback loop. Further advan-
tages will be apparent to those skilled in the art in view
of the above.

[0087] Modifications of the method(s)described herein
are possible. For example, the second method may com-
prise all steps 202-210 described with reference to Fig.
2. As another example, planned pose may be defined in
a planning coordinate system and may be transformed
into the image coordinate system using a predefined
transformation. The planned pose may be set by the sur-
geon using a tracked surgical instrument. In this case,
the planned pose may be defined in the tracking coordi-
nate system. The first registration may then be used to
transform the planned pose into the image coordinate
system. Other modifications of the present disclosure,
for example using other coordinate systems and regis-
trations, are also possible.

Claims

1. A method for visualizing a planned implant (30), the
method performed by a processing system (200) and
comprising:

obtaining (202) image data representative of a
portion of a patient’s body (28), the portion com-
prising at least one anatomical element (22);
obtaining (204) implant data indicative of one or
more geometrical properties of an implant (30)
to be implanted into the at least one anatomical
element (22);

obtaining (206) planning data indicative of a
planned pose of the implant (30) relative to the
at least one anatomical element (30);
determining (208), based on the image data, the
implant data and the planning data, at least one
first part (36) of the implant that lies inside the
atleastone anatomical element(22) and atleast
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one second part (38) of the implant (30) does
not lie inside the atleastone anatomical element
(22); and

triggering (210) display of a visualization indi-
cating the at least one first part (36) distinguish-
ably from the at least one second part (38).

The method of claim 1, wherein

the at least one second part (38) lies inside at least
one zone separate 40; 42; 44) from the at least one
anatomical element (22).

The method of claim 2, wherein at least one of the
following conditions is fulfilled:

(i) the at least one zone (40; 42; 44) comprises
a zone distant from one or more of the at least
one anatomical element (22);
(i) the at least one zone (40; 42; 44) comprises
a zone adjacent to one or more of the at least
one anatomical element (22).

The method of claim 2 or 3, wherein the visualization
indicates a first segment of the at least one second
part (38) that lies inside a first zone (40) of the at
least one zone distinguishably from a second seg-
ment of the at least one second part (38) that lies
inside asecond zone (42;44) of the atleast one zone.

The method of any one of claims 1 to 4, wherein the
visualization indicates a third segment of the at least
one second part (38) that is comprised in a first pre-
defined section of the implant (30) distinguishably
from a fourth segment of the atleast one second part
(38) thatis comprised in a second predefined section
of the implant (30), wherein the first predefined sec-
tion differs from the second predefined section.

The method of any one of claims 1 to 5, wherein
the visualization is an augmented view.

The method of claim 6, further comprising:

obtaining a first registration between (i) the im-
age data and (ii) one or more of the at least one
anatomical element (22); and

obtaining a second registration between (i) an
augmented reality device (300) comprising a
display (14) and (ii) one or more of the at least
one anatomical element (22),

wherein the visualization is determined based
on the first registration and the second registra-
tion,

wherein the visualization is triggered to be dis-
played on the display (14) of the augmented re-
ality device (300).

8. The method of any one of claims 1 to 7, further com-
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10.

1.

12.

13.

14.

15.

prising:

obtaining a surface scan of the patient’'s body
(28); and

determining, based on the surface scan and the
planning data, an incision point (47) on the sur-
face (48) of the patient’s body (28) at which an
incision is to be made for inserting the implant
(30) into the patient’s body (28), wherein

the visualization further indicates the incision
point (47).

The method of claim 8, wherein

the incision point (47) is determined as an intersec-
tion between (i) a surface (48) of the patient’s body
indicated by the surface scan and (ii) a trajectory (50)
having a predefined pose relative to the implant (30).

The method of claim 8 or 9 when depending on claim
7, wherein

the surface scan is acquired by a sensor comprised
in the augmented reality device (300).

The method of any one of claims 1 to 10, further
comprising:

after having triggered display of the visualiza-
tion, obtaining a user input indicative of an up-
dated planned pose of the implant (30) relative
to the at least one anatomical element (22); and
updating the visualization based on the updated
planned pose.

The method of claim 2, or any one of claims 3 to 11
when depending on claim 2, further comprising:

identifying the at least one anatomical element
(22) in the image data; and

defining the at least one zone (40; 42; 44) based
on the identified at least one anatomical element
(22).

The method of any one of claims 1 to 12, wherein
the planned pose is defined relative to the image
data.

The method of claim 13, further comprising:

identifying the at least one anatomical element
(22) in the image data; and

determining the planned pose based on the
identified at least one anatomical element (22)
and one or more predefined spatial constraints
between the implant (30) and the identified at
least one anatomical element (22).

The method of any one of claims 1 to 14, wherein at
least one of the following conditions is fulfilled:
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(i) the atleast one anatomical element (22) com-
prises a bone such as a vertebra;

(ii) the implant (30) comprises a bone screw
such as a pedicle screw.

A system (100) comprising at least one processor
(2, 8) configured to perform a method for visualizing
a planned implant, the at least one processor (2, 8)
configured to:

obtain (202) image data representative of a por-
tion of a patient’s body (28), the portion compris-
ing at least one anatomical element (22);
obtain (204) implant data indicative of one or
more geometrical properties of an implant (30)
to be implanted into the at least one anatomical
element (22);

obtain (206) planning data indicative of a
planned pose of the implant (30) relative to the
at least one anatomical element (22);
determine, based on the image data, the implant
data and the planning data, at least one first part
(36) of the implant (30) that lies inside the at
least one anatomical element (22) and at least
one second part (38) of the implant (30) does
not lie inside the atleastone anatomical element
(22); and

trigger display of a visualization indicating the at
least one first part (36) distinguishably from the
at least one second part (38).

The system (100) of claim 16, wherein the at least
one processor (2, 8) is further configured to perform
the method according to any one of claims 2 to 15.

The system (100) of claim 16 or 17, further compris-
ing:

an augmented reality device (300) comprising a
display (14),

wherein the at least one processor (2, 8) is con-
figured to trigger display of the visualization on
the display (14) of the augmented reality device
(300).

The system (100) of claim 18, further comprising:

a tracking system (400) configured to track the pa-
tient’s body (28) and the augmented reality device
(300) to determine a relative pose between the pa-
tient’s body (28) and the augmented reality device
(300).

A computer program comprising instructions which,
when executed on at least one processor (2, 8),
cause the at least one processor (2, 8) to perform
the method according to any one of claims 1 to 15.
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Amended claims in accordance with Rule 137(2)
EPC.

A method for visualizing a planned implant (30), the
method performed by a processing system (200) and
comprising:

obtaining (202) image data representative of a
portion of a patient’s body (28), the portion com-
prising at least one anatomical element (22);
obtaining (204) implant data indicative of one or
more geometrical properties of an implant (30)
to be implanted into the at least one anatomical
element (22);

obtaining (206) planning data indicative of a
planned pose of the implant (30) relative to the
at least one anatomical element (30);
determining (208), based on the image data, the
implant data and the planning data, at least one
first part (36) of the implant that lies inside the
atleastone anatomical element (22) and atleast
one second part (38) of the implant (30) does
notlie inside the atleast one anatomical element
(22); and

triggering (210) display of a visualization indi-
cating the at least one first part (36) distinguish-
ably from the at least one second part (38), the
method further comprising:

identifying the at least one anatomical ele-
ment (22) in the image data; and
determining the planned pose based on the
identified at least one anatomical element
(22) and one or more predefined spatial
constraints between the implant (30) and
the identified at least one anatomical ele-
ment (22).

The method of claim 1, wherein

the at least one second part (38) lies inside at least
one zone separate 40; 42; 44) from the at least one
anatomical element (22).

The method of claim 2, wherein at least one of the
following conditions is fulfilled:

(i) the at least one zone (40; 42; 44) comprises
a zone distant from one or more of the at least
one anatomical element (22);
(i) the at least one zone (40; 42; 44) comprises
a zone adjacent to one or more of the at least
one anatomical element (22).

The method of claim 2 or 3, wherein the visualization
indicates a first segment of the at least one second
part (38) that lies inside a first zone (40) of the at
least one zone distinguishably from a second seg-
ment of the at least one second part (38) that lies
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inside asecond zone (42;44) of the atleast one zone.

The method of any one of claims 1 to 4, wherein the
visualization indicates a third segment of the at least
one second part (38) that is comprised in a first pre-
defined section of the implant (30) distinguishably
from a fourth segment of the atleast one second part
(38) thatis comprised in a second predefined section
of the implant (30), wherein the first predefined sec-
tion differs from the second predefined section.

The method of any one of claims 1 to 5, wherein
the visualization is an augmented view.

The method of claim 6, further comprising:

obtaining a first registration between (i) the im-
age data and (ii) one or more of the at least one
anatomical element (22); and

obtaining a second registration between (i) an
augmented reality device (300) comprising a
display (14) and (ii) one or more of the at least
one anatomical element (22),

wherein the visualization is determined based
on the first registration and the second registra-
tion,

wherein the visualization is triggered to be dis-
played on the display (14) of the augmented re-
ality device (300).

The method of any one of claims 1 to 7, further com-
prising:

obtaining a surface scan of the patient’s body
(28); and

determining, based on the surface scan and the
planning data, an incision point (47) on the sur-
face (48) of the patient’s body (28) at which an
incision is to be made for inserting the implant
(30) into the patient’s body (28), wherein

the visualization further indicates the incision
point (47).

The method of claim 8, wherein

the incision point (47) is determined as an intersec-
tion between (i) a surface (48) of the patient’s body
indicated by the surface scan and (ii) a trajectory (50)
having a predefined pose relative to the implant (30).

The method of claim 8 or 9 when depending on claim
7, wherein

the surface scan is acquired by a sensor comprised
in the augmented reality device (300).

The method of any one of claims 1 to 10, further
comprising:

after having triggered display of the visualiza-
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tion, obtaining a user input indicative of an up-
dated planned pose of the implant (30) relative
to the at least one anatomical element (22); and
updating the visualization based on the updated
planned pose.

The method of claim 2, or any one of claims 3 to 11
when depending on claim 2, further comprising:

identifying the at least one anatomical element
(22) in the image data; and

defining the at least one zone (40; 42; 44) based
on the identified at least one anatomical element
(22).

The method of any one of claims 1 to 12, wherein
the planned pose is defined relative to the image
data.

The method of any one of claims 1 to 13, wherein at
least one of the following conditions is fulfilled:

(i) the atleast one anatomical element (22) com-
prises a bone such as a vertebra;

(ii) the implant (30) comprises a bone screw
such as a pedicle screw.

A system (100) comprising at least one processor
(2, 8) configured to perform a method for visualizing
a planned implant, the at least one processor (2, 8)
configured to:

obtain (202) image data representative of a por-
tion of a patient’s body (28), the portion compris-
ing at least one anatomical element (22);
obtain (204) implant data indicative of one or
more geometrical properties of an implant (30)
to be implanted into the at least one anatomical
element (22);

obtain (206) planning data indicative of a
planned pose of the implant (30) relative to the
at least one anatomical element (22);
determine, based on the image data, the implant
data and the planning data, atleast one first part
(36) of the implant (30) that lies inside the at
least one anatomical element (22) and at least
one second part (38) of the implant (30) does
notlie inside the atleast one anatomical element
(22); and

trigger display of a visualization indicating the at
least one first part (36) distinguishably from the
at least one second part (38), the at least one
processor (2, 8) being further configured to:

identify the at least one anatomical element
(22) in the image data; and

determine the planned pose based on the
identified at least one anatomical element
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(22) and one or more predefined spatial
constraints between the implant (30) and
the identified at least one anatomical ele-
ment (22).

The system (100) of claim 15, wherein the at least
one processor (2, 8) is further configured to perform
the method according to any one of claims 2 to 14.

The system (100) of claim 15 or 16, further compris-
ing:

an augmented reality device (300) comprising a
display (14),

wherein the at least one processor (2, 8) is con-
figured to trigger display of the visualization on
the display (14) of the augmented reality device
(300).

The system (100) of claim 17, further comprising:

a tracking system (400) configured to track the pa-
tient’'s body (28) and the augmented reality device
(300) to determine a relative pose between the pa-
tient’'s body (28) and the augmented reality device
(300).

A computer program comprising instructions which,
when executed on at least one processor (2, 8),
cause the at least one processor (2, 8) to perform
the method according to any one of claims 1 to 14.
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