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(54) SYSTEMS AND METHODS FOR GENERATING EXPLAINABLE PREDICTIONS

(57) Provided are computer-implemented systems
and methods for providing explainable predictions, in-
cluding receiving a prediction objective from a user; pro-
viding at least one data set from at least one data source;
determining, at a processor, at least one activity from the
at least one data set, the at least one activity comprising
a feature of the corresponding data set; generating, at

the processor, at least one attribution model from the at
least one feature, the at least one attribution model op-
erative to provide a prediction and an associated expla-
nation; generating an explainable prediction comprising
a prediction rationale based on the prediction objective
received from the user and the at least one attribution
model.
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Description

Field

[0001] The described embodiments relate generally to
systems and methods for generating explainable predic-
tions for customer relationship management, and specif-
ically to generating explainable predictions that include
attribution data associated with each prediction.

Background

[0002] Customer relationship management (CRM)
systems and methods are conventionally used by busi-
nesses and other organizations to administer interac-
tions with customers. These systems and methods typ-
ically use data analysis to study large amounts of infor-
mation and to provide reports and analyses for users.
[0003] CRM systems compile data from a range of dif-
ferent communication channels, including a company’s
website, telephone, email, live chat, marketing materials
and more recently, social media. They allow businesses
to learn more about their target audiences and how to
best cater for their needs, thus retaining customers and
driving sales growth. CRM systems may be used with
past, present or potential customers. The concepts, pro-
cedures and rules that a corporation follows when com-
municating with its consumers are referred to as CRM.
This complete connection covers direct contact with cus-
tomers, such as sales and service-related operations,
forecasting, and the analysis of consumer patterns and
behaviors, from the perspective of the company.
[0004] Conventional CRM systems may provide for
segmentation of customers. This segmentation may re-
view backward looking data (such as purchase history)
for a particular customer and identify a segment for that
customer. Conventional CRM systems however lack ad-
vanced systems for predictive segmentation.
[0005] Conventional CRM systems may provide differ-
ent reports and analyses. The reports and analyses may
be backward looking, and may provide information relat-
ing to top customer targets based on historical data.
These conventional CRM systems do not produce pre-
dictions that provide an explanation and/or a rationale
behind their predictions.
[0006] Conventional CRM systems that function
across multiple channels (i.e., different advertising or
communication methods) also do not provide for attribu-
tion. That is to say, conventional systems do not evaluate
or identify an event in a user’s history of many potential
events as a causal event.

Summary

[0007] Provided are systems and methods for gener-
ating explainable predictions.
[0008] These predictions may include predictive seg-
mentation, attribution, and may be accompanied by an

explanation.
[0009] The predictive segmentation may include
"lookalike" subject populations. Other predictions can in-
clude next best audience predictions, and next best chan-
nel predictions. These predictions each may be accom-
panied by an explanation, as previously indicated. The
predictions may be in the form of a report and each item
of the report may include an associated score. The as-
sociated score may enable a user to compare the relative
ranking of the different audiences and channels in the
predictive report.
[0010] In a first aspect, there is provided a computer-
implemented method for providing explainable predic-
tions, comprising: receiving a prediction objective from a
user; providing, at a memory, at least one data set from
at least one data source; determining, at a processor in
communication with the memory, at least one activity
from the at least one data set, the at least one activity
comprising at least one feature of the corresponding data
set; generating, at the processor, at least one attribution
model from the at least one feature of the at least one
activity, the at least one attribution model operative to
provide a prediction and at least one prediction rationale;
and generating, at the processor, an explainable predic-
tion comprising the prediction and the at least one pre-
diction rationale corresponding to the prediction, the at
least one prediction rationale determined based on the
prediction objective received from the user and the at
least one attribution model.
[0011] In one or more embodiments, the determining
the at least one activity may further comprise: determin-
ing at least one activity label corresponding to the at least
one activity, the at least one activity label comprises a
time-series activity label based on time series data in the
at least one data set; and associating the at least one
activity label with an initiating subject, wherein the initi-
ating subject may optionally be a healthcare provider.
[0012] In one or more embodiments, the at least one
activity label may comprise: a static activity label based
on the at least one data set, the static activity label com-
prising one of a trend label, a frequency label, a market
driver label, a loyalty label; a prediction outcome deter-
mined from the prediction objective, the prediction out-
come may comprise one of market share, sales volume,
and patient count; and a metric of the prediction outcome,
the metric may comprise a numerical value correspond-
ing to an increase value, a decrease value, or a neutral
value of the prediction outcome.
[0013] In one or more embodiments, the generating
the at least one attribution model from the at least one
feature of the at least one activity may comprise: deter-
mining a plurality of time-indexed activity sequences as-
sociated with the prediction outcome; identifying at least
one matching activity sub-sequence in the plurality of
time-indexed activity sequences, the at least one match-
ing activity sub-sequence may include a preceding se-
quence of actions based on a candidate activity label;
and generating an attribution model based on the at least
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one matching activity sub-sequence associated with the
prediction outcome.
[0014] In one or more embodiments, the preceding se-
quence of actions may be a variable length activity win-
dow.
[0015] In one or more embodiments, the identifying the
at least one matching activity sub-sequence may com-
prise: determining a plurality of candidate subsequences
in a plurality of time-indexed activity sequences, each of
the plurality of candidate subsequences based on the
candidate activity label and the preceding sequence of
actions; generating a trend model based on the at least
one matching activity sub-sequence; wherein the deter-
mined metric may be a lift metric associated with each
of the plurality of candidate subsequences; and wherein
the at least one matching activity sub-sequence may be
selected based on the lift metric associated with each of
the plurality of candidate subsequences.
[0016] In one or more embodiments, the method may
further include executing a SPMF algorithm.
[0017] In one or more embodiments, the method may
further include generating a binary classification model
based on the at least one matching activity sub-sequence
and the associated lift metric; wherein the generating the
at least one attribution model from the at least one feature
of the at least one activity comprises generating the at
least one attribution model based on an output of the
SPMF algorithm, the binary classification model, and the
trend model; and wherein the attribution model may be
one of a Shapley model, a Markov model and a causal
model.
[0018] In one or more embodiments, the method may
further include: determining an initiation model for each
of a plurality of initiating subjects, each initiation model
based on the at least one activity of the corresponding
initiating subject and comprising a regression model;
generating a predicted metric for a future time period
based on the initiation model for the corresponding initi-
ating subject; using an explanatory algorithm to generate
a prediction explanation based on the at least one attri-
bution model; and wherein the predicted metric may in-
clude a numerical prediction and the prediction explana-
tion.
[0019] In one or more embodiments, the explanatory
algorithm may include at least one of a Local Interpretable
Model-Agnostic Explanation algorithm or a SHapley Ad-
ditive exPlanations (SHAP) algorithm.
[0020] In one or more embodiments, the regression
model may be one of an ARIMA model, an XGBoost mod-
el, or a time series forecasting model.
[0021] In one or more embodiments, the method may
further include determining a segment label for each cor-
responding initiating subject based on the predicted met-
ric for the future time period.
[0022] In one or more embodiments, the segment label
may be determined based on an odds ratio model.
[0023] In one or more embodiments, the segment label
may be determined based on a classifier.

[0024] In one or more embodiments, the segment label
may include a rising star label, a grower label, a shrinker
label, or a switcher label.
[0025] In one or more embodiments, the determining
the segment label may include: determining an embed-
ding vector based on data from the at least one data
source associated with the initiating subject; and gener-
ating at least one matching seed, the at least one match-
ing seed based on the embedding vector, the at least
one matching seed corresponding to a predicted seg-
ment label.
[0026] In one or more embodiments, the method may
further include identifying a distance metric for each of
the at least one matching seed; and ranking the at least
one matching seed based on the distance metric.
[0027] In one or more embodiments, the predicted seg-
ment label may be a lookalike segment label for the ini-
tiating subject based on the at least one matching seed.
[0028] In one or more embodiments, the method may
further include performing a semi-supervised learning al-
gorithm.
[0029] In one or more embodiments, the prediction ob-
jective from the user may be received in a prediction re-
quest at a network device in communication with the proc-
essor, and the method may further include: transmitting,
using the network device, a prediction response compris-
ing the explainable prediction to the user.
[0030] In a second aspect, there is provided a compu-
ter-implemented system for providing explainable pre-
dictions, comprising: a memory, the memory storing at
least one attribution model; a network device; a proces-
sor in communication with the memory and the network
device, the processor configured to: receive a prediction
objective from a user via the network device; receive at
least one data set from at least one data source via the
network device; determine at least one activity from the
at least one data set, the at least one activity comprising
at least one feature of the corresponding data set; gen-
erate at least one attribution model from the at least one
feature of the at least one activity, the at least one attri-
bution model operative to provide a prediction and at least
one prediction rationale; and generate an explainable
prediction comprising the prediction and the at least one
prediction rationale based on the prediction objective re-
ceived from the user and the at least one attribution mod-
el.
[0031] In one or more embodiments, the determining
the at least one activity may further include: determining
at least one activity label corresponding to the at least
one activity, the at least one activity label comprises a
time-series activity label based on time series data in the
at least one data set; and associating the at least one
activity label with an initiating subject, wherein the initi-
ating subject may optionally be a healthcare provider.
[0032] In one or more embodiments, the at least one
activity label may comprise a static activity label based
on the at least one data set, the static activity label com-
prising one of a trend label, a frequency label, a market
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driver label, a loyalty label; a prediction outcome deter-
mined from the prediction objective, the prediction out-
come may comprise one of market share, sales volume,
and patient count; and a metric of the prediction outcome,
the metric may comprise a numerical value correspond-
ing to an increase value, a decrease value, or a neutral
value of the prediction outcome.
[0033] In one or more embodiments, the generating
the at least one attribution model from the at least one
feature of the at least one activity may include: determin-
ing a plurality of time-indexed activity sequences asso-
ciated with the prediction outcome; identifying at least
one matching activity sub-sequence in the plurality of
time-indexed activity sequences, the at least one match-
ing activity sub-sequence including a preceding se-
quence of actions based on a candidate activity label;
and generating an attribution model based on the at least
one matching activity sub-sequence associated with the
prediction outcome.
[0034] In one or more embodiments, the preceding se-
quence of actions may be a variable length activity win-
dow.
[0035] In one or more embodiments, the identifying the
at least one matching activity sub-sequence may include:
determining a plurality of candidate subsequences in the
plurality of time-indexed activity sequences, each of the
plurality of candidate subsequences based on the can-
didate activity label and the preceding sequence of ac-
tions; generating a trend model based on the at least one
matching activity sub-sequence; wherein the determined
metric may be a lift metric associated with each of the
plurality of candidate subsequences; and wherein the at
least one matching activity sub-sequence may be select-
ed based on the lift metric associated with each of the
plurality of candidate subsequences.
[0036] In one or more embodiments, the processor
may be further configured to execute an SPMF algorithm
to determine a length of a window of the preceding se-
quence of actions.
[0037] In one or more embodiments, the processor
may be further configured to: generate a binary classifi-
cation model based on the at least one matching activity
sub-sequence and the associated lift metric; wherein the
generating the at least one attribution model from the at
least one feature of the at least one activity may comprise
generating the at least one attribution model based on
an output of the SPMF algorithm, the binary classification
model, and the trend model; and wherein the attribution
model may be one of a Shapley model, a Markov model
and a causal model.
[0038] In one or more embodiments, the processor
may be further configured to: determine an initiation mod-
el for each of a plurality of initiating subjects, each initi-
ation model based on the at least one activity of the cor-
responding initiating subject and comprising a regression
model; generate a predicted metric for a future time pe-
riod based on the initiation model for the corresponding
initiating subject; use an explanatory algorithm to gener-

ate a prediction explanation based on the at least one
attribution model; and wherein the predicted metric may
comprise a numerical prediction and the prediction ex-
planation.
[0039] In one or more embodiments, the explanatory
algorithm may include at least one of a Local Interpretable
Model-Agnostic Explanation algorithm or a SHapley Ad-
ditive exPlanations algorithm.
[0040] In one or more embodiments, the regression
model may be one of an ARIMA model, an XGBoost mod-
el, or a time series forecasting model.
[0041] In one or more embodiments, the processor
may be further configured to: determine a segment label
for each corresponding initiating subject based on the
predicted metric for the future time period.
[0042] In one or more embodiments, the segment label
may be determined based on an odds ratio model.
[0043] In one or more embodiments, the segment label
may be determined based on a classifier.
[0044] In one or more embodiments, the segment label
may include a rising star label, a grower label, a shrinker
label, or a switcher label.
[0045] In one or more embodiments, the determining
the segment label may comprise: determining an embed-
ding vector based on data from the at least one data
source associated with the initiating subject; and gener-
ating at least one matching seed, the at least one match-
ing seed based on the embedding vector, the at least
one matching seed corresponding to a predicted seg-
ment label.
[0046] In one or more embodiments, the processor
may be further configured to: identify a distance metric
for each of the at least one matching seed; and rank the
at least one matching seed based on the distance metric.
[0047] In one or more embodiments, the predicted seg-
ment label may be a lookalike segment label for the ini-
tiating subject based on the at least one matching seed.
[0048] In one or more embodiments, the processor
may be further configured to perform a semi-supervised
learning algorithm.
[0049] In one or more embodiments, the prediction ob-
jective from the user may be received in a prediction re-
quest at the network device; and the processor may be
further configured to transmit, using the network device,
a prediction response comprising the explainable predic-
tion to the user.
[0050] In a third aspect, there is provided a computer-
implemented method for explainable audience reporting,
comprising: providing, at a display device of a user de-
vice, an audience reporting interface; receiving, from a
user input device of the user device, an audience predic-
tion objective; transmitting, at a network device of the
user device to an explainable prediction system, an au-
dience prediction request comprising the audience pre-
diction objective; receiving, at the network device of the
user device from the explainable prediction system, an
audience prediction response corresponding to the au-
dience prediction request, the audience prediction re-
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sponse comprising a plurality of audience predictions,
each audience prediction comprising a prediction and at
least one prediction rationale corresponding to the pre-
diction; and displaying, at the display device of the user
device, the audience reporting interface comprising the
plurality of audience predictions and the corresponding
at least one prediction rationale.
[0051] In one or more embodiments, each of the plu-
rality of audience predictions may include an audience
score; and the audience reporting interface may display
the plurality of audience predictions in a ranked list
ranked based on the corresponding audience scores.
[0052] In one or more embodiments, each of the plu-
rality of audience predictions may correspond to an ini-
tiating subject and may optionally be a healthcare pro-
vider.
[0053] In one or more embodiments, each of the plu-
rality of audience predictions may include one or more
audience segments, further comprising: displaying, at
the display device of the user device, the one or more
audience segments on the ranked list on the audience
reporting interface.
[0054] In one or more embodiments, the method may
further include displaying, at the display device of the
user device, a change in the audience score of a chang-
ing audience prediction in the plurality of audience pre-
dictions.
[0055] In one or more embodiments, the audience
score may be a numerical score corresponding to an au-
dience subject.
[0056] In one or more embodiments, the audience
score may be a categorical score corresponding to an
audience subject.
[0057] In one or more embodiments, each of the plu-
rality of audience predictions may include an audience
identifier, and the method may further comprise: receiv-
ing, from the user input device of the user device, a se-
lection of a candidate audience prediction in the plurality
of audience predictions; and displaying, at the display
device of the user device, the audience reporting inter-
face comprising audience data corresponding to the au-
dience identifier associated with the candidate audience
prediction.
[0058] In one or more embodiments, the method may
further include: displaying, at the display device of the
user device, the audience reporting interface comprising
the at least one prediction rationale corresponding to the
candidate audience prediction.
[0059] In one or more embodiments, the at least one
prediction rationale may include at least one explanation
for the candidate audience prediction.
[0060] In one or more embodiments, the method may
further include: receiving, from the user input device of
the user device, a selection of a candidate audience pre-
diction in the plurality of audience predictions; and dis-
playing, at the display device of the user device, the au-
dience reporting interface comprising contact timeline
data corresponding to an audience identifier associated

with the candidate audience prediction.
[0061] In one or more embodiments, the method may
further include: receiving, from the user input device of
the user device, a note input corresponding to an entry
of the contact timeline data; and transmitting, from the
network device to the explainable prediction system, the
note input corresponding to the entry of the contact time-
line data.
[0062] In one or more embodiments, each of the plu-
rality of audience predictions may include at least two
corresponding audience scores, the at least two corre-
sponding audience scores may include a first audience
score for a prior time period and a second audience score
for a current time period, and the method may further
include: receiving, from the user input device of the user
device, a selection of a candidate audience prediction in
the plurality of audience predictions; and displaying, at
the display device of the user device, the audience re-
porting interface comprising the first audience score for
the prior time period and the second audience score for
the current time period.
[0063] In one or more embodiments, the audience re-
porting interface may further comprise a channel com-
munication prediction, the channel communication pre-
diction corresponding to the audience identifier associ-
ated with the candidate audience prediction.
[0064] In one or more embodiments, the channel com-
munication prediction may comprise one of a face-to-
face meeting activity prediction, a telephone call activity
prediction, an email activity prediction, an advertisement
activity prediction, a lunch and learn activity prediction,
a learning channel prediction, a sample drop channel pre-
diction and any other channel that the customer might
utilize.
[0065] In a fourth aspect, there is provided a computer-
implemented system for explainable audience reporting,
comprising: a display device for displaying an audience
reporting interface; a user input device receiving an au-
dience prediction objective from a user; a network device;
a processor configured to: transmit, using the network
device, an audience prediction request to an explainable
prediction system, the audience prediction request com-
prising the audience prediction objective; receive, using
the network device, an audience prediction response cor-
responding to the audience prediction request from the
explainable prediction system, the audience prediction
response comprising a plurality of audience predictions,
each audience prediction comprising a prediction and at
least one prediction rationale corresponding to the pre-
diction; and display, using the display device, the audi-
ence reporting interface comprising the plurality of audi-
ence predictions and the corresponding at least one pre-
diction rationale.
[0066] In one or more embodiments, each of the plu-
rality of audience predictions may include an audience
score; and the audience reporting interface may display
the plurality of audience predictions in a ranked list
ranked based on the corresponding audience scores.
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[0067] In one or more embodiments, each of the plu-
rality of audience predictions may correspond to an ini-
tiating subject, and optionally may be a healthcare pro-
vider.
[0068] In one or more embodiments, each of the plu-
rality of audience predictions may include one or more
audience segments, and the processor may be further
configured to display, at the display device, the one or
more audience segments on the ranked list on the audi-
ence reporting interface.
[0069] In one or more embodiments, the system may
further include displaying, at the display device, a change
in the audience score of a changing audience prediction
in the plurality of audience predictions.
[0070] In one or more embodiments, the audience
score may be a numerical score corresponding to an au-
dience subject.
[0071] In one or more embodiments, the audience
score may be a categorical score corresponding to an
audience subject.
[0072] In one or more embodiments, each of the plu-
rality of audience predictions may include an audience
identifier, and the processor may be further configured
to: receive, from the user input device, a selection of a
candidate audience prediction in the plurality of audience
predictions; and display, at the display device, the audi-
ence reporting interface comprising audience data cor-
responding to the audience identifier associated with the
candidate audience prediction.
[0073] In one or more embodiments, the system may
further include: displaying, at the display device the au-
dience reporting interface comprising at least one pre-
diction rationale corresponding to the candidate audi-
ence prediction.
[0074] In one or more embodiments, the at least one
prediction rationale may include at least one explanation
for the candidate audience prediction.
[0075] In one or more embodiments, the processor
may be further configured to: receive, from the user input
device, a selection of a candidate audience prediction in
the plurality of audience predictions; and display, at the
display device, the audience reporting interface compris-
ing contact timeline data corresponding to an audience
identifier associated with the candidate audience predic-
tion.
[0076] In one or more embodiments, the processor
may be further configured to: receive, from the user input
device, a note input corresponding to an entry of the con-
tact timeline data; and transmit, from the network device
to the explainable prediction system, the note input cor-
responding to the entry of the contact timeline data.
[0077] In one or more embodiments, each of the plu-
rality of audience predictions may include at least two
corresponding audience scores, the at least two corre-
sponding audience scores may include a first audience
score for a prior time period and a second audience score
for a current time period, and the processor may be fur-
ther configured to: receive, from the user input device, a

selection of a candidate audience prediction in the plu-
rality of audience predictions; and display, at the display
device, the audience reporting interface comprising the
first audience score for the prior time period and the sec-
ond audience score for the current time period.
[0078] In one or more embodiments, the audience re-
porting interface may further comprise a channel com-
munication prediction, the channel communication pre-
diction corresponding to the audience identifier associ-
ated with the candidate audience prediction.
[0079] In one or more embodiments, the channel com-
munication prediction may comprise one of a face-to-
face meeting activity prediction, a telephone call channel
prediction, an email channel prediction, an advertise-
ment channel prediction, a lunch and learn channel pre-
diction, a learning channel prediction and a sample drop
channel prediction. Other channels may be included in
the prediction, as are known.
[0080] In a fifth aspect, there is provided a computer-
implemented method for providing explainable predic-
tions, comprising: receiving a prediction objective from a
user; providing, at a memory, at least one data set from
at least one data source; determining, at a processor in
communication with the memory, at least one activity
from the at least one data set, the at least one activity
comprising at least one feature of the corresponding data
set; generating, at the processor, at least one channel
attribution model from the at least one feature of the at
least one activity, the at least one channel attribution
model operative to provide a channel prediction and at
least one prediction rationale; and generating, at the
processor, an explainable prediction comprising the
channel prediction and the at least one prediction ration-
ale corresponding to the channel prediction, the at least
one prediction rationale determined based on the predic-
tion objective received from the user and the at least one
channel attribution model.
[0081] In one or more embodiments, the generating
the at least one channel attribution model from the at
least one feature of the at least one activity may comprise:
determining a time-indexed activity sequence associated
with the prediction outcome; determining a lift metric of
each of at least two channels, each of the at least two
channels corresponding to an activity from the time-in-
dexed activity sequence; and generating the channel at-
tribution model based on the at least one matching ac-
tivity sub-sequence associated with the prediction out-
come.
[0082] In one or more embodiments, the determining
a lift metric of each of at least two channels may comprise:
determining a subject conversion ratio for each of the at
least two channels; determining a control subject group;
determining a control conversion ratio for each of the at
least two channels based on the control subject group;
and determining the lift metric for each of the at least two
channels based on the subject conversion ratio and the
control conversion ratio.
[0083] In one or more embodiments, the lift metric for
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each of the at least two channels may comprise a weight-
ed combination including a 65% weighting of the subject
conversion ratio and a 35% weighting of the control con-
version ratio.
[0084] In one or more embodiments, the determining
a control subject group may comprise: determining a
lookalike subject group based on the subject identifier
and a lookalike subject model; determining the control
subject group based on the lookalike subject group and
a propensity score determined for each subject of the
lookalike subject group.
[0085] In one or more embodiments, each of the at
least two channels may comprise one of a face-to-face
meeting channel, a telephone call channel, an email
channel, an advertisement channel, a lunch and learn
channel, a learning channel, a sample drop channel.
[0086] In one or more embodiments, the time-indexed
activity sequence may be a predetermined length of time.
[0087] In one or more embodiments, the predeter-
mined length of time may be 6 months.
[0088] In one or more embodiments, the prediction ob-
jective from the user may be received in a prediction re-
quest at a network device in communication with the proc-
essor, and the method may further comprise: transmit-
ting, using the network device, a prediction response
comprising the explainable prediction to the user.
[0089] In a sixth aspect, there is provided a computer-
implemented system for providing explainable predic-
tions, comprising: a user input device, the user input de-
vice receiving a prediction objective from a user; a mem-
ory, the memory comprising at least one data set from
at least one data source; a processor in communication
with the user input device and the memory, the processor
configured to: determine at least one activity from the at
least one data set, the at least one activity comprising at
least one feature of the corresponding data set; generate
at least one channel attribution model from the at least
one feature of the at least one activity, the at least one
channel attribution model operative to provide a channel
prediction and at least one prediction rationale; and gen-
erate an explainable prediction comprising the channel
prediction and the at least one prediction rationale cor-
responding to the channel prediction, the at least one
prediction rationale determined based on the prediction
objective received from the user and the at least one
channel attribution model.
[0090] In one or more embodiments, the generating
the at least one channel attribution model from the at
least one feature of the at least one activity may comprise:
determining a time-indexed activity sequence associated
with the prediction outcome; determining a lift metric of
each of at least two channels, each of the at least two
channels corresponding to an activity from the time-in-
dexed activity sequence; and generating the channel at-
tribution model based on the at least one matching ac-
tivity sub-sequence associated with the prediction out-
come.
[0091] In one or more embodiments, the determining

a lift metric of each of at least two channels may comprise:
determining a subject conversion ratio for each of the at
least two channels; determining a control subject group;
determining a control conversion ratio for each of the at
least two channels based on the control subject group;
and determining the lift metric for each of the at least two
channels based on the subject conversion ratio and the
control conversion ratio.
[0092] In one or more embodiments, the lift metric for
each of the at least two channels may comprise a weight-
ed combination including a 65% weighting of the subject
conversion ratio and a 35% weighting of the control con-
version ratio.
[0093] In one or more embodiments, the determining
the control subject group may comprise: determining a
lookalike subject group based on the subject identifier
and a lookalike subject model; determining the control
subject group based on the lookalike subject group and
a propensity score determined for each subject of the
lookalike subject group.
[0094] In one or more embodiments, each of the at
least two channels may comprise one of a face-to-face
meeting channel, a telephone call channel, an email
channel, an advertisement channel, a lunch and learn
channel, a learning channel, a sample drop channel.
[0095] In one or more embodiments, the time-indexed
activity sequence may be a predetermined length of time.
[0096] In one or more embodiments, the predeter-
mined length of time may be 6 months.
[0097] In one or more embodiments, the prediction ob-
jective from the user may be received in a prediction re-
quest at a network device in communication with the proc-
essor, and the processor may be further configured to:
transmit, using the network device, a prediction response
comprising the explainable prediction to the user.

Brief Description of the Drawings

[0098] A preferred embodiment of the present inven-
tion will now be described in detail with reference to the
drawings, in which:

FIG. 1 is a system diagram showing a system for
explainable predictions in accordance with one or
more embodiments;
FIG. 2 is another system diagram in accordance with
one or more embodiments;
FIG. 3 is a data schema diagram in accordance with
one or more embodiments;
FIG. 4 is a predictive modelling method and segmen-
tation method diagram in accordance with one or
more embodiments;
FIG. 5 is a prediction reporting method diagram in
accordance with one or more embodiments;
FIG. 6 is a high-level system diagram in accordance
with one or more embodiments;
FIG. 7 is an authentication diagram in accordance
with one or more embodiments;
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FIG. 8 is a data ingestion diagram in accordance with
one or more embodiments;
FIG. 9 is a system diagram for data labelling in ac-
cordance with one or more embodiments;
FIG. 10 is a data labelling diagram in accordance
with one or more embodiments;
FIG. 11 is an analysis pipeline diagram in accord-
ance with one or more embodiments;
FIG. 12 is an objective preprocessing labelling dia-
gram in accordance with one or more embodiments;
FIG. 13 is another objective labelling diagram in ac-
cordance with one or more embodiments;
FIG. 14 is an objective labelling output diagram in
accordance with one or more embodiments;
FIG. 15 is a user segmentation diagram in accord-
ance with one or more embodiments;
FIG. 16 is a predictive user segmentation diagram
in accordance with one or more embodiments;
FIG. 17 is an audience reporting diagram in accord-
ance with one or more embodiments;
FIG. 18 is an audience reporting simulation diagram
in accordance with one or more embodiments;
FIG. 19 is an audience reporting recommendation
diagram in accordance with one or more embodi-
ments;
FIG. 20 is a prediction model diagram in accordance
with one or more embodiments;
FIG. 21 is another predictive user segmentation di-
agram in accordance with one or more embodi-
ments;
FIG. 22 is a predictive scoring diagram in accordance
with one or more embodiments;
FIG. 23 is a segmentation, attribution, and labelling
diagram in accordance with one or more embodi-
ments;
FIG. 24 is an example causal window estimation di-
agram in accordance with one or more embodi-
ments;
FIG. 25 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 26 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 27 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 28 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 29 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 30 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 31 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 32 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 33 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 34 is another causal window estimation diagram
in accordance with one or more embodiments;

FIG. 35 is another causal window estimation diagram
in accordance with one or more embodiments;
FIG. 36 is a binary classification evaluation diagram
in accordance with one or more embodiments;
FIG. 37 is a binary classification based window and
sub-sequence detection diagram in accordance with
one or more embodiments;
FIG. 38 is another binary classification evaluation
diagram in accordance with one or more embodi-
ments;
FIG. 39 is another binary classification evaluation
diagram in accordance with one or more embodi-
ments;
FIG. 40 is another binary classification evaluation
diagram in accordance with one or more embodi-
ments;
FIG. 41 is another binary classification evaluation
diagram in accordance with one or more embodi-
ments;
FIG. 42 is a segmentation diagram in accordance
with one or more embodiments;
FIG. 43 is a segmentation evaluation diagram in ac-
cordance with one or more embodiments;
FIG. 44 is another segmentation diagram in accord-
ance with one or more embodiments;
FIG. 45 is another segmentation diagram in accord-
ance with one or more embodiments;
FIG. 46 is another segmentation diagram in accord-
ance with one or more embodiments;
FIG. 47 is a user interface diagram in accordance
with one or more embodiments;
FIG. 48 is a predictive segmentation diagram in ac-
cordance with one or more embodiments;
FIG. 49 is a predictive segmentation model training
diagram in accordance with one or more embodi-
ments;
FIG. 50 is an audience reporting diagram in accord-
ance with one or more embodiments;
FIG. 51 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 52 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 53 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 54 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 55 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 56 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 57 is another user interface diagram in accord-
ance with one or more embodiments;
FIG. 58 is another method diagram in accordance
with one or more embodiments;
FIG. 59 is another method diagram in accordance
with one or more embodiments; and
FIG. 60 is another method diagram in accordance
with one or more embodiments.
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Description of Exemplary Embodiments

[0099] It will be appreciated that numerous specific de-
tails are set forth in order to provide a thorough under-
standing of the example embodiments described herein.
However, it will be understood by those of ordinary skill
in the art that the embodiments described herein may be
practiced without these specific details. In other instanc-
es, well-known methods, procedures and components
have not been described in detail so as not to obscure
the embodiments described herein. Furthermore, this de-
scription and the drawings are not to be considered as
limiting the scope of the embodiments described herein
in any way, but rather as merely describing the imple-
mentation of the various embodiments described herein.
[0100] It should be noted that terms of degree such as
"substantially", "about" and "approximately" when used
herein mean a reasonable amount of deviation of the
modified term such that the end result is not significantly
changed. These terms of degree should be construed as
including a deviation of the modified term if this deviation
would not negate the meaning of the term it modifies.
[0101] In addition, as used herein, the wording "and/or"
is intended to represent an inclusive-or. That is, "X and/or
Y" is intended to mean X or Y or both, for example. As a
further example, "X, Y, and/or Z" is intended to mean X
or Y or Z or any combination thereof.
[0102] The embodiments of the systems and methods
described herein may be implemented in hardware or
software, or a combination of both. These embodiments
may be implemented in computer programs executing
on programmable computers, each computer including
at least one processor, a data storage system (including
volatile memory or non-volatile memory or other data
storage elements or a combination thereof), and at least
one communication interface. For example, and without
limitation, the programmable computers (referred to be-
low as computing devices) may be a server, network ap-
pliance, embedded device, computer expansion module,
a personal computer, laptop, personal data assistant, cel-
lular telephone, smart-phone device, tablet computer, a
wireless device or any other computing device capable
of being configured to carry out the methods described
herein.
[0103] In some embodiments, the communication in-
terface may be a network communication interface. In
embodiments in which elements are combined, the com-
munication interface may be a software communication
interface, such as those for inter-process communication
(IPC). In still other embodiments, there may be a combi-
nation of communication interfaces implemented such
as hardware, software, and combinations thereof.
[0104] Program code may be applied to input data to
perform the functions described herein and to generate
output information. The output information is applied to
one or more output devices, in known fashion.
[0105] Each program may be implemented in a high-
level procedural or object-oriented programming and/or

scripting language, or both, to communicate with a com-
puter system. However, the programs may be imple-
mented in assembly or machine language, if desired. In
any case, the language may be a compiled or interpreted
language. Each such computer program may be stored
on a storage media or a device (e.g., ROM, magnetic
disk, optical disc) readable by a general or special pur-
pose programmable computer, for configuring and oper-
ating the computer when the storage media or device is
read by the computer to perform the procedures de-
scribed herein. Embodiments of the system may also be
considered to be implemented as a non-transitory com-
puter-readable storage medium, configured with a com-
puter program, where the storage medium so configured
causes a computer to operate in a specific and predefined
manner to perform the functions described herein.
[0106] Furthermore, the system, processes and meth-
ods of the described embodiments are capable of being
distributed in a computer program product comprising a
computer readable medium that bears computer usable
instructions for one or more processors. The medium
may be provided in various forms, including one or more
diskettes, compact disks, tapes, chips, wireline transmis-
sions, satellite transmissions, internet transmission or
downloads, magnetic and electronic storage media, dig-
ital and analog signals, and the like. The computer use-
able instructions may also be in various forms, including
compiled and non-compiled code.
[0107] As described herein, the term "real-time" refers
to generally real-time feedback from a user device to a
user. The term "real-time" herein may include a short
processing time, for example 100 ms to 1 second, and
the term "real-time" may mean "approximately in real-
time" or "near real-time".
[0108] The described systems and methods can allow
an entity to augment available data with additional infor-
mation. For example, an entity may have customer data
like first name, last name and location, available for its
customers. The entity may also have available 3rd party
survey data that includes demographic and additional
user information. The described systems and methods
can be used to generate matching users in the 3rd party
data corresponding to the entity’s customers. The avail-
able customer data can then be augmented based on
the data corresponding to the matching users in the 3rd
party data. The augmented data can include, for exam-
ple, demographic data and user behavior data. The de-
scribed systems and methods can be used to generate
reports based on the augmented data that provide de-
mographic and behavioral insights to the entity.
[0109] Reference is first made to FIG. 1, showing a
system diagram 100 including a platform 126 for gener-
ating explainable predictions for customer relationship
management. The system diagram 100 includes platform
126, data sources 102, 106 and 108, a network 104, user
applications 110 and 112, Application Programming In-
terfaces (APIs) 114, microservices 116, 118 and 120 and
capabilities 122 and 124.
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[0110] The data sources 102, 106 and 108 may be
existing user systems such as existing CRM systems.
The data sources 102, 106 and 108 may be, for example,
Salesforce®, Veeva® or a client specific data source. The
data sources 102 may be accessible via an Application
Programming Interface (API) integration at network 104.
A user of the system 112 may configure communication
between the platform 126 with the explainable prediction
service and the data from the particular user may be pro-
vided.
[0111] The data sources 102, 106 and 108 may include
data sources having a variety of data sets. The data sets
can include entity based data, event based data, or time
series data as described in FIG. 3.
[0112] Network 104 may be any network or network
components capable of carrying data including the Inter-
net, Ethernet, fiber optics, satellite, mobile, wireless (e.g.
Wi-Fi, WiMAX), SS7 signaling network, fixed line, local
area network (LAN), wide area network (WAN), a direct
point-to-point connection, mobile data networks (e.g.,
Universal Mobile Telecommunications System (UMTS),
3GPP Long-Term Evolution Advanced (LTE Advanced),
Worldwide Interoperability for Microwave Access
(WiMAX), etc.) and others, including any combination of
these.
[0113] The data sources 102, 106 and 108 may provide
data sets to the platform 126 via explainable prediction
service APIs 114 and network 104. The data sources
102, 106 and 108 may transmit information to the ex-
plainable prediction service 114 using an Application Pro-
gramming Interface (API) such as APIs 114 which may
either push data to the platform 126 or pull from the data
sources 102, 106 and 108. The format of the data pro-
vided using the API at data sources 102, 106 and 108
may be XML, JSON, or another interchange format as
known. The data sources 102, 106 and 108 may transmit
information to the platform 126 via API 114 using a pe-
riodic file transfer, for example, using secure File Transfer
Protocol (sFTP), in either a push or a pull manner. The
data may include customer relationship management da-
ta of a set of customers or users of a convention CRM
such as Salesforce®. In some embodiments, the data
comprises volume data, static label data, time series data
and user data.
[0114] While the data sources 102, 106 and 108 are
described herein as providing customer data from a cus-
tomer relationship management platform such as Sales-
force®, it is understood that the data sources 102, 106
and 108 may provide user information from a variety of
different platforms where such data is available. This may
include data from another customer relationship man-
agement platform such as Veeva®, or data from another
platform.
[0115] The data sources 102, 106 and 108 may include
a database for storing the data set. The data sources
102, 106 and 108 may include a Structured Query Lan-
guage (SQL) database such as PostgreSQL or MySQL
or a not only SQL (NoSQL) database such as MongoDB,

or Graph Databases, etc.
[0116] The user application 110 may be an application
for marketing or sales professionals who interact with
members of a market. For example, the marketing and
sales professionals may be pharmaceutical sales pro-
fessionals who interact with healthcare providers in-
volved in prescribing pharmaceutical products. The user
application 110 may provide reporting interfaces and pre-
dictions (including associated prediction explanations)
from platform 126 to marketing or sales professionals.
[0117] The user application 112 may be an application
for administration of platform 126, such as by a head-
office. For example, user application 112 may be provid-
ed to users from a pharmaceutical company, which has
their sales and marketing users accessing user applica-
tion 110 in parallel. The user application 112 may allow
users to configure predictions and identify business ob-
jectives at the platform. The user application 112 may
provide an aggregated dashboard view of all insights
(e.g. omni-channel attribution, prescription performance,
competitive behaviors and of the like) per geography or
territory and per segment or predictive segment. The user
application 112 may also provide a table view of the pop-
ulation of a particular segment in a particular geography
such that the user can filter, search and sort the data as
needed. The user application 112 may further provide
omni-channel specific segments which can be exported
or integrated with a marketing platform to drive cam-
paigns to the best suited segment. The user may be able
to build segments and generate a dynamic dashboard
view in user application 112. The user application 112
may report return on investment data and plat form usage
data by territory.
[0118] The APIs 114 may include a plurality of inter-
faces for integration with data sources 102, 106 and 108.
The APIs 114 may include a plurality of interfaces sup-
porting the operation of user applications 110 and 112,
for example to expose functionality in platform 126 to
users of the user applications.
[0119] The APIs 114 may be a RESTful API which may
communicate over network 104 using known data for-
mats, such as JSON, XML, etc.
[0120] Platform capabilities may include system capa-
bilities 122 and machine learning capabilities 124 which
may provide the explainable prediction features. The ca-
pabilities 122 and 124 may be operate in microservices
116, 118 and 120. Microservices 116, 118 and 120 may
be deployed in the explainable prediction platform 126
to perform specific functions as described herein.
[0121] The user accessing user applications 110 or
112 may do so using a user device (not shown) which
may be any two-way communication device with capa-
bilities to communicate with other devices. The user de-
vice may include, for example, a personal computer, a
workstation, a portable computer or a mobile phone de-
vice. The user device may be used by a user to access
reports and user interfaces provided by user applications
110 and 112 based on data from explainable prediction
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platform 126. User applications 110 and 112 may include
an application for use in the field by a user device or an
application for use in an office by a user. The user appli-
cations 110 and 112 may be web applications accessible
over a network by various user devices or may be client-
server applications including a mobile app available
through the Google® Play Store® or the Apple® App-
Store®. The user applications 110 and 112 may enable
access to the explainable prediction platform 126 via
APIs 114 to the user.
[0122] The user devices (not shown) using user appli-
cations 110 and 112 may request predictions relating to
audiences and channels. The user devices using user
applications 110 and 112 may provide configuration in-
formation for campaigns run by sales and marketing pro-
fessionals. For example, the user at a user device may
request predictions for the next best audience (i.e., the
target for marketing and sales activities) and next best
channel (i.e. the medium through which the target for
marketing and sales activities should be conducted).
[0123] The explainable prediction platform 126 may
run on a server such as the one described in FIG. 2, or
it may operate on a service such as Amazon@ Web Serv-
ices®.
[0124] Reference is next made to FIG. 2, which shows
a block diagram 200 for a server 210 in accordance with
one or more embodiments. The server 210 includes a
network unit 214, a processor unit 216, a memory unit
212. The server 210 may further include an I/O unit (not
shown) providing input/output at the server 210 and a
power unit (not shown) powering server 210.
[0125] The network unit 214 operates to send and re-
ceive data via network 208. This can include wired or
wireless connection capabilities. The network unit 214
can be used by the server 210 to communicate with other
devices or computers. For example, the server 210 may
use the network unit 214 to communicate via network
208 with a data source 202 (e.g. data sources 102, 106
and 108 in FIG. 1), a user device for a sales and marketing
user 204 (e.g. to access user application 110), and a user
device for a head office administrator 206 (e.g. to access
user application 112).
[0126] The processor unit 216 controls the operation
of the server 210. The processor unit 216 can be any
suitable processor, controller or digital signal processor
that can provide sufficient processing power depending
on the configuration, purposes and requirements of the
server 210 as is known by those skilled in the art. For
example, the processor unit 216 may be a high-perform-
ance general processor. In alternative embodiments, the
processor unit 216 can include more than one processor
with each processor being configured to perform different
dedicated tasks. In alternative embodiments, it may be
possible to use specialized hardware to provide some of
the functions provided by the processor unit 216. For
example, the processor unit 216 may include a standard
processor, such as an Intel® processor, or an AMD® proc-
essor.

[0127] The data sets may be received at network unit
214, ingested at processor unit 216, and stored in data-
base 218. The data sets can include user data such as
customer datasets associated with a store, retail outlet,
etc. and may be provided automatically by a data con-
nector.
[0128] The processor unit 216 can also generate var-
ious user interfaces. The user interfaces may be user
interfaces such as user applications 110 and 112 provid-
ing user access to the features of platform 126 (see FIG.
1).
[0129] Database 218 may store data including the in-
gested data sets from data sources 102, 106 and 108
(see FIGs. 1 and 3). The database 218 may include a
Structured Query Language (SQL) database such as
PostgreSQL or MySQL or a not only SQL (NoSQL) da-
tabase such as MongoDB, or Graph Databases, etc. The
database 218 may run on the server 210 as shown or
may also run independently on a database server in net-
work communication with the server 210. The database
218 may be provided by server 210 as shown or may
also run independently on a computing service such as
Amazon® Web Services (AWS®) or Microsoft® Azure®.
[0130] The server 210 may include a display (not
shown) that may be an LED or LCD based display and
may be a touch sensitive user input device that supports
gestures.
[0131] The I/O unit (not shown) can include at least
one of a mouse, a keyboard, a touch screen, a thum-
bwheel, a track-pad, a track-ball, a card-reader, voice
recognition software and the like again depending on the
particular implementation of the server 210.
[0132] The power unit (not shown) can be any suitable
power source that provides power to the server 210 such
as a power adaptor or a rechargeable battery pack de-
pending on the implementation of the server 210 as is
known by those skilled in the art.
[0133] The memory unit 212 comprises software code
for implementing an operating system, various programs,
feature generation 220, attribution modelling engine 222,
prediction engine 224, segmentation engine 226, looka-
like engine 228 and reporting engine 230.
[0134] The memory unit 212 may include software
code corresponding to the methods described herein.
For example, software code corresponding to FIGs. 58
- 60 may be stored in the memory unit 212 and executed
on processor unit 216.
[0135] The memory unit 212 can include RAM, ROM,
one or more hard drives, one or more flash drives or some
other suitable data storage elements such as disk drives,
etc. The memory unit 212 is used to store an operating
system and programs as is commonly known by those
skilled in the art. For instance, the operating system pro-
vides various basic operational processes for the server
210. For example, the operating system may be an op-
erating system such as Windows® Server operating sys-
tem, or Red Hat® Enterprise Linux (RHEL) operating sys-
tem, or another operating system.
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[0136] The programs include various programs so that
the server 210 can perform various functions such as,
but not limited to, receiving data sets from the data sourc-
es, providing APIs, providing user applications, and other
functions as necessary.
[0137] The feature generation 220 may implement
methods as described herein to determine features from
the data sets stored in database 218. The feature gen-
eration 220 is described in further detail below, including
at FIGs. 9 - 14.
[0138] The attribution modelling engine 222 may im-
plement methods as described herein to generate at least
one attribution model that may be stored in database
218, or elsewhere. The attribution modelling engine 222
may be described in further detail at FIGs. 23 - 41.
[0139] The prediction engine 224 may implement
methods as described herein to generate numerical mod-
els for initiating subjects and generate predicted metrics
for a future time period, as described herein. The predic-
tion engine 224 is described in further detail at FIG. 20.
[0140] The segmentation engine 226 may implement
methods as described herein to generate user segments,
and other segmentation associated with the data sets
and the initiating subjects. The segmentation engine 226
is described in further detail at FIGs. 15, 42 - 44 and 46
- 47.
[0141] The lookalike engine 228 may implement meth-
ods as described herein to generate lookalike user seg-
ments, and other predictive segmentation associated
with the data sets and the initiating subjects. The looka-
like engine 228 is described in further detail at FIGs. 16,
21 and 45.
[0142] The lookalike engine 228 may have a seed gen-
eration engine, matching engine and neural network.
[0143] The seed generation engine 234 may generate
seed entries corresponding to the initiating users (or oth-
er entities) provided in the customer data sets. Each seed
entry may correspond to one or more user features of
the initiating subject. For example, the seed generation
engine 234 may generate seed entries corresponding to
matching lookalike subjects of the initiating subject. In
some embodiments, the seed generation engine 234
may generate the seed entries by generating an identifier
comprising a hash value from the one or more features
of the corresponding initiating subject. For example, the
seed generation engine 234 can generate an identifier
comprising a hash value from data in the one or more
data sets corresponding to the initiating subject.
[0144] The seed generation engine 234 may store the
seed entries in database 218.
[0145] The seed generation engine 234 may generate
a candidate seed corresponding to an initiating subject,
or other entity. The candidate seed can be generated
based on the corresponding subject data of the initiating
subject. For example, the seed generation engine 234
may generate a candidate seed based on location data,
and gender and ethnicity data. The seed generation en-
gine 234 can generate an identifier for the candidate seed

comprising a hash value from the gender, ethnicity and
location data.
[0146] The matching engine may generate one or more
matching seeds, for a candidate seed, from among the
seed entries generated by the seed generation engine
234. The matching seeds may be generated based on
the data feature for the candidate seed, determined by
the seed generation engine 234 based on the lookalike
model. For example, the matching seeds may be gener-
ated based on the embedding vector for the candidate
seed.
[0147] The matching engine can generate a matching
score for each seed entry indicating matching between
the seed entry and the candidate seed. If the matching
score for a seed entry is above a threshold score, the
seed entry can be associated with the candidate seed
as a matching seed. The matching engine can store the
association in a seed match database, for example, a
seed match database included in database 218.
[0148] The report generation engine 230 may imple-
ment methods as described herein to generate user re-
ports based on the data sets, the features, the attribution
models, and the various segments (including predictive
segments) associated with the data sets and the initiating
subjects. The report generation engine 230 may also pro-
vide predictions to the users for next best channel and
next best audience. The report generation engine 230 is
described in more detail in FIGs. 17 - 19 and 50 - 57.
[0149] Reference is next made to FIG. 3, which shows
a data schema diagram 300 in accordance with one or
more embodiments. The data schema may include data
sets such as entity based data set 302, event based data
set 304 and time series based data set 306. Other types
of data may also be included as known.
[0150] The data sets, including data sets 302, 304, and
306 may be received over a network from a variety of
data sources. The data sets 302, 304 and 306 may be
stored in database 218 (see e.g. FIGs. 1 and 2) and may
store data including the ingested data sets from data
sources 102, 106 and 108. The data sets 302, 304, and
306 may be stored in the database 218 (see e.g. FIG. 2)
and may be provided by server 210 or may also run in-
dependently on a computing service such as Amazon®

Web Services (AWS®) or Microsoft® Azure®.
[0151] The entity data set 302 may include entity data
related to many different entities associated with the
CRM. This could include users of the CRM, clients and
customers within the CRM data, sales and marketing
staff in the CRM data, organizational units in the CRM,
etc. The entity data set 302 may include user accounts,
marketing campaigns, contacts, leads, opportunities, in-
cidents, initiating subjects such as healthcare providers,
products, patients, etc. These entities may be used to
track and support sales, marketing, and service activities.
An entity may have a set of attributes and each attribute
may represent a data item of a particular type. For ex-
ample, an account entity may have name, address, and
owner identifier attributes.
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[0152] The entity based data 302 may include different
entity type data 308 and entity contextual data 310 as-
sociated with the entity type data 308. Entity data may
include accounts data 318, subject data (for example, for
subjects such as health-care provider data) 320 and 322,
patient data 324, internal team data 326, territories and
geographical units data 328, and other unique ID data
330. An instance of entity contextual data 332 may in-
clude any contextual data related to the entity data 308.
Entities may be referred to herein as subjects, initiating
subjects, audience members, patients, internal team
members, territories and geographical units. Entities may
correspond to entity identifiers, subject identifiers, audi-
ence identifiers, etc.
[0153] The entity type data 308 may include data from
a variety of entities. Accounts data 318 may include data
about hospitals, clinics, labs, corporations and research
groups. HCP data 320 and 322 may include data about
physicians, nurses, pharmacists and midwives. Patient
data 324 may be non-identifiable and may include patient
population data, disease registries, health surveys and
electronic health records. Internal team data 326 may
include data about sales representatives, medical sci-
ence liaisons and clinical representatives. Territories and
geographical units data 328 may include data about ge-
ographical areas of interest such as medical centers, cit-
ies, provinces, states and countries. Other unique ID data
330 may include any entity data that is relevant to gen-
erating explainable predictions such as external team da-
ta, product data and disease data.
[0154] The entity contextual data 332 may include de-
scriptive data associated with an entity such as a physi-
cian. This contextual data 332 may include metadata as-
sociated with the entities 308. The entity contextual data
332 may further include data related to gender, geogra-
phy, locational demographics, specializations, education
history and Key Opinion Leader (KOL) status.
[0155] The event based data 304 may include time
stamped data 312 and time-stamped contextual data
314. Time stamped data 312 may include CRM data 334,
prior recommendation data 336 (for example, historical
predictions or scores generated for entities), other gen-
erated events data 338 and other event data 340. The
time stamped contextual data 314 may include metadata
associated with the timestamped data 312. Time
stamped contextual data 314 may include CRM topics
and content data 342, scoring context data 344 and any
other event contextual data 346.
[0156] The time stamped data 312 refers to data that
is associated with a time stamp such as data about an
interaction between a sales representative and a cus-
tomer. CRM data 334 may include data from a range of
communication channels, including a company’s web-
site, telephone, email, live chat, marketing materials and
social media materials. Recommendation or scoring data
336 may include a numerical score associated with a
customer to enable a user to compare the relative ranking
of the different audiences and channels in the predictive

report. The recommendation or scoring data 336 may
include historical predictions and scores associated with
each entity. The historical predictions may identify par-
ticular scores associated with the entities in entity data
set 302 at different time stamps. The recommendation
or scoring data 336 may be associated entity data. For
example, a numerical score may be assigned to a phy-
sician at a certain time based on the data available up
until that point. If the numerical score changes due to the
introduction of new data, a new time stamped datapoint
may be created. Other generated events data 338 may
include the latest updated data. Other event data 340
may include interaction data between sales representa-
tives and customers or clients, joining or leaving a par-
ticular segment or predictive segment, a change in HCP
priority, patient referral, lab ordering, educational events,
speaking arrangements and physician expenses with
pharmaceutical companies.
[0157] The time stamped contextual data 314 may be
categorical or numerical and may include descriptive da-
ta associated with time stamped data such as CRM data.
CRM topics and content data 342 may include labels of
CRM interactions such as "cold call" or "follow-up call".
Scoring context data 344 may include query history that
led to the score generation and score calculation data.
The scoring context data 344 may include information
about whether the physician can be influenced to have
a positive outcome for the objective based on the com-
bination of channel and messaging topic. Other event
contextual data 346 may include any contextual data as-
sociated with the variety of other event data 340.
[0158] The time series based data 306 may include
time series data 316 and time series features data 356.
Time series data 316 may include transaction data 348
such as prescription data, claims data 350 converted to
time series data, patient data 352 converted to time series
data and engagement data 354.
[0159] The time series data 316 may include data that
is tracked over a period of time. This can include trans-
action data 348 such as prescription data. The prescrip-
tion data may include patient support program (PSP) da-
ta, third party data, prescription drug provider data and
prescription device data. Converted claims data 350 may
include data from independent instances of submitted
claims that are converted into time series data. Convert-
ed patient data 352 may include data from independent
instances of patient data that are converted into time se-
ries data. Converted claims data 350 and converted pa-
tient data 352 may include data about insurance claims
or patient journey touchpoints that indicate the objectives
in the project are being achieved. For example, converted
claim data 352 may indicate that a pharmaceutical prod-
uct is being bought. Engagement data 354 may include
data for medical science liaisons and other non-prescrip-
tion use cases. Engagement data 354 in the context of
medical science liaising may include CRM interactions
with an HCP. For example, this could be a face to face
visit, an e-mail, or a speaking event.
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[0160] The time series features data 356 may be ex-
tracted from the time series data 316 and may correspond
to business objectives. The time series features data 356
may include features such as objective trend labels and
window detection information. The time series features
data 356 may be extracted automatically from the time-
series data.
[0161] The entity based data 302, event based data
304 and time series data 306 are gathered through a
data ingest process and stored in a database 218 (see
FIG. 2). This data is used to generate dynamically engi-
neered data features which are, in turn, used to generate
explainable predictions for customer relationship man-
agement.
[0162] Reference is next made to FIG. 4, which shows
an explainable prediction method diagram 400 in accord-
ance with one or more embodiments. The explainable
prediction method includes feature generation 402, attri-
bution modeling 404, prediction 406, predictive micro-
segmentation 408, historical micro-segmentation and
static segmentation 410 and lookalike segmentation 412.
[0163] The output of feature generation 402, attribution
modeling 404, prediction 406, predictive micro-segmen-
tation 408, historical micro-segmentation and static seg-
mentation 410 and lookalike segmentation 412 may be
stored in scoring database 498b and may be used as
input data to a recommendation or scoring system. Sys-
tem preference database 498a may store one or more
configuration settings for the explainable prediction sys-
tem. The databases 498a and 498b may be stored in
database 218 (see e.g. FIG. 2) and may be provided by
server 210 or may also run independent on a computing
service such as Amazon® Web Services (AWS®) or Mi-
crosoft® Azure®.
[0164] Feature generation 402 may generate at least
one feature from the data sets of data schema diagram
300 (see e.g. FIG. 3) and may be input into attribution
modeling 404. Feature generation 402 may include ac-
count specific features 414 and project specific features
416. Account specific features 414 may include time se-
ries features 418, HCP static features 422, embeddings
426, demographic features 428, time stamp features 430,
and other account specific features 432. Project specific
features 416 may include frequency labels 420 and
change point labels 424.
[0165] Feature generation 402 may include individual
measurable properties or characteristics of the data in
data schema diagram 300. Data features may be numer-
ic, structural, categorical, etc. Feature generation 402
may include features that are generated to facilitate final
end-user outputs, for example, features used in reports
to users.
[0166] Time series features 418 may include one or
more data features associated with the time series data
sets (for example, time series data sets 306).
[0167] HCP static features 422 may include one or
more data features associated with the entity data sets
(for example, entity data sets 302).

[0168] One or more embeddings 426 may be identified
from the data sets (see e.g. FIG. 3). An embedding is a
mapping of a discrete (that is, categorical) variable to a
vector of continuous numbers. In the context of neural
networks, embeddings are low-dimensional, learned
continuous vector representations of discrete variables.
Neural network embeddings are helpful because they
can reduce the dimensionality of categorical variables
and meaningfully represent categories in the trans-
formed space. Categorical variables are commonly rep-
resented as one-hot encoded vectors. This becomes un-
manageable however once the number of categories in-
creases.
[0169] The one or more embeddings 426 may be de-
termined from the data sets by one or more machine
learning models, include a neural network. Embeddings
426 may include vectors created from categorical fea-
tures that are then used to train prediction models. For
example, a location embedding may be used to replace
a categorical feature such as a postal code with a four-
dimensional vector.
[0170] One or more demographic features 428 may be
generated based on the entity based data sets (see e.g.
302 in FIG. 3). This can include features generated based
on age, race, gender, ethnicity, religion, income, educa-
tion, marital status, etc.
[0171] One or more time stamp features 430 may in-
clude one or more data features associated with the time-
stamped event based data sets (for example, event data
sets 304).
[0172] One or more other account specific features 432
may be generated based on the entity based data sets
(see e.g. 302 in FIG. 3).
[0173] One or more frequency labels 420 may be gen-
erated based on the event based data sets 304 and the
time series data sets 306.
[0174] One or more change point labels 424 may be
generated based on the event based data sets 304 and
the time series data sets 306.
[0175] Attribution modeling 404 may take received da-
ta features 402 and the data sets (see FIG. 3) and perform
causal window estimation 434, lift determination 436, and
attribution model generation 438.
[0176] Causal window estimation 434 may provide in-
put to the incremental lift-based algorithm 436. The out-
put of the incremental lift-based algorithm may be used
to generate attribution models 438. Attribution models
438 may include omni-channel based attribution 440,
message topic or type based attribution 442 and se-
quence attribution 444. Attribution models may be used
to make predictions 406.
[0177] Causal window estimation 434 may determine
a recommended window size for determining causal se-
quences in the event-based or time-series datasets such
that those actions can be causally linked to the outcome.
For example, causal window estimation 434 may deter-
mine that 3 months is a recommended causal window
for causally linking a call made to an HCP to a prescription
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written by the HCP. Causal window estimation 434 may
employ techniques such as mining cost-effective se-
quential patterns and mining lift-based sequential pat-
terns with fuzzy similarity.
[0178] The incremental lift-based algorithm 436 may
calculate the ratio of response in entities receiving one
kind of action to those receiving another. For example,
the incremental lift-based algorithm 436 may generate
the per physician gain related to a channel in units of
prescription per physician per month by subtracting the
mean number of prescriptions for physicians who did not
receive the channel per month from the mean number of
prescriptions who received the channel per month.
[0179] Attribution models 438 may be generated and
may be used to isolate the effect of single channels where
multiple channels are in use. The attribution models 438
may also include attribution models for isolating the effect
of single actions when many engagement actions with
an HCP may exist. For example, attribution models 438
may isolate the effect of a channel of marketing data
where multiple channels serve ads simultaneously and
where a channel of marketing data could include e-mail,
phone calls, social media, television and websites. Attri-
bution models 438 may give attribution to single action
only or to multiple actions. Attribution models 438 may
use Shapley Value-based Attribution, Modified Shapley
Value-Based Attribution, Markov Attribution, CIU, Coun-
terfactuals, and the like.
[0180] Omni-channel based attribution 440 may gen-
erate attribution models for all communication channels
with a customer (HCP) that lead to a conversion.
[0181] Message topic or type based attribution 442
may generate attribution models for different message
topics or types of messages with a customer (HCP) that
lead to a conversion.
[0182] Sequence attribution 444 may generate attribu-
tion models for different sequences of actions with a cus-
tomer (HCP) that lead to a conversion.
[0183] Predictions 406 may be made using the results
of attribution modeling 404 and may be used to generate
predictive micro-segments 408. Predictions 406 may in-
clude numerical predictions 446. Numerical predictions
446 may be generated through predictive models such
as XGBoost, Light GBM, CatBoost, linear regression and
LSTM. The predictive model chosen for a given applica-
tion may depend on the data availability. Numerical pre-
dictions 446 may refer to a prescription volume prediction
448, a prescription share prediction 450, an active patient
prediction 452 and other numerical predictions 454. For
example, using historical data, predictions 406 and mod-
els may be generated for the prescription behavior of an
individual HCP. These models may be referred to as in-
itiation models for subjects (such as HCPs).
[0184] Numerical predictions 446 may be analyzed to
generate a regressor output explanation 456. The regres-
sor output explanation 456 may identify the features that
contribute more to the predictions 406. For example, the
regressor output explanation 456 may identify the aver-

age prescription value as a feature of higher importance
when predicting the final predicted prescription value of
an HCP. Statistical methods used to generate the regres-
sor output explanation 456 may include LIME, SHAP,
Permutation Importance, Context Importance and Utility
(CIU), and Anchors.
[0185] Predictive segmentation 408 may be generated
using data from the predictions 406 and may be used to
generate historical micro-segments and static segments
410. Predictive micro-segments 408 may include seg-
ment labels based on predictions 458. Segment labels
may be based on predictions 458 including numerical
predictions. Segment labels may identify changes in the
behavior, and for example may refer to predictive grow-
ers and shrinkers 460, predictive rising stars 462, pre-
dictive switchers 464 and predictive starters 466. The
segment labels based on predictions 458 may be derived
from historical and/or predicted values representing a
shift in an entity’s behavior. For example, segment labels
may be derived from volume values and share values
representing a shift in HCP’s prescribing behavior.
[0186] Historical segmentation and static segmenta-
tion 410 may include historical segmentation 470 and
static segmentation 472.
[0187] Historical segments 470 may include historical
growers and shrinkers 474, historical rising stars 478,
historical switchers 482, and historical starters 486.
[0188] Static segments 472 may include KOL segment
476, and static segments 480 that may relate, for exam-
ple, to HCPs who work in the same hospital or who went
to the same school, retirement status 484 and other static
segments 488.
[0189] A classification explanation 468 may be gener-
ated using data from the predictive segmentation 408
and the historical segmentation and static segmentation
410. The classification explanation 468 may be used to
determine the correlation between the data features and
the segment classification. For example, the classifica-
tion explanation 468 may determine the correlation be-
tween the features in the subject database (e.g. a phy-
sician database) and the predictive or historical switchers
score. The classification explanation 468 may use expla-
nation methods including odds ratio, log odds ratio, r-
squared and relative risk.
[0190] A segment memberships look-alike recommen-
dation 412 may be generated using data from historical
micro-segments and static segments 410. A segment
memberships look-alike recommendation 412 may be
used to find a set of users that are similar in both static
and dynamic features to a given set of users. A segment
memberships look-alike recommendation 412 may be
generated with access only to user attributes and con-
textual data, and no access to behavioral data of the us-
ers. For example, given the membership data of young
growers in one population, a segment memberships look-
alike recommendation 412 may find matching young
growers in a different population.
[0191] The segment memberships look-alike recom-
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mendation 412 may be generated through a process in-
volving feature generation 490, followed by vector gen-
eration 492, followed by distance measurement 494a
and/or semi-supervised learning 494b. The output of this
process may be look-alike segments 496. Feature selec-
tion 490 may use statistical methods such as SHAP and
LIME. Vector generation 492 may use methods such as
embeddings. Distance measurement 494a may use
methods such as NN-Search, SCANN and FAISS. Semi-
supervised learning 494b may use methods such as PU
Learning.
[0192] Reference is next made to FIG. 5, which shows
a prediction reporting method diagram 500 in accordance
with one or more embodiments. The prediction reporting
method includes system preferences database 502,
scoring database 504, decision point database 506, scor-
ing package 508, weighting database 510, notification
system 512, instrumentation package 514, scoring out-
put database 516, and reporting system 518.
[0193] The system preference database 502 (see e.g.
system preference database 498a) may store one or
more configuration settings for the scoring of predictions
of the explainable system.
[0194] The scoring database 504 may store the gen-
erated features, predictions, and segments (e.g. the out-
puts of 402, 404, 406, 408, 410 and 412 in FIG. 4). The
scoring database 504 may provide the generated fea-
tures, predictions, and segments to the scoring package
508, including common statistical values of these gener-
ated features, predictions, and segments. The scoring
database 504 can store volume values, volume predic-
tion values, share values, share prediction values, and
other such data from the explainable prediction system
in FIG. 4. This can include a mean, a median, an average,
a lower bound of confidence interval (CI), an upper bound
of confidence interval (CI), a prediction provided by final
bootstrapping model, an impressionability value (i.e. the
maximum lift value of a HCP), a segment label (i.e. name
of a segment that an HCP belongs to), prediction objec-
tive (i.e. the value of interest such as change in prescrip-
tion volume, change in prescribing share, volume or
share), a percentile and the standard deviation (STD) of
the volume/share value.
[0195] The decision point database 506 may include
one or more decision points associated with reporting
method 500.
[0196] The scoring package 508 may identify a score
based on criteria associated with the entities (for exam-
ple, the HCPs). This may include a set of bins. For ex-
ample, five bins may be used as follows. A first bin may
have criteria such as a CI width < 1, impressionability in
80-100 percentile in segment, and where prediction is <
0.5*STD from target.
[0197] A second bin may have criteria such as 1 < CI
width < 2, impressionability in top 60-80 percentile in seg-
ment, where the prediction is > 0.5*STD and <0.75*STD
from target.
[0198] A third bin may have criteria such as 2 < CI width

< 3, impressionability in top 40-60 percentile in segment,
and where the prediction is > 0.75*STD and <1.0*STD
from target.
[0199] A fourth bin may have criteria such as 3 < CI
width < 4, impressionability in top 20-40 percentile in seg-
ment, and where the prediction is > 1.0*STD and
<1.5*STD from target.
[0200] A fifth bin may have criteria such as 1 CI width
> 4, impressionability in 0-20 percentile in segment, and
where the prediction is > 1.5*STD from target.
[0201] Finally, a NULL HYPOTHESIS may exist hav-
ing 0 impressionability with 0 CI width.
[0202] The scoring bins may be split up further to create
a larger number of bins. For example, 10 bins could be
used and a score from 1-10 may be provided. Other num-
bers of bins may be used.
[0203] Other apriori ranking of entities (such as HCPs)
may be provided as "in-domain" knowledge and may be
used to create segment labels.
[0204] The instrumentation package 514 may evaluate
the scoring predictions of the score package 508. This
may include assessing the quality of the score predictions
including fluctuations in scoring, and stability of scoring
(over a particular interval).
[0205] The scoring output database 516 may store the
generated entity scores. For example, the scores gener-
ated for HCPs may be stored. The scoring output data-
base 516 may store the historical scores generated for
entities, and may be used to query the historical scores
for a given entity.
[0206] The reporting system 518 may generate a user
interface for users of the explainable prediction system.
This may include, for example, next best audience re-
ports and next best channel reports as described herein.
[0207] The databases 502, 504, 506, 510, and 516
may be stored in database 218 and may be provided by
server 210 or may also run independently on a computing
service such as Amazon® Web Services (AWS®) or Mi-
crosoft® Azure®.
[0208] Reference is next made to FIG. 6, which shows
a high-level system diagram 600 of an explainable pre-
diction system in accordance with one or more embodi-
ments. The explainable prediction system may include
an explainable prediction platform 602, user authentica-
tion 612, data ingestion 608, data labelling 604, analytics
APIs 606 and a reporting package 610.
[0209] The explainable prediction platform 602 may
be, for example, the explainable prediction system as
described in FIG. 4.
[0210] The user authentication 612, data ingestion 608
and the reporting package 610 may execute on a client-
side, including in a web application provided to a user
and accessible via a browser.
[0211] The data labelling 604, explainable prediction
platform 602, and the analytics APIs 606 may be server-
based software that may provide functionality over a net-
work connection to a user, or programmatically via APIs.
[0212] The user authentication 612 may enable a user
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accessing the explainable prediction platform 602 to au-
thenticate themselves, as described in further detail in
FIG. 7. The user authentication 612 may be performed
by a user in a browser accessing a web application (such
as applications 110 and 112 in FIG. 1). Alternatively, the
user authentication 612 may be performed programmat-
ically in order to upload data sets via data ingestion 608.
[0213] The data ingestion 608 may include a client-
based software application for collecting data sets from
data sources at a client. For example, the data ingestion
608 may include a data connector system for sending
data to the server system from an existing CRM system
such as Salesforce®.
[0214] The data labelling 604 may include the segment
labelling, historical segmentation, static segmentation,
and lookalike segmentation as described herein.
[0215] The analytics APIs 606 may provide analysis
and predictions via APIs for users at the client. This can
include the reporting package 610.
[0216] The reporting package 610 may be a web ap-
plication provided by the platform 602 that may provide
analysis information, predictions, and reporting from the
platform 602. This can include user interfaces delivered
via client-server software systems (e.g. App-based sys-
tems), or using web-based software systems. The re-
ports provided by the reporting package 610 may include
next best audience and next best channel reports as de-
scribed herein.

Data Ingestion

[0217] Reference is next made to FIG 7, which shows
an authentication diagram 700 in accordance with one
or more embodiments. The authentication diagram 700
may describe authentication by a user using a software
application (either client-server such as an app or using
a web-browser to connect to a web application). Alterna-
tively, the authentication diagram 700 may describe pro-
grammatic authentication by a software application, for
example, by a client application involved in data ingestion
from a client.
[0218] Herein, many different client systems may act
as data sources for the explainable prediction system.
The different client systems may be configured with data
ingestion clients that may query, export, or otherwise pre-
pare data for transmission and ingestion by the explain-
able prediction system. The client systems may include
existing CRMs, transaction record keeping systems, cli-
ent data warehouses, databases, or internal client APIs
that may be data sources that can provide data sets for
ingestion by the explainable prediction system.
[0219] At 720, a client 702 (that is, a client software
application or a user using a web browser) accesses an
application load balancer 704. The application load bal-
ancer may set a session cookie associating the client
with a particular instance of the running application, that
is, proxy 708, API gateway 710, and service 712. The
load balancer 704 may function as known. The load bal-

ancer 704 may respond at 722 with information for an
identity provider such as Amazon@ Cognito®.
[0220] At 724, the client 702 may transmit an authen-
tication request to the identity provider 706 including a
username and password. In an alternate embodiment, a
signed certificate may be sent instead of a user-
name/password.
[0221] At 732, the identity provider 706 may respond
to the load balancer 704 with authentication information
such as a session identifier (or token), which is then sent
to the client 702 by the load balancer 704.
[0222] At 734, the client may send an application re-
quest (e.g. request bundle 726) to load balancer 704,
which is forwarded to proxy 708, then API gateway 710.
The API gateway may further check the session identifier
(or token) with identity provider 706, and upon a success-
ful check, forwards the request to the service 712 for
processing. The application response from the service
712 may be forwarded via API gateway 710 and proxy
708 to client 702 in response 730.
[0223] Reference is next made to FIG. 8, which shows
a data ingestion diagram 800 in accordance with one or
more embodiments. The data ingestion diagram 800 may
describe programmatic data ingestion initiated by a user
802 using a data ingestion application client 804.
[0224] The user 802 submits a data.csv file at 820a to
the data ingestion client 804 which extracts the columns
from the data.csv file at 820b and returns them to the
user 802 at 822.
[0225] The user 802 may receive the columns 822 and
incorporate contextual data to the listing of columns in a
parameter bundle, and may send the parameter bundle
to the ingestion client 804 at 824.
[0226] The data ingestion client 804 may be a small
software package that may operate in a client’s network
environment. It may push to the explainable prediction
system, or the explainable prediction system may pull
from it.
[0227] The data ingestion client 804 may then process
the rows of the data.csv file at 826.
[0228] A loop 828 may execute over each row, or over
each group of rows. The loop receives a chunk of the
data.csv file at 830, optionally decrypts the chunk 832,
optionally compresses the chunk, triggers an upload 806
with an upload API call 806, and sends the chunk of the
data.csv file to an upload service 808 (such as Amazon®

S3®).
[0229] At 842, the upload to the upload service 808
may trigger decompression by a decompression service
810, and the uncompressed chunk may be received by
the upload service 808 at 840.
[0230] At 844, the ingestion proceeds by optionally
sending a notification via notification service 812, and
then enqueuing the chunk of the data.csv file with queue
service 814 at 846.
[0231] At 848, a loop may execute with a data ware-
house service 816, which receives each dequeued chunk
of the data.csv file at 850.
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[0232] At 852, the data warehouse service 816 may
then materialize or hydrate the chunk of the data.csv file
it receives and insert the hydrated or materialized records
into a database system 818. These hydrated and mate-
rialized records may form the data sets as described
herein that provide the data for the explainable prediction
system.

Data Labelling and Feature Generation

[0233] The data labelling and feature generation em-
bodiments of this section may generally correspond to
data features and labelling 402 in FIG. 4, and the corre-
sponding related steps in this portion of the pipeline in
FIG. 4 (i.e. 414 - 432).
[0234] Reference is next made to FIG. 9, which shows
a system diagram 900 for a data labelling pipeline in ac-
cordance with one or more embodiments.
[0235] A database 902 stores the data sets received
by the data ingestion client 904. Database 902 may be
a data warehouse system that stores highly structured
information from various sources. Data warehouses may
store current and historical data from one or more sys-
tems. The goal of using a data warehouse is to combine
disparate data sources in order to analyze the data, look
for insights, and create business intelligence (Bl) in the
form of reports and dashboards.
[0236] The data ingestion client 904 may execute the
method as described in FIGs. 6 - 8 in order to ingest at
least one data set from a client into the database 902.
[0237] At 906, a data type detection task may be exe-
cuted as part of a pre-labelling process, as described in
FIG. 10.
[0238] At 908, a static/dynamic detection task may be
executed as part of a pre-labelling process, as described
in FIG. 10.
[0239] At 910, subject value including a value metric
may be generated and stored in database 902 for under-
standing your customers. The value metric may be a pre-
diction of the value of the relationship with a subject to a
business. This value metric approach may allow organ-
izations to measure the future value of marketing initia-
tives.
[0240] At 912, a data subtype detection task may be
executed as part of a post-labelling process, as described
in FIG. 10.
[0241] At 914, the incoming data and associated labels
may be serialized and stored in database 902 as part of
a post-labelling process, as described in FIG. 10.
[0242] At 916, at least one subject (or entity) may be
extracted from the incoming data and stored in either or
both of database 902 and database 926. Database 926
may be used to support Online Transaction Processing
(OLTP), and may be a Database Management System
(DBMS) for storing data and enabling users and applica-
tions to interact with the data.
[0243] At 918, a reporting system may be provided for
reporting predictions to a user as described herein. For

example, the reporting may include providing reports
based on the data in database 902.
[0244] At 920, a subject mapping may be used to pop-
ulate a subject database 928 based on the database 902
including ingested data sets. The ingested data sets in
database 902 may be mapped into matching subject en-
tities in subject database 928 for further processing by
the explainable prediction system downstream.
[0245] At 922 one or more subject engagement metrics
may be determined and stored in database 902.
[0246] At 924 demographic information about a sub-
ject, including age information, ethnicity information, etc.
may be generated and stored in database 902.
[0247] The databases 902, 926 and 928 may be stored
at database 218 (see e.g. FIG. 2) and may be provided
by server 210, or may also run independent on a com-
puting service such as Amazon® Web Services (AWS®)
or Microsoft® Azure®.
[0248] Reference is next made to FIG. 10, which shows
a data labelling diagram 1000 in accordance with one or
more embodiments. The data labelling diagram 1000 in-
cludes a pre-database labelling task 1002, a database
1004 (see e.g. data warehouse 902 in FIG. 9), an object
storage service 1006, a subject database 1008 (e.g. a
physician database including the subject database 928
in FIG. 9), a database 1010 (see e.g. database 926 in
FIG. 9), and a post-database labelling task 1012.
[0249] The pre-database labelling task 1002 may per-
form data type detection. The pre-database labelling task
1002 may also cleanse and map data in the proper sche-
ma to prepare it for use in the downstream labelling task.
The output of the data type detection may be used to
perform static-dynamic detection. The data type detec-
tion and static-dynamic detection may identify the appro-
priate data types such as entity based data, event based
data, or time series data (see FIG. 3). The data from the
pre-database labelling task 1002 may be sent to the da-
tabase 1004 and the database 1010.
[0250] The database 1004 may receive data from the
pre-database labelling task 1002 and the database 1010.
The database 1004 may integrate data from disparate
source systems and provision them for analytical use.
[0251] The database 1010 may receive data from the
pre-database labelling task 1002 and the database 1004.
The database 1010 may include Amazon@ DynamoDB,
Azure® Cosmos DB, MongoDB, Redis, Google® Cloud
Firestore.
[0252] The post-database labelling task 1012 may in-
volve fixing a table type, followed by numeric data binning
and data subtype detection. The output of the numeric
data binning and the data subtype detection may be se-
rialized, and the ethnicity of the subject detected. The
output of serialization and the ethnicity detection may be
used for subject extraction and health care provider map-
ping.
[0253] The data from the post-database labelling task
1012 may be sent to an object storage service 1006. The
object storage service 1006 may include Amazon® Sim-
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ple Storage Service (Amazon S3), Azure® Blob, Digita-
lOcean, DreamObjects, Wasabi, Backblaze B2, Google®

Cloud and IBM® Cloud Object Storage.
[0254] The data from the post-database labelling task
1002 may further be sent to the subject database 1008
(e.g. a physician database). The subject database 1008
may be a database for a particular country that provides
default entity or static data about the subject independent
from the information provided by the customer. For ex-
ample, the subject database 1008 may include the HCP’s
name, address, specialty, ID, and of the like.
[0255] The database 1004, the object storage service
1006, the subject database (e.g. physician database)
1008, and the database 1010 may be provided in data-
base 218 shown in FIG 2. The database 1004, the object
storage service 1006, the subject database (e.g. physi-
cian database) 1008, and the database 1010 may be
provided by a server at the explainable prediction system,
or may be provided as services by, for example, Micro-
soft® Azure® or Amazon@ AWS®.
[0256] Reference is next made to FIG. 11, which shows
an analysis pipeline diagram 1100 in accordance with
one or more embodiments. The analysis pipeline dia-
gram 1100 includes event-driven processes 1102, 1104
and 1106, an objective preprocess labelling task 1108,
an attribution labelling task 1110, a preset orchestrator
task 1112, a reporting task 1114 and assemblers 1116.
[0257] The event-driven processes 1102, 1104 and
1106 may include a project-driven process 1102 and an
objective-driven process 1104. The project-driven proc-
ess 1102 may be executed when the user creates a new
project through user applications 110 and 112 shown in
FIG. 1. The project-driven process 1102 may be a lambda
service that handles the creation, downstream triggering
and other logistics. The project-driven process 1102 may
orchestrate a set of objectives. The objective-driven proc-
ess 1106 may be executed when the user creates a new
objective through user applications 110 and 112 shown
in FIG. 1. The objective-driven process 1104 may be a
lambda service that manages the creation and logistics
of an objective including all data required by the objective
and downstream pipeline triggering. There may be other
objective-driven processes 1104. The project-driven
process 1102 and the objective-driven process 1106 may
be executed on a cloud service (not shown) such as
AWS® Lambda, Fission, Azure® Functions and Google®

Cloud Functions.
[0258] The event-driven processes 1102, 1104 and
1106 may send data to the objective preprocess labelling
task 1108. The objective preprocess labelling task 1108
may get the details of the objective from the database
1008 shown in FIG. 10 and will begin the preprocessing
stage. The objective preprocess labelling task 1108 may
be described in further detail at FIGs. 12 - 13.
[0259] The objective preprocess labelling task 1108
may send data to the attribution labelling task 1110. The
attribution labelling task 1110 may generate a label need-
ed for the reporting task 1213 to perform causal or cor-

relational modeling. The attribution labelling task 1110
may be performed by the attribution modelling engine
222 shown in FIG. 2. The attribution labelling task 1110
may be described in further detail at FIG. 23.
[0260] The attribution labelling task 1110 may send da-
ta to the preset orchestrator task 1112. The preset or-
chestrator task 1112 may generate the presets required
for further analyses. The preset orchestrator task 1112
may create all segments. The preset orchestrator task
1112 may send data to the reporting task 1114.
[0261] The reporting task 1114 may be a next best au-
dience task (i.e. it may identify an entity or subject) or a
next best channel task (i.e. it may identify a channel to
use). For example, where the reporting task 1114 is a
next best audience task it may generate data about the
next best target for marketing and sales activities. The
reporting task 1114 when a next best audience task, may
generate a current next best audience or a predicted next
best audience. The reporting task 1114 may be per-
formed on the reporting engine 230 shown in FIG. 2.
[0262] The assemblers 1116 may receive data from
the attribution labelling task 1110, the preset orchestrator
task 1112 and the reporting task 1114. The assemblers
1116 may be event-driven processes that integrate data
to prepare for further analyses. The assemblers 1116
may assemble insights and results from various pipeline
components to build out the finalized physician list and
detailed physician insights eventually viewed by the user
applications 110 and 112 (see FIG. 1). The assemblers
1116 may be executed on a cloud service (not shown)
such as AWS® Lambda, Fission, Azure® Functions and
Google® Cloud Functions.
[0263] Reference is next made to FIG. 12, which shows
an objective preprocessing labelling diagram 1200 in ac-
cordance with one or more embodiments. The objective
preprocessing labelling diagram 1200 includes a data
warehouse 1210, a data hydration-driven process 1212,
a metadata table creation-driven process 1214, an ob-
jective time series trend labeling task 1216, a frequency
detection package 1218, a de-seasonality package
1220, a smart zero imputation package 1222, a trend
label metadata creation package 1224, a monthly nor-
malization package 1226, an object storage service 1228
and an objective preprocess labelling container 1230.
[0264] The objective preprocess labeling container
1230 may include the frequency detection package 1218,
the de-seasonality package 1220, the smart zero impu-
tation package 1222, the trend label metadata creation
package 1224 and the monthly normalization package
1226. The objective preprocess labelling container 1230
may receive data from the database service 1010 shown
in FIG. 10 based on the project-driven process 1102 and
objective-driven process 1106 shown in FIG. 11.
[0265] The objective preprocess labelling container
1230 may output a variety of labels that are used for
subsequent feature analysis.
[0266] The frequency detection package 1218 may
convert the non-binary frequency of an action to a binary
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frequency. The frequency detection package 1218 may
determine multiple frequency values. For example, the
frequency detection package 1218 may determine a bi-
nary frequency for each product group. The frequency
detection package 1218 may send data to the de-sea-
sonality package 1220.
[0267] The de-seasonality package 1220 may remove
the seasonal component from data. For example, the de-
seasonality package 1220 may remove the variations
that occur at regular intervals from time series based data
306 shown in FIG. 3. The de-seasonality package 1220
may send data to the smart zero imputation package
1222.
[0268] The smart zero imputation package 1222 may
be used to determine when there is a real zero value and
when there is simply no data. The smart zero imputation
package 1222 may send data to the trend label metadata
creation.
[0269] The trend label metadata creation package
1224 may generate metadata relevant to the objective
time series trend labelling task 1216. The trend label
metadata creation package 1224 may generate metada-
ta such as creation date, file size and author. The trend
label metadata creation package 1224 may send data to
the metadata table creation-driven process 1214 and the
monthly normalization package 1226.
[0270] The monthly normalization package 1226 may
adjust data to remove the effects of unusual or one-time
influences. The monthly normalization package 1226
may send data to an object storage service 1228.
[0271] The object storage service 1228 may receive
data from the monthly normalization package 1226 and
from a raw data source. The object storage service 1228
may include Amazon® Simple Storage Service (Amazon
S3), Azure® Blob, DigitalOcean, DreamObjects, Wasabi,
Backblaze B2, Google® Cloud and IBM® Cloud Object
Storage. The object storage service 1228 may be the
same as the object storage service 1006 shown in FIG
10. The object storage service 1228 may send data to
the objective time series trend labelling task 1216.
[0272] The objective time series trend labelling task
1216 may generate labels for trends in the data. The
objective time series trend labelling task 1216 may label
data as an increase, decrease or neutral trend and it may
label the magnitude and duration of trends. The objective
time series trend labelling task 1216 may interpret the
data in a classified manner. The objective time series
trend labelling task 1216 may send data to the data hy-
dration-driven process 1212.
[0273] The data hydration-driven process 1212 may
import data into an object. For example, the data hydra-
tion-driven process 1212 may populate a csv file with
trend label data received from the objective time series
trend labelling task 1216. The data hydration-driven proc-
ess may send data to the database 1210.
[0274] The metadata table creation-driven process
1214 may receive data from the trend label metadata
creation package and create a dimension table to store

the data. The metadata table creation-driven process
1214 may send data to the database 1210.
[0275] The database 1210 may integrate data from dis-
parate source systems and provision them for analytical
use. The database 1210 may be the same as database
1004 shown in FIG 10. The database 1210 may be hosted
on database 218 as shown in FIG. 2 or on a cloud service
such as Microsoft® Azure® or Amazon® AWS®.
[0276] Reference is next made to FIG. 13, which shows
another objective labelling diagram 1300 in accordance
with one or more embodiments. The objective labelling
diagram 1300 includes a project-driven process 1302,
an objective-driven process 1304, an objective preproc-
ess labelling task 1318, an objective static labelling task
1316, an objective time series labelling task 1332, an
objective time series trend labelling task 1338, a file 1314,
an object storage service 1306, a data hydration-driven
process 1308, a metadata table creation-driven process
1310 and a database 1312.
[0277] The project-driven process 1302 may be exe-
cuted when the user creates a new project through user
applications 110 and 112 shown in FIG 1. The project-
driven process 1302 may be the same as project-driven
process 1102 shown in FIG. 11.
[0278] The objective-driven process 1304 may be ex-
ecuted when the user creates a new objective through
user applications 110 and 112 shown in FIG. 1. The ob-
jective-driven process 1304 may receive an objective
from the user that includes fields such as user group, an
objective identifier, an entity code (such as a subject code
or an HCP code or identifier), one or more values corre-
sponding to the entity code, one or more metrics, a win-
dow length, and a time interval. The entity code may be
for a product, a product class, a geographic area, a sub-
ject (also referred to herein as an initiating subject). The
one or more values corresponding to the entity code may
be identified values of the entity code, for example, prod-
uct a and product b. The time period may be daily, month-
ly, quarterly, yearly, etc. The metric may be volume, vol-
ume change, market share, market share change, etc.
as described herein. There may be multiple objective-
driven processes 1304. The objective-driven process
1304 may be the same as objective-driven process 1106
shown in FIG. 11.
[0279] The project-driven process 1302 and the objec-
tive-driven process 1304 may be executed on a cloud
service (not shown) such as AWS® Lambda, Fission, Az-
ure® Functions and Google® Cloud Functions. The ob-
jective-driven process 1304 may send an objective to the
objective preprocess labelling task 1318.
[0280] The objective preprocess labelling task 1318
may include an objective preprocess labelling container
1330. The objective preprocess labelling container 1330
may receive data from the database 1312. The objective
preprocess labelling container 1330 may generate data
related to the frequency of an entity per user and monthly
normalized time series for different entities per user. The
objective preprocess labelling container 1330 may in-
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clude the frequency detection package 1218, the de-sea-
sonality package 1220, the smart zero imputation pack-
age 1222, the trend label metadata creation package
1224 and the monthly normalization package 1226 as
shown in FIG 12. The objective preprocess labelling task
may send data to the objective static labelling task 1316
and the objective time series labelling task 1332.
[0281] The objective static labelling task 1316 may
generate static labels 1328 such as volume short term
trend, volume long term trend, share short term trend,
share long term trend, market driver short term trend,
market driver long term trend, frequency, loyalty short
term trend and loyalty long term trend. The objective stat-
ic labelling task 1316 may store the static labels 1328 in
file 1314.
[0282] The objective time series labelling task 1332
may generate time series labels 1334 and 1336. The time
series labels 1334 and 1336 may include monthly nor-
malized market-driver percentile and NAN percentile.
The objective time series labelling task 1332 may send
data to the object storage service 1306 and to the objec-
tive time series trend labelling task 1338.
[0283] The objective time series trend labelling task
1338 may generate time series trend labels 1340. The
time series trend labels 1340 may include volume and
share trend labels. There may be more than one objective
time series trend labelling task 1338. The objective time
series trend labelling task 1338 may store the time series
trend labels 1340 in file 1314.
[0284] File 1314 may store data such as the data gen-
erated by the objective static labelling task 1316 and the
objective time series trend labelling task 1338. File 1314
may be in the format of a CSV file, ORC file, JSON file,
Avro file, Parquet file or a Pickle file. File 1314 may be
stored on the object storage service 1306.
[0285] The object storage service 1306 may include
Amazon® Simple Storage Service (Amazon S3), Azure®

Blob, DigitalOcean, DreamObjects, Wasabi, Backblaze
B2, Google® Cloud and IBM® Cloud Object Storage. The
object storage service 1306 may be object storage serv-
ice 1006 (see FIG. 10). The object storage service 1306
may send data to the data hydration-driven process 1308
and the metadata table creation-driven process 1310.
[0286] The data hydration-driven process 1308 may
import data into an object. The data hydration-drive proc-
ess 1308 may be data hydration-drive process 1212 (see
FIG 12).
[0287] The metadata table creation-driven process
1310 may create a dimension table to store the data. The
metadata table creation-driven process 1310 may be the
metadata table creation-driven process 1214 (see FIG
12).
[0288] The data hydration-driven process 1308 and
the metadata table creation-driven process 1310 may
send data to the database 1312.
[0289] The database 1312 may be hosted on database
218 as shown in FIG. 2 or on a cloud service such as
Microsoft® Azure® or Amazon® AWS®.

[0290] Reference is next made to FIG. 14, which shows
an objective labelling output diagram 1400 in accordance
with one or more embodiments. The objective labelling
output diagram 1400 includes a frequency labelling out-
put table 1402, a market driver labelling output table
1404, a trend labelling output table 1405, a loyalty label-
ling output table 1406 and a channel type labelling output
table 1408.
[0291] The frequency labelling output table 1402 in-
cludes examples of frequency labels, associated metrics,
and associated objective values. Frequency labels may
include monthly, bimonthly, quarterly and other. Fre-
quency-associated metrics may include total prescription
volume and new to brand prescriptions. The frequency-
associated objective value may be a or b.
[0292] The market driver labelling output table 1404
includes examples of market driver labels, associated
trend types and associated objective values. Market driv-
er labels may include market driver, some potential, se-
lective potential and non-driver. Market driver-associated
trend types may include short term and long term. The
market driver-associated objective value may be a or b.
[0293] The trend labelling output table 1405 includes
examples of trend labels, associated trend types, asso-
ciated metrics, and associated objective values. Trend
labels may include increasing, decreasing and neutral.
Trend-associated trend types may include short term and
long term. Trend-associated metrics may include total
prescription volume and new to brand prescriptions. The
trend-associated objective value may be a, b or a:b
(share).
[0294] The loyalty labelling output table 1406 includes
examples of loyalty labels, associated trend types and
associated metrics. Loyalty labels may include loyalists,
churners, shrinking practice, growing practice, shrinking
practice and loyalist, and growing practice and churner.
The loyalty-associated trend type may include short term
or long term. The loyalty-associated metric may include
total prescription volume and new to brand prescriptions.
[0295] The channel type labelling output table 1408
includes examples of channel type labels, attribution la-
bels, associated trend types, associated metrics, asso-
ciated objective values, secondary channel labels and
tertiary channel labels. The channel type labelling output
table 1508 may be a mapping table to categorize all gen-
erated labels so that the system can locate the labels for
a specific capability, insight or calculation.

Attribution

[0296] The attribution embodiments of this section may
generally correspond to attribution modelling 404 in FIG.
4 and related steps (i.e. 434 - 444).
[0297] Reference is next made to FIG. 23, which shows
a segmentation, attribution, and labelling diagram 2300
in accordance with one or more embodiments. The seg-
mentation, attribution and labelling diagram 2300 in-
cludes event-driven processes 2302, an objective pre-
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processing task 2304, a segment activity generation task
2308, an attribution labelling task 2310, a preset orches-
trator task 2312, a user information task 2314, a user
segmentation task 2318, a next best audience task 2316
and a database 2306 (see e.g. data warehouse 902 in
FIG. 9).
[0298] The event-driven processes 2302 may include
a project-driven process and an objective-driven proc-
ess. The project-driven process may be executed when
the user creates a new project through user applications
110 and 112 shown in FIG. 1.
[0299] The objective-driven process may be executed
when the user creates a new objective through user ap-
plications 110 and 112 shown in FIG. 1. The objective-
driven process may receive an objective from the user
that includes fields such as user group, an objective iden-
tifier, an entity code (such as a subject code or an HCP
code or identifier), one or more values corresponding to
the entity code, one or more metrics, a window length,
and a time interval. The entity code may be for a product,
a product class, a geographic area, a subject (also re-
ferred to herein as an initiating subject). The one or more
values corresponding to the entity code may be identified
values of the entity code, for example, product a and
product b. The time period may be daily, monthly, quar-
terly, yearly, etc. The metric may be volume, volume
change, market share, market share change, etc. as de-
scribed herein. The event-driven processes 2302 may
be executed on a cloud service (not shown) such as
AWS® Lambda, Fission, Azure® Functions and Goog-
le@ Cloud Functions. The event-driven processes 2302
may be the event-driven processes 1102, 1104 and 1106
(see FIG. 11). The event-driven processes 2302 may
send data to the objective preprocessing task 2304.
[0300] The objective preprocessing task 2304 may in-
clude an objective preprocessing package, an objective
static labelling package, an objective time series labelling
package and an objective time series trend labelling
package. The objective preprocessing task 2304 is ex-
plained in further detail in FIG 12.
[0301] The objective preprocessing task 2304 may
send objective labels to database 2306. The objective
preprocessing task 2304 may further send data to the
segment activity generation task 2308, the attribution la-
belling task 2310 and the next best audience task 2316.
[0302] The segment activity generation task 2308 may
generate at least one activity from the data received from
the objective preprocessing task 2304. The activity may
include marketing and sales activities such as a call or
an e-mail. The segment activity generation task 2308
may send activities to the database 2306.
[0303] The attribution labelling task 2310 may gener-
ate labels that describe the effect of channels in the da-
taset. Channels in marketing data may refer to channels
where advertisements are served such as a call or an e-
mail. The attribution labelling task 2310 may output the
number of conversions resulting from an action and the
change in conversion rate caused by an action. The at-

tribution labelling task may be performed using Shapley
value attribution, feature importance or permutation im-
portance. The attribution labelling task 2310 may send
objective attribution labels to database 2306. The attri-
bution labelling task 2310 may further send data to the
preset orchestrator task 2312.
[0304] The preset orchestrator task 2312 may gener-
ate presets used in further analyses. The preset orches-
trator task 2312 may generate the presets required for
further analyses. The preset orchestrator task 2312 may
create all segments. The preset orchestrator task 2312
may send data to the user information task 2314 and the
user segmentation task 2318.
[0305] The user segmentation task 2318 may execute
the user segmentation process 1530 to identify one or
more segments from the at least one data set in database
1514 (see FIG. 15). The generated one or more seg-
ments may include one or more predetermined user seg-
ments, with thresholds or conditions established by a us-
er. The predefined user segments can include, for exam-
ple, switchers, shrinkers, growers, rising stars, etc. as
described in FIG. 42. The user segmentation task 2318
is described in further detail in FIGs. 15 - 16 and 21.
[0306] The user information task 2314 may generate
details about the user analysed in the user segmentation
task 2318. The user information task 2314 may store
data in a file such as a CSV file, ORC file, JSON file, Avro
file, Parquet file or a Pickle file.
[0307] The next best audience task 2316 may generate
data about the next best target for marketing and sales
activities. The next best audience task 2316 may gener-
ate a current next best audience or a predicted next best
audience. The next best audience task 2316 may be per-
formed on the reporting engine 230 shown in FIG. 2.
[0308] The database 2306 may integrate data from dis-
parate source systems and provision them for analytical
use. The database 2306 may include Amazon® Dy-
namoDB, Azure® Cosmos DB, MongoDB, Redis, Goog-
le@ Cloud Firestore. The database 2306 may be hosted
on database 218 as shown in FIG. 2 or on a cloud service
such as Microsoft@ Azure® or Amazon® AWS®.
[0309] Referring to FIGs. 24 - 35 together, there is
shown a series of journey diagrams 2500, 2600, 2700,
2800, 2900, 3000, 3100, 3200, 3300, 3400 and 3500.
The journey diagrams show the determination of an op-
timal window size for actions such that those actions can
be causally linked to the outcome, given a sequence of
actions and outcomes.
[0310] An event 2602 may include an action such as
a call 2602a, an advertisement 2602b, an e-mail 2602c
or an outcome such as a prescription 2602d. Other
events 2602 may include a learning program, a face-to-
face meeting, a sample drop and a lunch and learn. The
causal window estimation output 2404 may be a period
of time such as 3 months. At 2406, a sequence of sales
and marketing actions and physician prescriptions and
a trendline depicting a metric per month are shown. The
metric may include volume, share and decile.
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[0311] At journey diagram 2500, sequences and trend-
lines 2406, 2408, 2410 and 2412 are shown for four phy-
sicians over a 28-month time period. Each physician may
have an independent sequence and trendline.
[0312] A statistically significant local trend 2604 may
be detected in the journey diagram. An estimate se-
quence leading to the trend 2606 may be identified
around the statistically significant local trend 2604.
[0313] Estimate sequences 2704a, the number of in-
stances of estimate sequences 2704b and the lift values
achieved by estimate sequences 2704c are shown. Es-
timate sequences 2704a may include "call, e-mail", "face-
to-face meeting, call, e-mail", "e-mail, face-to-face meet-
ing, call, e-mail", "call, e-mail, face-to-face meeting, call,
e-mail", "call, call, e-mail, face-to-face meeting, call, e-
mail", and "email, call, call, e-mail, face-to-face meeting,
call, e-mail". The number of instances of estimate se-
quences 2704b may refer to the number of similar se-
quences in the dataset. Lift values are the ratio of re-
sponse in physicians receiving one kind of action to those
receiving another. For example, overall lift for physicians
who received an email compared to physicians overall
may be 2.7, meaning that physicians who received an
email are 2.7 times more likely to have a positive label
than physicians overall. The start point of an estimate
sequence 3204 and the end point of an estimate se-
quence 3408 are shown.
[0314] For each estimate sequence 2704a, a lift value
2704c may be calculated. The estimate sequence that
achieves the highest lift in the dataset 3512, compared
to neighbouring sequences, may be selected as a cause
of the statistically significant local trend 2604. By analyz-
ing all estimate sequences 2704a that cause a trend and
similar sequences that failed to cause a trend, a conver-
sion ratio for each journey and a conversion ratio of a
control group of matched users may be generated. A
conversion ratio may be the proportion of physicians re-
ceiving a particular action who have a positive label. The
conversion ratios may be used to build an attribution mod-
el that outputs the attributed lift per action. The attribution
model may be a Shapley Model, a Markov Model, and
the like.
[0315] Reference is next made to FIG. 36, which shows
a binary classification evaluation diagram 3600 in accord-
ance with one or more embodiments. The binary classi-
fication evaluation diagram 3600 compares the F1 score
of a dummy classifier, a model based on data with 134
features and more than one activity, and a model based
on feature selection with 10 features. The F1-score may
combine the precision and recall of a classifier into a sin-
gle metric by taking their harmonic mean.
[0316] Reference is next made to FIG. 37, which shows
a binary classification-based window and sub-sequence
detection diagram 3700 in accordance with one or more
embodiments. The binary classification-based window
and sub-sequence detection diagram 3700 includes long
term trend data 3701, a pattern mining package 3702, a
binary classification package 3704 and an attribution

model 3706.
[0317] The long term trend data 3701 may include
change point labels 424 (see FIG. 4). The long term trend
data 3701 may be in an ensemble model.
[0318] The binary classification package 3704 re-
ceives long term trend data 3700. For a given user, the
binary classification package 3704 may identify a change
point and the estimate sequences that took place in a
predetermined window around the change point. The es-
timate sequences may be estimate sequences 2704a
(see FIGs. 27 - 35). The binary classification package
3704 may use a classifier, such as a random forest clas-
sifier, to identify a desired sequence. The desired se-
quence may be converted into a vector using a vector-
conversion method such as SGT or count vectorizer. The
output of the binary classification package 3704 may be
sent to the attribution model 3706.
[0319] The pattern mining package 3702 may identify
a desired sequence and send an output to the attribution
model 3706. The pattern mining package 3702 may dis-
cover sequential patterns in a set of sequences. The pat-
tern mining package 3702 be an SPMF package.
[0320] The attribution model 3706 may generate an
explainable prediction comprising a prediction rationale
based on the prediction objective received from the user
and an attribution model. The attribution model 3706 may
use Shapley Value-based Attribution, Modified Shapley
Value-Based Attribution, Markov Attribution, CIU, Coun-
terfactuals, and the like. The attribution model 3706 may
generate attributions for each activity.
[0321] Reference is next made to FIG. 38, which shows
another binary classification evaluation diagram 3800 in
accordance with one or more embodiments. The binary
classification evaluation diagram 3800 compares the F1
score of a dummy classifier and a random forest classi-
fier.
[0322] Referring to FIGs. 39 and 40 together, there is
shown a series of binary classification evaluation dia-
grams 3900 and 4000 in accordance with one or more
embodiments. Binary classification evaluation diagrams
3900 and 4000 compare the F1 score of a random forest
classifier run on data segregated by clustering similar
sequences together. Binary classification evaluation di-
agram 3900 includes single activity sequences. Binary
classification evaluation diagram 4000 excludes single
activity sequences.
[0323] Reference is next made to FIG. 41, which shows
another binary classification evaluation diagram 4100 in
accordance with one or more embodiments. Binary clas-
sification evaluation diagram 4100 shows the probability
of a changepoint for a range of maximum gaps for a given
user. The maximum gap is the gap between the last ac-
tivity and the change point and is introduced as a feature
to the random forest classifier.
[0324] Binary classification evaluation diagrams 3600,
3700, 3800, 3900, 4000 and 4100 are analyzed to deter-
mine the optimal window size. The window or cluster with
the highest score is shortlisted and its corresponding se-
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quence is used as an input for the attribution model.

Prediction

[0325] The prediction embodiments of this section may
generally correspond to prediction portion 406 in FIG. 4
and related tasks (i.e. 446 - 456). The predictions may
include initiating subject volume predictions, initiating
subject market share predictions, initiating subject active
patient predictions and other numerical predictions for
the set of initiating subjects.
[0326] Once attribution modelling is completed, mod-
els are generated to predict the initiating behaviors of
one or more subjects. This could include the prescribing
behavior of one or more HCPs. To build the initiating
model, approaches can include baseline approaches, to
compare effectiveness of predictive models. Non-para-
metric models may be used for instances when a client
of the explainable prediction system have data with one
variable (usually prescriptions).
[0327] Predictive models such as XGBoost, linear re-
gression, LSTM etc. may also be used to generate an
initiating model depending on the data availability.
[0328] An AutoRegressive Integrated Moving Average
(ARIMA) model may be used to generate at least one
initiating model based on volume data from a plurality of
initiating subjects. The ARIMA model may produce vol-
ume prediction for a target subject for a target future time
period. The ARIMA model may use a non-parametric
baseline prediction approach to compare regression and
tree based approaches.
[0329] An XGBoost Regression model may be used to
generate at least one initiating model based on volume
data from a plurality of initiating subjects. This may be
done by stacking volume data based on a sliding window
of 1-month, the volume data including geographical data
about the initiating subject and CRM data related to the
initiating subject. The XGBoost model may produce a
volume prediction for an initiating subject for a future tar-
get time period.
[0330] Alternatively, as a fallback a time series fore-
casting model may be used as an initiating model.
[0331] The generated initiating models may be trained
and validated through a time-series cross validation ap-
proach. This may include splitting historical data into mul-
tiple train-test data sets. For each train-test data set, mod-
els are trained and evaluated based on different effec-
tiveness metrics such as RMSE, MAPE, and preci-
sion/recall (classification).
[0332] The numerical predictions 446 may be gener-
ated by models generated by predictive models such as
XGBoost, Light GBM, CatBoost, linear regression and
LSTM. These predictions 446 may provide a plurality of
prediction models for a plurality of initiating subjects.
[0333] The regressor output explanation 456 may
identify the features that contribute more to the predic-
tions 406. For example, the regressor output explanation
456 may identify the average prescription value as a fea-

ture of higher importance when predicting the final pre-
dicted prescription value of an HCP. Statistical methods
used to generate the regressor output explanation 456
may include LIME, SHAP, Permutation Importance, Con-
text Importance and Utility (CIU), and Anchors.
[0334] The regressor output explanation 456 may be
provided in two ways.
[0335] First, a Local Feature Importance may be de-
termined which describes how features affect the predic-
tion at an individual level (i.e. a single HCP) and gives a
sense of the individual and output explanation at an in-
dividual level.
[0336] Second, a Global Feature Importance may be
determined which describes how features affect the pre-
diction on an aggregate or average and yields a high-
level interpretation of the model.
[0337] The Local Feature Importance and the Global
Feature Importance of the regressor output explanation
456 may be determined based on Local interpretable
model-agnostic explanations (LIME) and SHapley Addi-
tive explanations (SHAP). Furthermore, Permutation Im-
portance may be used, and Context Importance and Util-
ity (CIU) may be used.
[0338] When SHAP is used for Local Feature Impor-
tance, a specific subject (HCP) may have an itemized list
of the top important features, and for each feature a LFI
value including the contribution in addition from the av-
erage prescription value into final predicted prescription
value. The higher the LFI value, the higher the importance
for the feature.
[0339] When SHAP is used for Global Feature Impor-
tance, it can provide an additive list that allows for the
summation of local feature importance values for all sub-
jects (HCP) to get global feature importance values for
the model itself.
[0340] When Permutation Importance is used in order
to find a list of important features and corresponding LFI
values, this may be performed by measuring an increase
in a loss function such as root-mean-square error
(RMSE) by randomly shuffling a single feature value. A
decrease in RMSE means more importance for a partic-
ular feature.
[0341] Context Importance and Utility (CIU) may be
used for Local Feature Importance. CIU measures the
fluctuation range from a target value as a feature value
is changed.
[0342] In order to provide an explanation from the Local
and Global Feature importance listings, attribution
scores may be used.
[0343] An attribution score may be identified for each
unique explanation technique described above, i.e. one
for LIME, SHAP, Permutation Importance, CIU, etc.
[0344] A higher attribution score represents a more re-
liable explanation result for a technique. A lower attribu-
tion score represents a less reliable explanation result
for the technique. The attribution score may be a range
from 0 to 100%, and may provide a comparison method
for the explanations of various explanation techniques
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together.
[0345] For example, for each initiating subject (i.e. for
an HCP), an attribution score for LIME/SHAP/etc may be
determined. The highest ranking technique (by attribu-
tion score) may be used to decide which technique is
used for providing an explanation of a prediction.
[0346] One potential advantage for this explainable
prediction technique is that it is model-agnostic, which
means it may work on any type of ML model (not only
XGBoost but also LSTM, etc.).

Segmentation

[0347] The segmentation embodiments of this section
may generally correspond to the predictive micro-seg-
mentation 408 (and related tasks 458 - 468), historical
micro-segmentation 410 (and related tasks 470 - 488 and
468), and lookalike segmentation 412 (and related tasks
490 - 496) of FIG. 4.
[0348] Reference is next made to FIG. 15, which shows
a user segmentation diagram 1500 in accordance with
one or more embodiments. The user segmentation dia-
gram 1500 includes a project-driven process 1510 and
an objective-driven process 1512. The project-driven
process 1510 may be executed when the user creates a
new project through user applications 110 and 112
shown in FIG. 1.
[0349] The objective-driven process 1512 may be ex-
ecuted when the user creates a new objective through
user applications 110 and 112 shown in FIG. 1. The ob-
jective-driven process 1512 may receive an objective
from the user that includes fields such as user group, an
objective identifier, an entity code (such as a subject code
or an HCP code or identifier), one or more values corre-
sponding to the entity code, one or more metrics, a win-
dow length, and a time interval. The entity code may be
for a product, a product class, a geographic area, a sub-
ject (also referred to herein as an initiating subject). The
one or more values corresponding to the entity code may
be identified values of the entity code, for example, prod-
uct a and product b. The time period may be daily, month-
ly, quarterly, yearly, etc. The metric may be volume, vol-
ume change, market share, market share change, etc.
as described herein. There may be multiple objective-
driven processes 1512. The project-driven process 1510
and the objective-driven process 1512 may be executed
on a cloud service (not shown) such as AWS® Lambda,
Fission, Azure® Functions and Google@ Cloud Func-
tions.
[0350] The objective-driven process 1512 may send
an objective to an orchestrator 1516. The orchestrator
1516 receives the objective, channel attribution informa-
tion 1520, at least one data set from database 1514, data
from object storage service 1518. The orchestrator 1516
may produce output to the metric assembler 1540 and
the user segment assembler 1538, which may collect
and store the output in object storage service 1518. The
segment assembler 1538 may create JSON objects that

are returned as responses to the client through user ap-
plications 110 and 112 (see FIG. 1). The database 1514
may be the database 1004 (see FIG. 10). The object
storage service 1518 may be object storage service 1006
(see FIG. 10).
[0351] The orchestrator 1516 may perform a metric
analysis process 1522, one or more user segmentation
analysis processes 1524, and one or more lookalike seg-
mentation processes 1526 which may generate one or
more lookalike segments 1528 which may be stored in
object storage service 1518, and a user segmentation
process 1530 having unsupervised segmentation proc-
ess 1532, odds ratio process 1534 and post-binning proc-
ess 1536.
[0352] The channel attribution information 1520 may
include attribution models (such as those generated at
438 in FIG. 4 and described herein) and numerical pre-
dictions (such as those generated at 446 in FIG. 4 and
described herein). The numerical predictions in the chan-
nel attribution information 1520 may refer to one or more
of a prescription volume prediction 448, a prescription
share prediction 450, an active patient prediction 452 and
other numerical predictions 454 (see FIG. 4). The numer-
ical predictions may be generated for the prescription
behavior of individual HCPs.
[0353] Metric analysis process 1522 may include the
determination of one or more metrics from the at least
one dataset in database 1514 based on the objective and
the channel attribution information 1520.
[0354] The one or more user segmentation analysis
processes 1524 may execute the user segmentation
process 1530 to identify one or more segments from the
at least one data set in database 1514. The generated
one or more segments may include one or more prede-
termined user segments, with thresholds or conditions
established by a user. The predefined user segments
can include, for example, switchers, shrinkers, growers,
rising stars, etc. as described in FIG. 42.
[0355] The odds ratio process 1534 may explain how
a group of subjects is different from another group based
on the difference in distribution of certain data features.
[0356] The post-binning process 1536 may explain
how a segment is different from another segment after
the segment is formed.
[0357] The one or more lookalike segmentation proc-
esses 1526 may generate one or more lookalike seg-
ments 1528 which may be stored on object storage sys-
tem 1518. The lookalike segmentation processes 1526
and lookalike labels 1528 are described in further detail
in FIGs. 16 and 21.
[0358] Reference is next made to FIG. 16, which shows
a predictive user segmentation diagram 1600 in accord-
ance with one or more embodiments.
[0359] The predictive user segmentation package
1608 may communicate with storage system 1602 (see
e.g. storage system 1518 in FIG. 15), database 1604
(see e.g. database 1004 in FIG. 10), and database 1606
(see e.g. database 1008 in FIG. 10).
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[0360] The predictive user segmentation package
1608 may receive input 1614, generate output 1622 and
output lookalike metadata 1612.
[0361] The predictive user model training task 1616
generates a lookalike model 1618 for use in predicting a
set of users that are similar in both static and dynamic
features to a given set of subjects. The lookalike model
1618 may be validated 1620 using a split of one or more
data sets. The split may be 80/20. The model validation
1620 may generate an evaluation file 1610 that describes
the quality of the generated model 1618.
[0362] When used to generate lookalike predictions,
the lookalike model 1618 may receive input 1614, gen-
erate a predicted lookalike output based on the lookalike
model 1618 and the input 1614, and generate an output
1622 and output lookalike metadata 1612.
[0363] The predictive user model training task 1616
may generate the lookalike model 1618 based on the
initiation behaviour (i.e. for HCPs, their prescribing be-
haviour) based on similar users.
[0364] Referring to FIGs. 16 and 48 together, in one
embodiment, the training task 1616 may train the looka-
like model 1618 using a nearest neighbours method. This
may include using the one or more data sets as a search
space set (i.e. All doctor level data "DLD" subjects) 4802,
generate features identified from the one or more data
sets as numeric or nominal (i.e. segment labels for "grow-
er" identified for subjects at set 4804), and generate a
Scalable Nearest Neighbors (ScANN) search space us-
ing the search set.
[0365] The lookalike model 1618 receives input 1614
which may be a query, applies encoding/scaling models
on the input query 1614 (e.g. non doctor level data "non-
OLD" subject) and then searches the feature space for
other subjects. The output 1622 and output lookalike
metadata 1612 can include a plurality of lookalike sub-
jects in the search space (i.e. the "matching young grow-
ers among non DLD people" 4806). The output 1622 and
output lookalike metadata 1612 can include distances
and neighbouring subject identifiers.
[0366] Referring to FIG. 16 and 49 together, in another
embodiment, the training task 1616 may train the looka-
like model 1618 using positive or unlabelled learning (PU
learning). This may include building a data set including
training and test data (unseen data) in a data set. The
training task 1616 may use weight of evidence (WoE)
encoding on categorical data, apply encoding/scaling
models on a test set, assign each instance of the positive
class (P) 4902 as 1, rest as 0 i.e. the Unlabeled class (U)
- 4904, and at 4901 build a classifier (CatBoostClassifier)
using P 4902 and U 4904.
[0367] The training task 1616 may further use the clas-
sifier to predict the probabilities of instances in U 4904
itself. The instances in U 4904 identified during prediction
with lowest predicted probabilities may be classified as
reliable negative class (RN) 4910.
[0368] Finally, in training task 1616, a classifier (Cat-
BoostClassifier) may be trained using P 4906 and RN

4910.
[0369] To perform predictions using lookalike model
1618 using PU Learning, the classifier (CatBoostClassi-
fier) may be used to predict the Positive class 4914 from
the remaining Unlabelled class 4916 that were not tagged
as RN 4918 based on the input query. Feature impor-
tance may be generated for output 1622 using SHAP
(SHapley Additive exPlanations).
[0370] Reference is next made to FIG. 42, which shows
a segmentation diagram 4200 in accordance with one or
more embodiments. The segmentation diagram includes
a data materialization process 4202, a database 4204
(for example, database 1514 in FIG. 15), a segment ac-
tivity generator 4206, one or more segment threshold
functions 4208, and a segment label generator 4222.
[0371] The hydration or data materialization process
4202 may receive serialized objects from one or more
data sources, and may generate objects in memory cor-
responding to the user segments. Alternatively, the hy-
dration or data materialization process 4202 may popu-
late the generated segment labels with domain data.
[0372] The database 4204 may be for example, the
database 1514 in FIG. 15.
[0373] One or more segments may be identified using
segment threshold functions 4208. The segment thresh-
old functions 4208 may include various functions of iden-
tifying segment labels in the one or more data sets. The
segment threshold functions 4208 may include, for ex-
ample, a switcher function 4210, a shrinker function
4212, a grower function 4214, a rising star function 4216,
and other functions 4218 and 4220. These segment
threshold functions 4208 may be used by the segment
label generator 4222 to identify a segment label of the
entities in the one or more data sets in database 4204.
The segment threshold functions 4208 may use the in-
dividualized subject initiation models to generate predic-
tions and identify matching subjects.
[0374] The switcher function 4210 may identify entities
(for example, HCPs) gaining in volume/share.
[0375] The shrinker function 4212 may identify entities
(for example, HCPs) decreasing in prescription vol-
ume/share.
[0376] The grower function 4214 may identify (for ex-
ample, HCPs) gaining share in one brand, while simul-
taneously declining in competing brand.
[0377] The rising star function 4216 may identify (for
example, HCPs) who currently have a small market but
which are likely to grow to a bigger market within a future
time period (e.g. 2 years). The identification may include
predicting if total market (total prescriptions for product
a and for product b) grows by at least double (or another
factor) compared to data in a prior period. The predicted
total market (total prescriptions for product a and for prod-
uct b) is at least more than the median predicted total
market of all subjects (HCPs).
[0378] The rising star function 4216 may use the sub-
ject initiation volume prediction model (which may be
product or drug specific), and sum up predictions for total
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number of prescriptions for any products in a market (e.g.
product a and b) to determine a total market prediction.
The rising star function 4216 may operate for a particular
date range. The rising star function 4216 may use an
XGBoost regressor, stacked temporal data (prescrip-
tions), static features, and other information associated
with the initiating subject in the one or more data sets.
[0379] The segment label generator 4222 may gener-
ate associations in the database 4204 identifying sub-
jects with an applied label based on the one or more
segment threshold functions 4208.
[0380] Reference is next made to FIGs 42 - 46 togeth-
er, which shows several segmentation evaluation dia-
grams for evaluation of the segment threshold functions
4208 in accordance with one or more embodiments.
[0381] The segmentation evaluation diagram 4300
may be for instrumentation of the switcher function 4210
and may report on the number of entities (for example,
HCPs) that have shown a trend to switch in one direction
(see FIG. 43: from a competing productive to the objec-
tive brand) or in an opposite direction (see FIG. 44: from
the objective brand to a competing brand).
[0382] In FIGs. 45 and 46, another report is shown
identifying the number of entities (HCPs) who are shown
to continue their trend of switching from one product set
(FIG. 45) or shown to reverse their direction of switch
behaviour (FIG. 46).

Explanations

[0383] Reference is next made to FIG. 20, which shows
a prediction model diagram 2000 in accordance with one
or more embodiments.
[0384] The prediction model diagram 2000 shows a
database 2002, an object storage service 2004, and a
subject database 2006.
[0385] The prediction model diagram further shows an
initialization step 2008, data retrieval step 2010, subject
database transformation 2012, feature engineering
2014, and model processing 2016.
[0386] At initialization 2008, a user supplies an objec-
tive request including parameters to the explainable pre-
diction system. The objective request can include an en-
vironment including a user group identifier, a user name,
a project identifier, an objective identifier, and configura-
tion information. The objective parameters may include
information relating to a request prediction objective of
the user, such as objective type, one or more metrics, a
value, a reference timestamp, a subject, and contextual
information. The parameters included in the initialization
may be a subset of the objective parameters above.
[0387] At data retrieval 2010, the explainable predic-
tion system queries the database 2002 and the object
storage service 2004 for information relating to the object
request. This can include volume data, labels, time-se-
ries data, user data, and subject data.
[0388] At subject database 2012, data relating to a sub-
ject may be generated or transformed. This can include

the creation of subject data in the object storage service
2004. This can further include generating data features
based on the subject (i.e. HCPs) in the subject database
2006, geographic or other related features associated
with the subject (e.g., population per physician deter-
mined based on geographic information of the HCP).
[0389] Feature engineering 2014 occurs that can in-
clude generating features (or datapoints) associated with
the data sets in the explainable prediction system. These
features can include engineered features for subject, en-
gineering features for subject journeys, engineering fea-
tures for subjects, engineered features for geography,
etc. For example, the subject journey features can in-
clude windowed mean, binary transformations, length of
time since a window, mean value grouped by feature,
removing or identifying outliers.
[0390] Model processing 2016 may involving model
training and validation of one or more machine learning
models as described herein. Validation may include the
generation of quality metrics 2018 including root mean
square error (RMSE), root mean squared percentage er-
ror (RMSPE), and mean absolute percentage error
(MAPE). Model processing 2016 may allow for manual
or automatic model tuning based on the quality metrics
2018.
[0391] Reference is next made to FIG. 21, which shows
another predictive user segmentation diagram 2100 in
accordance with one or more embodiments. Predictive
segments may be generated for the one or more data
sets in the explainable prediction system. The segmen-
tation of the data may be performed in order to identify
different groups, or segments of a particular data set.
Subject segmentations as traditionally understood is the
process of separating subjects into distinct groups or seg-
ments based on some shared characteristics.
[0392] Segmentation is performed in order to give an
organization an ability to understand their subject base
(or customer base, or client base) by cohorting individu-
als together so that they may be generalized for analysis.
[0393] A challenge with conventional segmentation is
that it is very difficult to segment users who have been
recently added, or who have a limited amount of data
(such as transaction data) associated with them in order
to identify their segment.
[0394] Metrics 2102 may be generated from the one
of more data sets of the explainable prediction system.
These metrics can include current behavior of one or
more initiating subjects such as transaction behavior. For
example, this can include current data on transactions
including prescription data of the initiating subject.
[0395] The metrics 2102, features determined of the
initiating subjects (HCPs), attributes of the initiating sub-
jects, and other CRM data sets may be used as input
into one or more generated predictive models 2104 for
the initiating subjects. The one or more generated pre-
dictive models 2104 may generate a current behavior
2106 and a predicted behavior 2107 for a future time
period. The current behavior can include a volume per-
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centile of the initiating subject, a market share percentile
of the initiating subject, or other current behaviors of the
initiating subject. The predicted behavior 2107 can in-
clude a volume increase, volume count, and other be-
haviors as described herein for a future time period. The
current behavior 2106 and the predicted behavior 2107
may have a score 2108 associated with them. The score
may include DLD and non-DLD scores for data in the
current behavior 2106 and the predicted behavior 2107.
[0396] The current behaviors 2106, the predicted be-
haviors 2107, and the associated scores 2108 may be
provided as input to the lookalike model 2116. The looka-
like model 2116 may generate lookalike transaction data
(such as lookalike prescription data).
[0397] The lookalike transaction data from the looka-
like model 2116, initiating subject attributes (for example,
HCP attributes), features determined based on the looka-
like model output, and other CRM data sets may be used
again as input into one or more generated predictive mod-
els 2104 for the lookalike subjects. The predictive models
2104 generate lookalike current behavior 2112 and pre-
dicted lookalike behavior 2114 (for a future time period).
The lookalike current behavior 2112 and predicted looka-
like behavior 2114 (for a future time period) may be used
as described herein to identify predictive segments 2110
based on the lookalike model 2116 output.
[0398] Reference is next made to FIG. 22, which shows
a predictive scoring diagram 2200 in accordance with
one or more embodiments.
[0399] Database 2202 and database 2204 provide da-
ta to generate at least one metric 2206. Database 2202
may be a data warehouse, for example, database 902 in
FIG. 9. Database 2204 may be, for example, database
926 in FIG. 9. The at least one metric 2206 may include
current transaction data. This could be for an initiating
subject, a product, a geography, etc.
[0400] The metrics 2206, features generated based on
data relating to an initiating subject, initiating subject at-
tributes, and other CRM data may be input into at least
one predictive model 2220.
[0401] The at least one predictive model 2220 may de-
termine current behavior 2224 and predicted behavior
2226, a confidence interval 2228, and one or more pre-
dictive segments 2230. The output of the at least one
predictive model 2220 may include a set of recommen-
dations (for example, as indicated "recommendation CS-
Vs"). The output of the at least one predictive model 2220
may be used as input to a scoring algorithm 2222 for
identifying scores associated with the behaviors, the pre-
dicted behaviors, etc.
[0402] The identified scores 2222 may be for initiating
subjects with substantial data in the one or more data
sets, sufficient to provide an accurate prediction and
scoring associated with their performance. The identified
scores 2222 may be used for reports 2218, including ROI
reports 2216. In one embodiment, the identified scores
2222 may be used as a training set for the lookalike model
2232.

[0403] The identified scores 2222 may be comple-
mented by the lookalike model 2232, which may itself
generate a set of lookalike HCP scores 2234 and looka-
like predictive segments 2238. The lookalike HCP scores
2234 may be used instead of, or in combination with, the
identified scores 2222. For example, for a particular ini-
tiating subject who lacks a substantial amount of data in
the one or more datasets, the lookalike score 2234 and
lookalike predictive segment 2238 may be used instead
of the generated identified score 2222. For other initiating
subjects or other entities, the lookalike model 2232 may
augment or combine scores 2234 identified for matching
"lookalike" individuals or groups to the identified score
2222.
[0404] The lookalike model 2232 may also receive at-
tributes and input features relating to the initiating sub-
jects. The lookalike HCP scores 2234 and lookalike pre-
dictive segments 2238 may be combined with the iden-
tified scores 2222 at redistributor 2236. The explainable
output 2210 may include the scoring from the identified
scores 2232, the lookalike HCP scores 2234 and looka-
like predictive segments 2238.
[0405] Reference is next made to FIG. 58, showing
another method diagram 5800 in accordance with one
or more embodiments. The method 5800 is for providing
explainable predictions, in accordance with one or more
embodiments.
[0406] At 5802, a prediction objective is received from
a user. The prediction objective may be received over a
network connection from an application running on a cli-
ent device, a web browser running on a client device
connecting to the user applications 110 or 112 (see e.g.
FIG. 1), or by an API call. The prediction objective can
include references to one or more entities, such as CRM
users, clients and customers within the CRM data, sales
and marketing staff in the CRM data, organizational units
or geographies in the CRM, initiating subjects such as
healthcare providers, products, patients, etc. as gener-
ally described by entity based data set 302 (see FIG. 3).
The prediction objective may be a business objective.
The prediction objective may be a value of interest related
to an initiating subject, such as change in prescription
volume, change in prescribing share, volume or share.
The prediction objective may correspond to one or more
objective labels (see e.g. FIGs. 11, 12, 13, 14, 15, and
20).
[0407] At 5804, at least one data set from at least one
data source is provided at a memory. The at least one
data source may be, for example, the one or more data
sources storing one or more data sets in FIG. 3.
[0408] At 5806, at a processor in communication with
the memory, at least one activity is determined from the
at least one data set, the at least one activity comprising
a feature of the corresponding data set. The at least one
activity may include an activity label. The at least one
activity may include an objective label.
[0409] At 5808, at the processor, at least one attribu-
tion model is generated from the at least one feature, the
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at least one attribution model operative to provide a pre-
diction and an associated explanation. An attribution
model may be generated as described at attribution mod-
elling 404 (and related steps 434 - 444) in FIG. 4. The at
least one attribution model may be stored in the memory.
[0410] Optionally, the generating the at least one attri-
bution model from the at least one feature may include:
determining a plurality of time-indexed activity sequenc-
es associated with the prediction outcome; identifying at
least one matching activity sub-sequence in the plurality
of time-indexed activity sequences, the at least one
matching activity sub-sequence including a preceding
sequence of actions based on a candidate activity label;
and generating an attribution model based on the one or
more matching sub-sequences associated with the pre-
diction outcome.
[0411] Optionally, the preceding sequence of actions
may be a variable length activity wi ndow.
[0412] Optionally, the identifying the at least one
matching sub-sequence may include: determining a plu-
rality of candidate subsequences in the time-indexed se-
quence of actions, each of the plurality of candidate sub-
sequences based on the candidate activity label and the
preceding sequence; generating a trend model based on
the at least one matching sub-sequence; wherein the de-
termined metric may be a lift metric for each of the plurality
of candidate subsequences; wherein the at least one
matching sub-sequence may be selected based on the
lift metrics of each candidate subsequence.
[0413] Optionally, the method may further include ex-
ecuting a SPMF algorithm.
[0414] Optionally, the method may further include:
generating a binary classification model based on the at
least one matching sub-sequence and the associated lift
metric; wherein the generating the at least one attribution
model from the at least one feature includes generating
the at least one attribution model based on the output of
the SPMF algorithm, the binary classification model, and
the trend model; and wherein the attribution model may
be one of a Shapley model or a Markov model.
[0415] At 5810, at the processor, generating an ex-
plainable prediction comprising a prediction and at least
one prediction rationale corresponding to the prediction,
the prediction rationale is determined based on the pre-
diction objective received from the user and the at least
one attribution model.
[0416] Optionally, the determining the at least one ac-
tivity may further include: determining at least one activity
label based on the at least one data set, the at least one
activity label includes a time-series activity label based
on time series data in the at least one data set; and as-
sociating the at least one activity label with an initiating
subject, wherein the initiating subject is optionally a
healthcare provider.
[0417] Optionally, the at least one activity label may
include: an activity label based on the at least one data
set, the at least one static label comprising one of a trend
label, a frequency label, a market driver label, a loyalty

label; a prediction outcome determined from the predic-
tion objective, the prediction outcome may include one
of market share, sales volume, and patient count; and a
metric of the prediction outcome, the metric comprising
a numerical value corresponding to an increase value, a
decrease value, or a neutral value of the prediction out-
come.
[0418] Optionally, the method may further include: de-
termining an initiation model for each of a plurality of in-
itiating subjects, each initiation model based on the at
least one activity of the corresponding initiating subject
and comprising a regression model; generating a pre-
dicted metric for a future time period based on the initi-
ation model for the corresponding initiating subject; using
an explanatory algorithm to generate a prediction expla-
nation based on the at least one attribution model; and
wherein the predicted metric may include a numerical
prediction and the prediction explanation.
[0419] Optionally, the explanatory algorithm may in-
clude at least one selected from the group of a Local
Interpretable Model-Agnostic Explanation algorithm and
a SHapley Additive explanations (SHAP) algorithm.
[0420] Optionally, the regression model may be one of
an ARIMA model or an XGBoost model. When prediction
quality isn’t satisfactory, a time-series forecasting model
may be used it if yields better results.
[0421] Optionally, the method may further comprise:
determining a segment label for each corresponding in-
itiating subject based on the predicted metric for the fu-
ture time period.
[0422] Optionally, the segment label may be deter-
mined based on an odds ratio model.
[0423] Optionally, the segment label may be deter-
mined based on a classifier.
[0424] Optionally, the segment label may comprise a
rising star label, a grower label, a shrinker label, or a
switcher label.
[0425] Optionally, the determining the segment label
may include: determining an embedding vector based on
data from the at least one data source associated with
the initiating subject; and generating at least one match-
ing seed in a plurality of seed entries, the at least one
matching seed entry based on the embedding vector, the
at least one matching seed entry corresponding to a pre-
dicted segment label.
[0426] Optionally, the method may further include:
identifying a distance metric for each of the at least one
matching seed entry; and ranking the at least one match-
ing seed entry based on the distance metric.
[0427] Optionally, the predicted segment label may be
a lookalike segment label for the initiating subject based
on the at least one matching seed entry.
[0428] Optionally, the method may further include per-
forming a semi-supervised learning algorithm.
[0429] Optionally, the prediction objective from the us-
er may be received in a prediction request at a network
device in communication with the processor, the method
further including: transmitting, using the network device,
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a prediction response comprising the explainable predic-
tion to the user.

Next Best Audience

[0430] As described herein, audience may refer to an
initiating subject, for example, a healthcare provider who
may initiate prescriptions for patients or who may recom-
mend products for patients to purchase. Initiating sub-
jects may further include other types of subjects who are
not healthcare professionals, for example, salespeople
who may sell or resell a manufacturer’s products (on a
commission basis, for example). The audiences may be
human persons, groups of human people, or organiza-
tions themselves.
[0431] Reference is next made to FIG. 17, which shows
an audience reporting diagram 1700 in accordance with
one or more embodiments. The audience reporting dia-
gram 1700 includes an objective-driven process 1702, a
next best audience task 1704, a database 1706, a subject
database 1708, a feature file 1712, an object storage
service 1710, an objective static labelling task 1714 and
an audience assembler-driven process 1716.
[0432] The objective-driven process 1702 may be ex-
ecuted when the user creates a new objective through
user applications 110 and 112 shown in FIG. 1. The ob-
jective-driven process 1702 may receive an audience
prediction objective from the user that includes fields
such as user group, an objective identifier, an entity code
(such as a subject code or an HCP code or identifier),
one or more values corresponding to the entity code, one
or more metrics, a window length, and a time interval.
The entity code may be for a product, a product class, a
geographic area, a subject (also referred to herein as an
initiating subject). The one or more values corresponding
to the entity code may be identified values of the entity
code, for example, product a and product b. The time
period may be daily, monthly, quarterly, yearly, etc. The
metric may be volume, volume change, market share,
market share change, etc. as described herein. The ob-
jective-driven process 1702 may be executed on a cloud
service (not shown) such as AWS® Lambda, Fission, Az-
ure® Functions and Google@ Cloud Functions.
[0433] The next best audience container 1704 may
generate next best audience predictions based on the
objective received from the objective-driven process
1702 and data from the database 1706, the subject da-
tabase 1708 and the object storage service 1710. The
next best audience container 1704 may output a feature
file 1712 to be stored in object storage service 1710. The
next best audience container 1704 may include analysis-
driven processes 1718, a look-alike package 1720 and
a data prediction model package 1722.
[0434] The analysis-driven processes 1718 may in-
clude an analysis-driven process for "DLD" data and an
analysis-driven process for "non-OLD" data.
[0435] The analysis-driven process for "non-OLD" da-
ta may initiate the look-alike package 1720. The look-

alike package 1720 may segment non-DLD HCP data
base on learned patterns from DLD HCP data. The look-
alike package 1720 may be the predictive user segmen-
tation package 1608 (see FIG. 16).
[0436] The analysis-driven process for "DLD" data may
initiate the data prediction model package 1722. The data
prediction model package 1722 may include data retriev-
al, feature engineering, model processing and quality
metrics. The data retrieval function of the data prediction
model package 1722 may retrieve data from database
1706 and subject database 1708. The data retrieval func-
tion of the data prediction model package 1722 may send
data to and receive data from the objective static labelling
task 1714.
[0437] The objective static labelling task 1714 may
generate static labels such as volume short term trend,
volume long term trend, share short term trend, share
long term trend, market driver short term trend, market
driver long term trend, frequency, loyalty short term trend
and loyalty long term trend. The objective static labelling
task 1714 may be the objective static labelling task 1316
(see FIG. 13).
[0438] The next best audience container 1704 may
output data to the audience assembler-driven process
1716. The audience assembler-driven process 1716 may
generate an explainable prediction report. For example,
the audience assembler-driven process 1716 may output
a list of audience IDs and audience scores. Audience
scores may include predicted target values and predic-
tion intervals. Audience scores may be numerical scores
or categorical scores. The output may further include a
plurality of audience predictions in a ranked list ranked
based on the corresponding audience scores, a ranked
list of audience segments, a change in the audience
score of a changing audience prediction, audience data,
prediction rationale corresponding to the candidate au-
dience prediction, contact timeline data and previous au-
dience scores for prior time periods. Each audience pre-
diction may correspond to an initiating subject such as a
healthcare provider.
[0439] The database 1706, the object storage service
1710 and the subject database (e.g. physician database)
1708 may be provided in database 218 shown in FIG. 2.
The database 1706, the object storage service 1710 and
the subject database (e.g. physician database) 1708 may
be provided by a server at the explainable prediction sys-
tem, or may be provided as services by, for example,
Microsoft@ Azure® or Amazon® AWS®.
[0440] Reference is next made to FIG. 18, which shows
an audience reporting simulation diagram 1800 in ac-
cordance with one or more embodiments. The audience
reporting simulation diagram 1800 includes an objective-
driven process 1802, a next best audience task 1810, a
database 1804, a subject database 1806, an object stor-
age service 1808, an objective static labelling task 1814
and an audience ROI assembler-driven process 1818.
The audience reporting simulation diagram 1800 may be
tailored to generate ROI calculations and insights.
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[0441] The objective-driven process 1802 may be the
objective-driven process 1702 (see FIG. 17). The data-
base 1804 may be the database 1706 (see FIG. 17). The
subject database 1806 may be the subject database
1708 (see FIG. 17). The object storage service 1808 may
be the object storage service 1710 (see FIG. 17). The
objective static labelling task 1814 may be the objective
static labelling task 1714 (see FIG. 17).
[0442] The next best audience container 1810 may
generate next best audience predictions based on the
objective received from the objective-driven process
1802 and data from the database 1804, the subject da-
tabase 1806 and the object storage service 1808. The
next best audience container 1810 may include an anal-
ysis-driven process 1812 and data prediction model
packages 1816.
[0443] The analysis-driven process 1812 may initiate
one or more data prediction model packages 1816. The
analysis-driven process 1812 may be configured to an-
alyze an ROI of next best audience predictions. The ROI
may be the return on investment against the main metric
of the target objective (e.g. number of prescriptions) and
may be scaled nationally or to a particular region.
[0444] The data prediction model packages 1816 may
each include data retrieval, feature engineering, model
processing and quality metrics. The data retrieval func-
tion of the data prediction model packages 1816 may
retrieve data from database 1804 and subject database
1806. The data retrieval function of the data prediction
model packages 1816 may send data to and receive data
from the objective static labelling task 1814.
[0445] The next best audience container 1810 may
output data to the audience assembler-driven process
1818. The audience assembler-driven process 1818 may
generate the explainable prediction report. For example,
the audience assembler-driven process 1818 may output
a list of user IDs and predicted target values with predic-
tion intervals. The output may be summarized into one
score. The audience assembler-driven process 1818
may generate audiences for DLD HCP data which is op-
timized for ROI.
[0446] Reference is next made to FIG. 19, which shows
an audience reporting recommendation diagram 1900 in
accordance with one or more embodiments. The audi-
ence reporting recommendation diagram 1900 includes
an objective time series
labelling task 1902, a next best audience recommenda-
tion task 1914, a next best audience recommendation
container 1916, a database 1904, a subject database
1906, an object storage service 1910, an objective static
labelling task 1908, an audience assembler-driven proc-
ess 1912, a next best audience validation task 1918 and
an audience ROI assembler-driven process 1920.
[0447] The objective time series labelling task 1902
may generate time series labels 1334 and 1336 (see FIG.
13). The time series labels may include monthly normal-
ized market-driver percentile and NAN percentile. The
objective time series labelling task 1902 may send time

series label data to the next best audience recommen-
dation container 1916.
[0448] The next best audience recommendation task
1914 may generate data about the next best target for
marketing and sales activities. The next best audience
task 1914 may generate a current next best audience or
a predicted next best audience. The next best audience
task 1914 may be performed on the reporting engine 230
shown in FIG. 2. The next best audience task 1914 may
contain the next best audience recommendation contain-
er 1916.
[0449] The next best audience recommendation con-
tainer 1916 may include data prediction model packages,
a predictive segment generation package, a feature im-
portance package, a prediction probability package, a
look-alike package, a score generation package, a pro-
vincial/territory scoring package and a next best audi-
ence analysis-driven process.
[0450] The data prediction model packages may each
include data retrieval, feature engineering, model
processing and quality metrics packages. The data pre-
diction model packages may receive data from database
1904, subject database 1906 and object storage service
1910. The data prediction model packages may also
send data to object storage service 1910.
[0451] The predictive segment generation package,
the feature importance package and the prediction prob-
ability package may send data to the data retrieval pack-
age and to the objective static labelling task 1908.
[0452] The objective static labelling task 1908 may
generate static labels such as volume short term trend,
volume long term trend, share short term trend, share
long term trend, market driver short term trend, market
driver long term trend, frequency, loyalty short term trend
and loyalty long term trend. The objective static labelling
task 1714 may be the objective static labelling task 1316
(see FIG. 13).
[0453] The score generation package and the provin-
cial/territory scoring package may send score data to the
next best audience analysis-driven process. The next
best audience analysis driven process may generate a
ranked list of next best audiences.
[0454] The next best audience task 1914 may output
data to the audience assembler-driven process 1912.
The audience assembler-driven process 1912 may re-
ceive data from the next best audience recommendation
task and the object storage service 1910. The audience
assembler-driven process 1912 may generate an ex-
plainable prediction report. For example, the audience
assembler-driven process 1912 may output a list of au-
dience IDs and audience scores. Audience scores may
include predicted target values and prediction intervals.
Audience scores may be numerical scores or categorical
scores. The output may further include a plurality of au-
dience predictions in a ranked list ranked based on the
corresponding audience scores, a ranked list of audience
segments, a change in the audience score of a changing
audience prediction, audience data, prediction rationale
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corresponding to the candidate audience prediction, con-
tact timeline data and previous audience scores for prior
time periods. Each audience prediction may correspond
to an initiating subject such as a healthcare provider. The
audience assembler-driven process 1912 may be the au-
dience assembler-driven process 1716.
[0455] The next best audience validation task 1918
may be operable to check if the audience predictions
fulfill the input objective. The next best audience valida-
tion task 1918 may include a next best audience valida-
tion container. The next best audience validation con-
tainer may include an ROI simulation package and an
instrumentation graphing package. The ROI simulation
package may simulate a future sequence of actions and
outcomes related to each next best audience selection
and related ROI data. The instrumentation graphing
package may create visual representations of the simu-
lated future sequence of actions and outcomes related
to each next best audience selection. The audience pre-
dictions may be validated by checking whether the sim-
ulated future sequence of actions and outcomes related
to each next best audience selection fulfill the input ob-
jective. The next best audience validation task 1918 may
send validation data to the audience ROI assembler-driv-
en process 1920.
[0456] The audience ROI assembler-driven process
1920 may compile data from the next best audience val-
idation task 1918 and the object storage service 1910.
The audience ROI assembler-driven process 1920 may
generate an explainable prediction report related to au-
dience predictions and ROI data.
[0457] The database 1904, the object storage service
1910 and the subject database (e.g. physician database)
1906 may be provided in database 218 shown in FIG 2.
The database 1904, the object storage service 1910 and
the subject database (e.g. physician database) 1906 may
be provided by a server at the explainable prediction sys-
tem, or may be provided as services by, for example,
Microsoft@ Azure® or Amazon® AWS®.
[0458] Reference is next made to FIG. 50, which shows
an audience diagram 5000 in accordance with one or
more embodiments. Audience diagram 5000 includes a
next best audience container 5002, a next best audience
preprocessing task 5004, a static labelling task 5010, a
next best audience model training task 5012, a next best
audience task 5015, an audience database 5026, a seg-
ment activity generation task 5028, a segment label gen-
eration task 5030 and a database 5032.
[0459] The next best audience preprocessing task
5004 may be initiated by next best audience task 2316
(see FIG. 23). The next best audience preprocessing task
5004 may perform quality assessment, cleaning, trans-
formation and reduction of data such as objective data.
[0460] At 5008, the data output from the next best au-
dience preprocessing task 5004 may be checked for the
presence of static labels. Static labels may include short-
term trends, long-term trends, frequency, market driver
and loyalty. If the data output from the next best audience

preprocessing task 5004 does not include static labels,
the data will be routed to static labeling task 5010.
[0461] Static labeling task 5010 may generate new
static labels for data. Static labeling task 5010 may send
data and associated static labels to the static labeling
check task 5006. There may be more than one static
labeling task 5010.
[0462] The static labeling check task 5006 may check
the appropriateness of the static labels generated for the
data by static labeling task 5010. The static labeling
check task 5006 may then send data and associated
checked static labels to the next best audience preproc-
essing task 5004.
[0463] If, at 5008, the data output from the next best
audience preprocessing task 5004 includes static labels,
the data will be routed to the next best audience model
training task 5012 and the next best audience task 5015.
[0464] The next best audience model training task
5012 may train the predictive and explanatory compo-
nents of the next best audience model when the system
is first setup or it may retrain the predictive and explan-
atory components of the next best audience model each
time new data is received at the next best audience con-
tainer 5002. The next best audience model training task
5012 may include a next best audience model training
package 5014 and a next best audience model explain-
ability package 5016. The next best audience model
training package 5014 may train the predictive compo-
nents of the next best audience model (e.g. audience
score generating components) and send data to the next
best audience model explainability package 5016. The
next best audience model explainability package 5016
may train the explanatory components of the next best
audience model.
[0465] The next best audience task 5015 may generate
data about the next best target for marketing and sales
activities. The next best audience task 5015 may gener-
ate a current next best audience or a predicted next best
audience. The next best audience task 5015 may be per-
formed on the reporting engine 230 shown in FIG. 2. The
next best audience task 5015 may include a next best
audience check package 5016, a next best audience in-
gestion package 5018, a next best audience recommen-
dation package 5020, a next best audience validation
package 5022 and a next best audience scoring package
5024.
[0466] The next best audience check package 5016
may check whether the received data are within expected
values. The checked data is then sent to the next best
audience ingestion package 5018.
[0467] The next best audience ingestion package 5018
may send data to the audience database 5026, the seg-
ment activity generation task 5028 and the next best au-
dience recommendation package 5020. The data from
the next best audience ingestion package 5018 may be
used elsewhere as input for the explanation system (see
e.g. FIG. 4).
[0468] The next best audience recommendation pack-

61 62 



EP 4 296 929 A1

33

5

10

15

20

25

30

35

40

45

50

55

age 5020 may generate segment recommendations. The
recommendation of which subject to target is generated
from the score itself or the change in score. The next best
audience recommendation package 5020 may send rec-
ommendation data to the segment label generation task
5030 and the next best audience validation package
5022.
[0469] The next best audience validation package
5022 may be operable to check if the recommendations
fulfill the input objective. The next best audience valida-
tion package 5022 may send validation data to the next
best audience scoring package 5024.
[0470] The next best audience scoring package 5024
may generate an audience score. The audience score
may be a numerical score associated with an audience
to enable a user to compare the relative ranking of dif-
ferent audiences.
[0471] The segment activity generation task 5028 may
identify activities in the data. The activities may include
marketing and sales activities such as a call or an e-mail.
The segment activity generation task 5028 may receive
data from the next best audience ingestion package
5018, audience database 5026 and database 5032. The
segment activity generation task may send segment ac-
tivity data to database 5032 and segment label genera-
tion task 5030. The segment activity generation task
5028 may be segment activity generation task 2308 (see
FIG. 23).
[0472] The segment label generation task 5030 may
identify a segment label for the entities in the data. The
segment label generation task 5030 may be performed
by segment label generator 4222 (see FIG. 42).
[0473] The audience database 5026 may store audi-
ence data such as audience predictions. The database
5032 may store segment activity data. The audience da-
tabase 5026 and database 5032 may be provided in da-
tabase 218 shown in FIG 2. The audience database 5026
and database 5032 may be provided by a server at the
explainable prediction system, or may be provided as
services by, for example, Microsoft® Azure® or Amazon®

AWS®.
[0474] Reference is next made to FIG. 47, which shows
a user interface diagram 4700 in accordance with one or
more embodiments. User interface diagram 4700 in-
cludes graphical representation 4702, key insights
4704a, 4704b, 4704c and 4704d and noticeable insights
4706a, 4706b and 4706c. User interface diagram 4700
may display data of the types described in FIG. 14. User
interface diagram 4700 may be provided by user appli-
cations 110 and 112 (see FIG. 1) on user devices.
[0475] The graphical representation 4702 may show
the relative occurrences of trends within an entity of in-
terest. For example, the entity may be relevant physi-
cians and the trends may include increasing physicians,
decreasing physicians and neutral physicians.
[0476] Key insight 4704a may indicate the total number
of entity members. For example, key insight 4704a may
indicate the total number of relevant physicians. Key in-

sights 4704b, 4704c and 4704d may indicate the number
of entity members who belong to a trend.
[0477] Noticeable insights 4706a, 4706b and 4706c
may elaborate on key insights 4704a, 4704b and 4704c
by providing statistics for each trend group. For example,
noticeable insight 4706a may indicate the number of in-
creasing physicians that belong to a physician specialty,
a territory, a volume pattern, a volume level and a to-
market ratio.
[0478] Reference is next made to FIG. 51, which shows
another user interface diagram 5100 in accordance with
one or more embodiments. User interface diagram 5100
includes an entity ranking panel 5102, a selected entity
identifier panel 5104, a trend visualizer panel 5106, and
a market share visualizer panel 5108. User interface di-
agram 5100 may be provided by user applications 110
and 112 (see FIG. 1) on user devices.
[0479] The entity ranking panel 5102 may display all
relevant entities (audience members, or subjects in this
case) ranked based on their score. The information dis-
played for each entity may include a name, user seg-
ments, a photograph, history of engagement, a numerical
or categorical score and explanatory factors of the enti-
ty’s score. For example, the entity ranking panel 5102
may display a list of health care providers and their au-
dience score out of ten, including audience member or
subject 5110. Audience member or subject 5110 may
include the subject’s name, history of engagement, user
segments, and an audience score of 10. The audience
score may be generated by the next best audience con-
tainer 1704 (see FIG. 17) or the next best audience task
1912 (see FIG. 19). At the top of the entity ranking panel
5102 there may be provided functionalities to search for
an entity, filter the ranked list of entities and download
the ranked list of entities. The user may select an entity
from entity ranking panel 5102.
[0480] The selected entity identifier panel 5104 may
display information about the user-selected entity. The
displayed entity information may include a name, a pho-
tograph, a specialty, a location, a score and top channels
associated with the entity. Top channels associated with
the entity may be the best marketing channels to reach
the entity such as chat, phone call and e-mail.
[0481] The trend visualizer panel 5106 may display
trend data for products of interest (also referred to herein
as stocks). For example, the trend visualizer panel 5106
may display the trend of pharmaceutical product pre-
scription new starts in graphical format and in table for-
mat. The user may toggle between the trend data for
different products at the top of the trend visualizer panel
5106.
[0482] The market share visualizer panel 5108 may
display market share data for products of interest. For
example, the market share visualizer panel 5108 may
display the market share of a pharmaceutical product of
interest compared to the top three increasing competitor
pharmaceutical products in graphical format and in table
format.
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[0483] Reference is next made to FIG. 52, which shows
another user interface diagram 5200 in accordance with
one or more embodiments. User interface diagram 5200
includes an entity overview panel 5202, a product trend
data panel 5204, a segment labels list 5206, a product
shares data panel 5208 and an entity-related products
list 5210. User interface diagram 5200 may be provided
by user applications 110 and 112 (see FIG. 1) on user
devices.
[0484] The entity overview panel 5202 may display da-
ta related to the entity such as a main label, a last update
date, a territory or geographical location tag, and a score.
The score may be an audience score generated by the
next best audience container 1704 (see FIG. 17) or the
next best audience task 1912 (see FIG. 19).
[0485] The product trend data panel 5204 may display
key statistics about products related to the entity. For
example, the product trend data panel 5204 may display
the number of prescriptions for a pharmaceutical product
written by the selected health care provider for three time
periods compared to the national average. The user may
toggle to different products using the "back" and "next"
arrows at the bottom of the product trend data panel 5204.
[0486] The segment labels list 5206 may indicate seg-
ment labels related to the entity and the product trend
data panel 5204. The segment labels may indicate a
measure of new starts, historical increases, historical de-
creases, indication of pathologies and other predictions.
The segment labels may include a rising star label, a
grower label, a shrinker label or a switcher label. The
segment labels may be generated by segment label gen-
erator 4222 (see FIG. 42).
[0487] The product share data panel 5208 may display
market share information about products related to the
entity. For example, the product share data panel 5208
may display the percent market share of a pharmaceu-
tical product for three time periods compared to other
products. The user may toggle to different products using
the "back" and "next" arrows at the bottom of the product
share data panel 5208.
[0488] The entity-related products list 5210 may dis-
play notable products and their labels. For example, the
entity-related products list 5210 may display the top 3
increasing pharmaceutical products and the top 3 de-
creasing pharmaceutical products for the selected health
care provider.
[0489] Reference is next made to FIG. 53, which shows
another user interface diagram 5300 in accordance with
one or more embodiments. User interface diagram 5300
includes an entity details panel 5301. User interface di-
agram 5300 may be provided by user applications 110
and 112 (see FIG. 1) on user devices.
[0490] Entity details panel 5301 may be used to track
the engagement and changes of an entity over time. En-
tity details panel 5301 may include entity identifiers 5302
and a history of engagement 5304. Entity identifiers 5302
may include name, photograph, specialty and location.
The history of engagement 5302 may include information

about each interaction between the entity and the user.
The information about interactions may include the date
of interaction, the time of interaction, the channel, the
communications, the entity’s response and any resulting
predictions, recommendations or score changes. For ex-
ample, the history of engagement 5302 may list all inter-
actions between the user and a health care provider such
as e-mails and phone calls. The history of engagement
5302 may create a new list item when the audience score
of a health care provider changes.
[0491] Reference is next made to FIG. 54, which shows
another user interface diagram 5400 in accordance with
one or more embodiments. User interface diagram 5400
includes an objective builder panel 5401. User interface
diagram 5400 may be provided by user applications 110
and 112 (see FIG. 1) on user devices.
[0492] The user may interact with objective builder
panel 5401 to create an objective such as a next best
audience prediction objective. The objective input by the
user will direct the analysis and determine the results
shown to the user in entity ranking panel 5102 (see FIG.
51). The objective builder panel 5401 may include an
objective element 5402 and an objective element option
5404.
[0493] Objective element 5402 may be any type of data
that the user would like to add to the objective. The ob-
jective element 5402 may be an entity such as a product,
a product class, a geographic area or a subject. The ob-
jective element 5402 may be any type of data shown in
FIG. 3. There may be more than one objective element
5402 in the objective builder panel 5401.
[0494] Objective element option 5404 may be an in-
stance of the objective element 5402. The user may se-
lect an objective element option 5404 to specify the scope
of the objective. For example, the user may select a prov-
ince for the objective when the objective element is a
territory.
[0495] Reference is next made to FIG. 59, showing
another method diagram 5900 in accordance with one
or more embodiments. The method diagram 5900 pro-
vides for prediction and reporting of next-best audience
recommendations.
[0496] At 5902, at a display device of a user device,
providing an audience reporting interface. The audience
reporting interface may be, for example, the one shown
in FIGs. 47, 51, 52, 53, and 54.
[0497] At 5904, a user input device of the user device,
receives an audience prediction objective. The audience
prediction objective may be received from a user using
user applications 110 and 112 (see FIG. 1), or by an API
call. The prediction objective can include references to
one or more entities, such as CRM users, clients and
customers within the CRM data, sales and marketing
staff in the CRM data, organizational units or geographies
in the CRM, initiating subjects such as healthcare pro-
viders, products, patients, etc. as generally described by
entity based data set 302 (see FIG. 3). The prediction
objective may be a business objective. The prediction
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objective may be a value of interest related to an initiating
subject, such as change in prescription volume, change
in prescribing share, volume or share. The prediction ob-
jective may correspond to one or more objective labels
(see e.g. FIGs. 12, 13, 14, 15, and 20).
[0498] At 5906, an audience prediction request is
transmitted at a network device of the user device to an
explainable prediction system, the audience prediction
request comprising the audience prediction objective.
[0499] At 5908, an audience prediction response is re-
ceived at the network device of the user device from the
explainable prediction system, the audience prediction
response corresponding to the audience prediction re-
quest, the audience prediction response comprising a
plurality of audience predictions, each audience predic-
tion comprising a prediction and at least one prediction
rationale corresponding to the prediction.
[0500] At 5910, the audience reporting interface is dis-
played at the display device of the user device, the au-
dience reporting interface comprising the plurality of pre-
dictions and the corresponding at least one prediction
rationale.
[0501] Optionally, each of the plurality of audience pre-
dictions may include an audience score; and the audi-
ence reporting interface may display the plurality of au-
dience predictions in a ranked list ranked based on the
corresponding audience scores.
[0502] Optionally, each of the plurality of audience pre-
dictions may correspond to an initiating subject, option-
ally a healthcare provider.
[0503] Optionally, each of the plurality of audience pre-
dictions may include one or more audience segments,
and the method may further include: displaying, at the
display device of the user device, the one or more audi-
ence segments on the ranked list on the audience report-
ing interface.
[0504] Optionally, the method may further include dis-
playing, at the display device of the user device, a change
in the audience score of a changing audience prediction
in the plurality of audience predictions.
[0505] Optionally, the audience score may be a numer-
ical score corresponding to an audience subject.
[0506] Optionally, the audience score may be a cate-
gorical score corresponding to an audience subject.
[0507] Optionally, each of the plurality of audience pre-
dictions may be an audience identifier, and the method
may further include: receiving, from the user input device
of the user device, a selection of a candidate audience
prediction in the plurality of audience predictions; and
displaying, at the display device of the user device, the
audience reporting interface comprising audience data
corresponding to the audience identifier associated with
the candidate audience prediction.
[0508] Optionally, the method may further include: dis-
playing, at the display device of the user interface, the
audience reporting interface comprising the prediction
rationale corresponding to the candidate audience pre-
diction.

[0509] Optionally, the prediction rationale may include
at least one explanation for the candidate prediction.
[0510] Optionally, the method may further include: re-
ceiving, from the user input device of the user device, a
selection of a candidate audience prediction in the plu-
rality of audience predictions; and displaying, at the dis-
play device of the user device, the audience reporting
interface comprising contact timeline data corresponding
to the audience identifier associated with the candidate
audience prediction.
[0511] Optionally, the method may further include: re-
ceiving, from the user input device of the user device, a
note input corresponding to an entry of the contact time-
line data; and transmitting, from the network device to
the explainable prediction system, the note input corre-
sponding to an entry of the contact timeline data.
[0512] Optionally, each of the plurality of audience pre-
dictions may include at least two corresponding audience
scores, the at least two corresponding audience scores
comprising a first audience score for a prior time period
and a second audience score for a current time period,
and the method may further include: receiving, from the
user input device of the user device, a selection of a can-
didate audience prediction in the plurality of audience
predictions; and displaying, at the display device of the
user device, the audience reporting interface comprising
the first audience score for the prior time period and the
second audience score for the current time period.
[0513] Optionally, the audience reporting interface
may further comprise a channel communication predic-
tion, the channel communication prediction correspond-
ing to the audience identifier associated with the candi-
date audience prediction. Referring to FIG. 52, the chan-
nel communication prediction 5212 may be displayed on
the audience reporting interface. The channel communi-
cation prediction 5212 may include one or more types of
channel communication predictions 5212. The channel
predictions 5212 may correspond to a preferred channel
of communication with the audience subject. Other chan-
nels may be included in the prediction, as are known.
[0514] Referring back to FIG. 59, optionally, the chan-
nel communication prediction may comprise one of a
face-to-face meeting channel prediction, a telephone call
channel prediction, an email channel prediction, an ad-
vertisement channel prediction, a lunch and learn chan-
nel prediction, a learning channel prediction and a sam-
ple drop channel prediction. Other channels may be in-
cluded in the prediction, as are known.

Next Best Channel

[0515] Reference is next made to FIG. 60, showing
another method diagram 6000 in accordance with one
or more embodiments. The method diagram 6000 is a
computer-implemented method for providing explainable
predictions.
[0516] At 6002, a prediction objective is received from
a user. The prediction objective may be received over a
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network connection from an application running on a cli-
ent device, a web browser running on a client device
connecting to the user applications 110 or 112 (see e.g.
FIG. 1), or by an API call. The prediction objective can
include references to one or more entities, such as CRM
users, clients and customers within the CRM data, sales
and marketing staff in the CRM data, organizational units
or geographies in the CRM, initiating subjects such as
healthcare providers, products, patients, etc. as gener-
ally described by entity based data set 302 (see FIG. 3).
The prediction objective may be a business objective.
The prediction objective may be a value of interest related
to an initiating subject, such as change in prescription
volume, change in prescribing share, volume or share.
The prediction objective may correspond to one or more
objective labels (see e.g. FIGs. 11, 12, 13, 14, 15, and
20).
[0517] At 6004, at least one data set from at least one
data source is provided at a memory. The at least one
data source may be, for example, the one or more data
sources storing one or more data sets in FIG. 3.
[0518] At 6006, at least one activity is determined at a
processor in communication with the memory, from the
at least one data set, the at least one activity comprising
at least one feature of the corresponding data set.
[0519] At 6008, generating, at the processor, at least
one channel attribution model from the at least one fea-
ture of the at least one activity, the at least one channel
attribution model operative to provide a channel predic-
tion and at least one prediction rationale.
[0520] Optionally, the generating the at least one chan-
nel attribution model from the at least one feature of the
at least one activity comprises: determining a time-in-
dexed activity sequence associated with the prediction
outcome; determining a lift metric of each of at least two
channels, each of the at least two channels correspond-
ing to an activity from the time-indexed activity sequence;
and generating the channel attribution model based on
the at least one matching activity sub-sequence associ-
ated with the prediction outcome.
[0521] The at least one channel attribution model may
operate to provide channel predictions for an initiating
subject.
[0522] The lift metric may be generated for each of at
least two channels. The lift metric may be a measure of
the performance of a particular channel in view of mar-
keting activities connected to the prediction objective. Lift
may be the ratio of target response divided by average
response.
[0523] Optionally, the determining the lift metric of each
of at least two channels includes: determining a subject
conversion ratio for each of the at least two channels;
determining a control subject group; determining a con-
trol conversion ratio for each of the at least two channels
based on the control subject group; and determining the
lift metric for each of the at least two channels based on
the subject conversion ratio and the control conversion
ratio.

[0524] Optionally, the lift metric for each of the at least
two channels may include a weighted combination such
as a 65% weighting of the subject conversion ratio and
a 35% weighting of the control conversion ratio.
[0525] Optionally, the determining a control subject
group may include: determining a lookalike subject group
based on the subject identifier and a lookalike subject
model; determining the control subject group based on
the lookalike subject group and a propensity score de-
termined for each subject of the lookalike subject group.
[0526] The lookalike subject group may be determined
based on the lookalike model as described in FIGs. 16,
21 and 22. The lookalike group may determine one or
more subjects that may be similar to the subject identified
with the subject identifier (see e.g. FIG. 48).
[0527] At 6010, generating, at the processor, an ex-
plainable prediction comprising the channel prediction
and the at least one prediction rationale corresponding
to the channel prediction, the at least one prediction ra-
tionale determined based on the prediction objective re-
ceived from the user and the at least one channel attri-
bution model.
[0528] Optionally, each of the at least two channels
may include one of a face-to-face meeting channel, a
telephone call channel, an email channel, an advertise-
ment channel, a lunch and learn channel, a learning
channel, a sample drop channel. These different chan-
nels may correspond to interactions between one or more
salespersons (or users of the explainable prediction sys-
tem).
[0529] Optionally, the time-indexed activity sequence
may be a predetermined length of time.
[0530] Optionally, the predetermined length of time
may be 6 months.
[0531] Optionally, the prediction objective from the us-
er may be received in a prediction request at a network
device in communication with the processor, and the
method may further include: transmitting, using the net-
work device, a prediction response comprising the ex-
plainable prediction to the user.

User Interfaces

[0532] Reference is next made to FIG. 55, which shows
another user interface diagram 5500 in accordance with
one or more embodiments. User interface diagram 5500
may show a user interface provided by software applica-
tion 110 and 112 (see FIG. 1) for providing reports on
product entities 5502. Product entities 5502 may include
information on "Stock 1", "Stock 2", "Stock 3", "Stock 4",
and "Total Market". The selected product "Stock 1" may
have data shown related to its market performance 5508
in terms of "New Starts" or new patient courses. For ex-
ample, the Stock 1 product may include data such as
"New Starts" of the product, and a comparison with the
national or geographic average. The market perform-
ance 5508 may be broken down over different time
frames 5506 as shown.
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[0533] Reference is next made to FIG. 56, which shows
another user interface diagram 5600 in accordance with
one or more embodiments. User interface diagram 5600
may show a user interface provided by software applica-
tion 110 and 112 (see FIG. 1) for providing reports on
product entities including market share reports 5602
comparing a first product entity with the top three increas-
ing products. The user interface 5600 may include a quar-
ter-by-quarter breakdown 5604 showing a comparison
5606 in terms of market share for Product 1 compared
to a national or geographic average. The market share
performance 5606 may be broken down over different
time frames 5608 as shown.
[0534] Reference is next made to FIG. 57, which shows
another user interface diagram 5700 in accordance with
one or more embodiments. The user interface diagram
5700 shows a prediction rationale 5704, and further a
key opinion leader rationale 5706. The prediction ration-
ale 5704 may indicate one or more explanations for a
prediction related to a product. Key opinion leader ration-
ale 5706 may indicate one or more explanations for a
prediction related to the products connections with key
opinion leaders (or initiating subjects).
[0535] The present invention has been described here-
in by way of example only. Various modification and var-
iations may be made to these exemplary embodiments
without departing from the spirit and scope of the inven-
tion, which is limited only by the appended claims.

Claims

1. A computer-implemented method for providing ex-
plainable predictions, comprising:

receiving a prediction objective from a user;
providing, at a memory, at least one data set
from at least one data source;
determining, at a processor in communication
with the memory, at least one activity from the
at least one data set, the at least one activity
comprising at least one feature of the corre-
sponding data set;
generating, at the processor, at least one attri-
bution model from the at least one feature of the
at least one activity, the at least one attribution
model operative to provide a prediction and at
least one prediction rationale; and
generating, at the processor, an explainable
prediction comprising the prediction and the at
least one prediction rationale corresponding to
the prediction, the at least one prediction ration-
ale determined based on the prediction objec-
tive received from the user and the at least one
attribution model.

2. The method of claim 1, wherein the determining the
at least one activity further comprises:

- determining at least one activity label corre-
sponding to the at least one activity, the at least
one activity label comprises a time-series activ-
ity label based on time series data in the at least
one data set; and
- associating the at least one activity label with
an initiating subject, wherein the initiating sub-
ject is optionally a healthcare provider.

3. The method of claim 2, wherein the at least one ac-
tivity label comprises:

- a static activity label based on the at least one
data set, the static activity label comprising one
of a trend label, a frequency label, a market driv-
er label and a loyalty label;
- a prediction outcome determined from the pre-
diction objective, the prediction outcome com-
prising one of market share, sales volume, and
patient count; and
- a metric of the prediction outcome, the metric
comprising a numerical value corresponding to
an increase value, a decrease value, or a neutral
value of the prediction outcome.

4. The method of claim 3, wherein the generating the
at least one attribution model from the at least one
feature of the at least one activity comprises:

- determining a plurality of time-indexed activity
sequences associated with the prediction out-
come;
- identifying at least one matching activity sub-
sequence in the plurality of time-indexed activity
sequences, the at least one matching activity
sub-sequence including a preceding sequence
of actions based on a candidate activity label;
and
- generating an attribution model based on the
at least one matching activity sub-sequence as-
sociated with the prediction outcome.

5. The method of claim 4 wherein the preceding se-
quence of actions is a variable length activity win-
dow.

6. The method of claim 4, wherein the identifying the
at least one matching activity sub-sequence com-
prises:

- determining a plurality of candidate subse-
quences in a plurality of time-indexed activity
sequences, each of the plurality of candidate
subsequences based on the candidate activity
label and the preceding sequence of actions;
- generating a trend model based on the at least
one matching activity sub-sequence;
- wherein the determined metric is a lift metric
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associated with each of the plurality of candidate
subsequences; and
- wherein the at least one matching activity sub-
sequence is selected based on the lift metric as-
sociated with each of the plurality of candidate
subsequences.

7. The method of claim 6 further comprising:

- generating a binary classification model based
on the at least one matching activity sub-se-
quence and the associated lift metric;
- wherein the generating the at least one attri-
bution model from the at least one feature of the
at least one activity comprises generating the at
least one attribution model based on an output
of the SPMF algorithm, the binary classification
model, and the trend model; and
- wherein the attribution model is one of a Shap-
ley model, and a Markov model.

8. The method of claim 7, further comprising:

- determining an initiation model for each of a
plurality of initiating subjects, each initiation
model based on the at least one activity of the
corresponding initiating subject and comprising
a regression model;
- generating a predicted metric for a future time
period based on the initiation model for the cor-
responding initiating subject;
- using an explanatory algorithm to generate a
prediction explanation based on the at least one
attribution model; and
- wherein the predicted metric comprises a nu-
merical prediction and the prediction explana-
tion; and
- wherein the explanatory algorithm comprises
at least one of a Local Interpretable Model-Ag-
nostic Explanation algorithm or a SHapley Ad-
ditive explanations (SHAP) algorithm.

9. The method of claim 8, further comprising:

- determining a segment label for each corre-
sponding initiating subject based on the predict-
ed metric for the future time period; and
wherein the regression model is one of an ARI-
MA model or an XGBoost model.

10. The method of claim 9 wherein:

- the segment label is determined based on an
odds ratio model or a classifier; and
- the segment label comprises a rising star label,
a grower label, a shrinker label, or a switcher
label.

11. The method of claim 9, wherein the determining the
segment label comprises:

- determining an embedding vector based on
data from the at least one data source associ-
ated with the initiating subject; and
- generating at least one matching seed, the at
least one matching seed based on the embed-
ding vector, the at least one matching seed cor-
responding to a predicted segment label.

12. The method of claim 11, wherein the predicted seg-
ment label is a lookalike segment label for the initi-
ating subject based on the at least one matching
seed.

13. A computer-implemented system for providing ex-
plainable predictions, comprising:

- a memory, the memory storing at least one
attribution model;
- a network device;
- a processor in communication with the memory
and the network device, the processor config-
ured to:

- receive a prediction objective from a user
via the network device;
- receive at least one data set from at least
one data source via the network device;
- determine at least one activity from the at
least one data set, the at least one activity
comprising at least one feature of the cor-
responding data set;
- generate at least one attribution model
from the at least one feature of the at least
one activity, the at least one attribution mod-
el operative to provide a prediction and at
least one prediction rationale; and
- generate an explainable prediction com-
prising the prediction and the at least one
prediction rationale based on the prediction
objective received from the user and the at
least one attribution model.

14. The computer-implemented system of claim 13,
wherein the generating the at least one attribution
model from the at least one feature of the at least
one activity comprises:

- determining a plurality of time-indexed activity
sequences associated with the prediction out-
come;
- identifying at least one matching activity sub-
sequence in the plurality of time-indexed activity
sequences, the at least one matching activity
sub-sequence including a preceding sequence
of actions based on a candidate activity label;
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and
- generating an attribution model based on the
at least one matching activity sub-sequence as-
sociated with the prediction outcome.

15. The computer-implemented system of claim 14,
wherein the processor is further configured to:

- generate a binary classification model based
on the at least one matching activity sub-se-
quence and the associated lift metric;
- wherein the generating the at least one attri-
bution model from the at least one feature of the
at least one activity comprises generating the at
least one attribution model based on an output
of a SPMF algorithm, the binary classification
model, and the trend model; and
- wherein the attribution model is one of a Shap-
ley model, and a Markov model.

75 76 



EP 4 296 929 A1

40



EP 4 296 929 A1

41



EP 4 296 929 A1

42



EP 4 296 929 A1

43



EP 4 296 929 A1

44



EP 4 296 929 A1

45



EP 4 296 929 A1

46



EP 4 296 929 A1

47



EP 4 296 929 A1

48



EP 4 296 929 A1

49



EP 4 296 929 A1

50



EP 4 296 929 A1

51



EP 4 296 929 A1

52



EP 4 296 929 A1

53



EP 4 296 929 A1

54



EP 4 296 929 A1

55



EP 4 296 929 A1

56



EP 4 296 929 A1

57



EP 4 296 929 A1

58



EP 4 296 929 A1

59



EP 4 296 929 A1

60



EP 4 296 929 A1

61



EP 4 296 929 A1

62



EP 4 296 929 A1

63



EP 4 296 929 A1

64



EP 4 296 929 A1

65



EP 4 296 929 A1

66



EP 4 296 929 A1

67



EP 4 296 929 A1

68



EP 4 296 929 A1

69



EP 4 296 929 A1

70



EP 4 296 929 A1

71



EP 4 296 929 A1

72



EP 4 296 929 A1

73



EP 4 296 929 A1

74



EP 4 296 929 A1

75

5

10

15

20

25

30

35

40

45

50

55



EP 4 296 929 A1

76

5

10

15

20

25

30

35

40

45

50

55



EP 4 296 929 A1

77

5

10

15

20

25

30

35

40

45

50

55


	bibliography
	abstract
	description
	claims
	drawings
	search report

