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(67)  The present disclosure relates to an information
processing device and an information processing meth-
od achieving suppression of a drop of coding efficiency.

A depth value that wraps around a predetermined
value range is quantized by using a predetermined quan-
tization step. A difference value between the quantized
depth value and a predicted value of the depth value is
derived. A turnback value of the depth value is quantized

FIG.9

INFORMATION PROCESSING DEVICE AND METHOD

by using the quantization step. The derived difference
value is appropriately corrected by using the quantized
turnback value. The appropriately corrected difference
value is coded. For example, the present disclosure is
applicable to an information processing device, an image
processing device, electronic equipment, an information
processing method, an image processing method, a pro-
gram, or others.
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Description
[Technical Field]

[0001] The presentdisclosure relates to an information
processing device and an information processing meth-
od, and particularly to an information processing device
and an information processing method capable of sup-
pressing a drop of coding efficiency.

[Background Art]

[0002] Use of image sensors for sensing has been in-
creasing in recent years. For example, there has been
developed a technology which measures a distance from
a target object by detecting a phase difference between
a sine wave applied from a light source and a reflected
wave (e.g., see NPL 1).

[0003] According to such a type of distance measuring
method, more accurate distance measurementis achiev-
able without reduction of a maximum measurement dis-
tance, with use of light of multiple modulation frequencies
for distance measurement. In the case of distance meas-
urement using multiple modulation frequencies as de-
scribed above, a distance measurement result (depth
value) wraps around a predetermined value range when
obtained by using light having a high modulation frequen-
cy.

[0004] For coding such a depth value, there has been
a method which derives a difference between a depth
value of a processing target and a predicted value of the
depth value and codes a difference value thus derived,
such as amethod of DPCM (Differential Pulse Code Mod-
ulation). Meanwhile, there has been a method which uti-
lizes wrapping around to suppress a drop of data coding
efficiency (e.g., see PTL 1 and PTL 2).

[Citation List]
[Non Patent Literature]

[0005] [NPL 1]

Keita Yasutomi, Shoji Kawahito "Technical Description
Time-of-Flight Camera," The Journal of the Institute of
Image Information and Television Engineers, 2016, Vol.
70, No. 11, pp. 880-885, accepted August 29, 2016

[Patent Literature]
[0006]
[PTL 1]
Japanese Patent No. 6045123

[PTL 2]
Japanese Patent Laid-open No. 2002-344477
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[Summary]
[Technical Problem]

[0007] However, if the foregoing method which derives
adifference between a depth value and a predicted value
of the depth value and codes a difference value thus de-
rived is adopted as the method for coding a depth value
which wraps around as described above, the difference
value increases due to wrapping around of the depth val-
ue. As a result, coding efficiency may drop. Meanwhile,
each of the methods recited in PTL 1 and PTL 2 utilizes
wrapping around of a difference value and coded data
to limit these within a predetermined value range. Ac-
cordingly, a drop of coding efficiency of wraparound data
is difficult to suppress.

[0008] The present disclosure has been developed in
consideration of such circumstances and achieves sup-
pression of a drop of coding efficiency.

[Solution to Problem]

[0009] An information processing device according to
one aspect of the present technology includes a first
quantization unit that quantizes a depth value that wraps
around a predetermined value range, by using a prede-
termined quantization step, a difference value derivation
unit that derives a difference value between the depth
value quantized by the first quantization unit and a pre-
dicted value of the depth value, a second quantization
unit that quantizes a turnback value of the depth value
by using the quantization step, a correction unit that ap-
propriately corrects, by using the turnback value quan-
tized by the second quantization unit, the difference value
derived by the difference value derivation unit, and a cod-
ing unit that codes the difference value appropriately cor-
rected by the correction unit.

[0010] Aninformation processing method according to
one aspect of the present technology includes quantizing
a depth value that wraps around a predetermined value
range, by using a predetermined quantization step, de-
riving a difference value between the quantized depth
value and a predicted value of the depth value, quantizing
a turnback value of the depth value by using the quanti-
zation step, appropriately correcting the derived differ-
ence value by using the quantized turnback value, and
coding the appropriately corrected difference value.
[0011] An information processing device according to
another aspect of the present technology includes a de-
coding unitthatdecodes coded data to derive a difference
value between coefficient data associated with a depth
value wrapping around a predetermined value range, and
apredicted value of the coefficient data, a coefficientdata
derivation unit that adds the predicted value to the differ-
ence value derived by the decoding unit, to derive the
coefficient data, a quantization unit that quantizes a turn-
back value of the depth value by using a predetermined
quantization step, a correction unit that appropriately cor-
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rects, by using the turnback value quantized by the quan-
tization unit, the coefficient data derived by the coefficient
data derivation unit, and an inverse quantization unit that
inversely quantizes, by using the quantization step, the
coefficient data appropriately corrected by the correction
unit, to derive the depth value.

[0012] Aninformation processing method according to
another aspect of the present technology includes de-
coding coded data to derive a difference value between
coefficient data associated with a depth value wrapping
around a predetermined value range, and a predicted
value of the coefficient data, adding the predicted value
to the derived difference value to derive the coefficient
data, quantizing a turnback value of the depth value by
using a predetermined quantization step, appropriately
correcting the derived coefficient data by using the quan-
tized turnback value, and inversely quantizing the appro-
priately corrected coefficient data by using the quantiza-
tion step to derive the depth value.

[0013] According to the information processing device
and the information processing method of the one aspect
of the present technology, a depth value that wraps
around a predetermined value range is quantized by us-
ing a predetermined quantization step. A difference value
between the quantized depth value and a predicted value
of the depth value is derived. A turnback value of the
depth value is quantized by using the quantization step.
The derived difference value is appropriately corrected
by using the quantized turnback value. The appropriately
corrected difference value is coded.

[0014] According to the information processing device
and the information processing method of the other as-
pect of the present technology, coded data is decoded
to derive a difference value between coefficient data as-
sociated with a depth value wrapping around a predeter-
mined value range, and a predicted value of the coeffi-
cient data. The predicted value is added to the derived
difference value to derive the coefficient data. A turnback
value of the depth value is quantized by using a prede-
termined quantization step. The derived coefficient data
is appropriately corrected by using the quantized turn-
back value. The appropriately corrected coefficient data
is inversely quantized by using the quantization step to
derive the depth value.

[Brief Description of Drawings]
[0015]

[FIG. 1]
FIG. 1is a diagram explaining an example of a state
of distance measurement by an indirect ToF method.
[FIG. 2]
FIG. 2 is a diagram explaining an example of a state
of distance measurement by an indirect ToF method.
[FIG. 3]
FIG. 3 is a diagram explaining an example of a state
of distance measurement by an indirect ToF method.
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[FIG. 4]

FIG. 4 is a diagram explaining an example of a state
of distance measurement by an indirect ToF method.
[FIG. 5]

FIG. 5 is a diagram explaining an example of a state
of distance measurement by an indirect ToF method
using multiple modulation frequencies.

[FIG. 6]

FIG. 6 is a diagram explaining an example of a state
of distance measurement by an indirect ToF method
using multiple modulation frequencies.

[FIG. 7]

FIG.7 is adiagram explaining an example of a meas-
ured value.

[FIG. 8]

FIG. 8 is adiagram explaining an example of a meas-
ured value.

[FIG. 9]

FIG. 9 is a block diagram depicting an example of a
main configuration of a coding device.

[FIG. 10]

FIG. 10 is a diagram explaining a turnback value.
[FIG. 11]

FIG. 11 is adiagram explaining an example of a state
of correction of difference values.

[FIG. 12]

FIG. 12 is a flowchart illustrating an example of a
flow of a coding process.

[FIG. 13]

FIG. 13 is a block diagram depicting an example of
a main configuration of a decoding device.

[FIG. 14]

FIG. 14 is adiagram explaining an example of a state
of correction of decoded data.

[FIG. 15]

FIG. 15 is a flowchart illustrating an example of a
flow of a decoding process.

[FIG. 16]

FIG. 16 is a block diagram depicting an example of
a main configuration of a coding device.

[FIG. 17]

FIG. 17 is a flowchart illustrating an example of a
flow of a coding process.

[FIG. 18]

FIG. 18 is a block diagram depicting an example of
a main configuration of a decoding device.

[FIG. 19]

FIG. 19 is a flowchart illustrating an example of a
flow of a decoding process.

[FIG. 20]

FIG. 20 is a block diagram depicting an example of
amain configuration of a distance measuring device.
[FIG. 21]

FIG. 21 is a flowchart illustrating an example of a
flow of a distance measuring process.

[FIG. 22]

FIG.22is adiagram explaining an example of a state
of distance measurement by an indirect ToF method
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using multiple modulation frequencies.

[FIG. 23]

FIG. 23 is a block diagram depicting an example of
amain configuration of a distance measuring device.
[FIG. 24]

FIG. 24 is a diagram explaining an example of a state
of supply of turnback values.

[FIG. 25]

FIG. 25is adiagram explaining an example of a state
of supply of turnback values.

[FIG. 26]

FIG. 26 is a flowchart illustrating an example of a
flow of a distance measuring process.

[FIG. 27]

FIG. 27 is a diagram explaining P2 prediction.
[FIG. 28]

FIG. 28 is a block diagram depicting an example of
a main configuration of a computer.

[Description of Embodiments]

[0016] Modes for carrying out the present disclosure
(hereinafter referred to as embodiments) will be herein-
after described. Note that description will be presented
in the following order.

. Coding and decoding of wraparound data

. First embodiment (coding device)

. Second embodiment (decoding device)

. Third embodiment (coding device)

. Fourth embodiment (decoding device)

. Fifth embodiment (distance measuring device)
. Sixth embodiment (distance measuring device)
. Supplementary notes

0O ~NOO O WN =

<1. Coding and decoding of wraparound data>
<iToF>

[0017] Use of image sensors for sensing has been in-
creasing in recent years. For example, as recited in NPL
1, there has been developed a technology which meas-
ures a distance from a target object by detecting a phase
difference between a sine wave applied from a light
source and a reflected wave.

[0018] For example, as depicted in FIG. 1, there has
been devised ToF (Time-of-Flight) which applies light
(e.g., infrared light) from a light emission source 1 toward
a subject 3, measures a time required until reception of
reflection light of the applied light by a distance measuring
sensor 2, and derives a distance to the subject 3 on the
basis of the measured time. Moreover, as methods for
this ToF, a direct ToF method (also called dToF (direct
Time of Flight)) and an indirect ToF method (also called
iToF (indirect Time of Flight)) have been devised.
[0019] The direct ToF method uses a TDC (Time-to-
Digital Converter). Accordingly, high-pixelation is difficult
to achieve. The indirect ToF method does not require a
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time calculation circuit, such as a TDC, within each pixel
and therefore can suppress an increase in the number
of elements within each pixel. Accordingly, high-pixela-
tion is easily achievable.

[0020] In the case of the indirect ToF method, photo-
charge generated by a photodiode is modulated by a
lock-in pixel with use of a time window (clock) synchro-
nized with a light source. At this time, time information is
reflected in a signal quantity, so that a flight time is de-
rivable.

[0021] For example, a modulation method adopted for
the indirect ToF method includes continuous wave mod-
ulation and pulse wave modulation. FIG. 2 illustrates an
example of a state of continuous wave modulation. In a
graph illustrated in FIG. 2, a sine wave 11 represents
emission light (Emitted), while a sine wave 12 represents
reflection light (Received). As illustrated in FIG. 2, in the
case of continuous wave modulation, a phase difference
between the emission light and the reflection light can be
derived by lock-in detection using four time windows. The
lock-in detection adopted herein refers to an action for
accumulating signals of the same phase multiple times
with use of a short electronic shutter synchronized with
a light source. In the case of modulation by a sine wave,
a phase difference ¢1of is derived by the following equa-
tion (1) with use of signals Ay, Aq, A,, and Az accumulated
in four time windows TW1, TW2, TW3, and TW4, respec-
tively.

2rf,
(1)

Qf’mf =

o 4 -4
fan r———
Lém%

* * -

[0022] A modulation frequency f,, is known. Accord-
ingly, the phase (pgg) can be converted to a time (trof)
by the following equation (2) .

- éi?’{)i@'
TOF T, .
2zt

L o-(2)

[0023] Note that, while the received light contains a
direct current component other than a light source com-
ponent, i.e., a background light component, this back-
ground light component is cancelled by calculation of the
equation (1) above. Accordingly, a distance can be esti-
mated without being affected by background light, within
a range of no saturation of a sensor.

[0024] Meanwhile, FIG. 3 illustrates an example of a
state of pulse wave modulation. In the case of pulse wave
modulation, a flight time tyoF is derived in a manner ex-
pressed by the following equation (3) on an assumption
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that signals accumulated by TW1 and TW2 are Ao and
Ay, respectively.

[0025] TD represents a discharge window through
which unnecessary background light is discharged. Only
the background light component can be recognized by
providing three or more time windows TW. In this manner,
a distance can be estimated without being affected by
background light. According to the pulse wave modula-
tion, imaging robust for background light can be achieved
by raising a duty ratio of the light source.

<Depth value derivation device>

[0026] FIG. 4 is a block diagram depicting an example
of a main configuration of a depth value derivation device
which derives a depth value by using the indirect ToF
method described above. A depth value derivation device
30 depicted in FIG. 4 includes a sensor 31, an i-signal
generation unit 32, a g-signal generation unit 33, a phase
difference detection unit 34, and a depth calculation unit
35.

[0027] The sensor 31 receives light and measures in-
tensity of the received light in cooperation with shutters
each having a quarter cycle of a modulation wave. The
sensor 31 further supplies data of these four sections
(N4, N, N3, N,) to the i-signal generation unit 32 and the
g-signal generation unit 33. The i-signal generation unit
32 subtracts the data N4 from the data N5 to generate an
i (In-Phase)-signal. The i-signal generation unit 32 sup-
plies this i-signal to the phase difference detection unit
34. The g-signal generation unit 33 subtracts the data
N4 from the data N2 to generate a g (Quadrature)-signal.
The g-signal generation unit 33 supplies this g-signal to
the phase difference detection unit 34.

[0028] The phase difference detection unit 34 derives
a phase difference ¢ in a manner expressed by the fol-
lowing equation (4), by using the supplied i-signal and g-
signal.

1 ,N«a; -N 2
N, -N,

¢ =tan"' (»‘5«) = tan”

H

(4)

[0029] The phase difference detection unit 34 supplies
the derived phase difference ¢ to the depth calculation
unit 35.
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[0030] The depth calculation unit 35 derives a depth
value (depth) d from the phase difference ¢ in a manner
expressed by the following equation (5).

C

d=—"
47{«fﬂ? ¢

.. (5)

[0031] Inthe mannerdescribed above, the depth value
d can be derived from a sensor output.

<iToF using multiple modulation frequencies>

[0032] According to iToF, more accurate distance
measurement is achievable by raising a modulation fre-
quency of irradiation light. In this case, however, a wave-
length decreases. Accordingly, a distance measurable
range is narrowed. For example, suppose that a distance
of a range X extending between a spot at a distance X1
from a sensor and a spot at a distance X2 from the sensor
is measurable. In this case, this range X can be more
accurately measured by raising a modulation frequency.
However, alength of this range X decreases (a difference
between the distance X1 and the distance X2 decreas-
es). By contrast, accuracy of distance measurement is
lowered by reducing the modulation frequency. However,
the length of the range X increases (the difference be-
tween the distance X1 and the distance X2 increases).
[0033] Accordingly, by using iToF combining multiple
modulation frequencies, accuracy of distance measure-
ment can be raised while suppressing a decrease of a
distance measurable range (while suppressing a de-
crease in the length of the range X) (Dual Frequency
iToF). For example, a more accurate depth value having
a wider range of possible values can be obtained by
merging a depth value that is derived by low modulation
frequency iToF and is designated as a high-order bit and
a depth value thatis derived by high modulation frequen-
cy iToF and is designated as a low-order bit.

[0034] Forexample,asdepictedinFIG.5, suchameth-
od (Dual Frequency iToF) can be achieved by preparing
devices (light source and sensor) for each modulation
frequency and measuring a distance by using the devices
and irradiation light of each modulation frequency.
[0035] Moreover, also adoptable is an example depict-
edinFIG. 6, which prepares a pair of devices (light source
and sensor) and uses the devices in a time-division man-
ner to achieve distance measurement with use of light of
each modulation frequency. Specifically, distance meas-
urement is carried out using irradiation light having a low
modulation frequency at a certain timing, and distance
measurement is carried out using irradiation light having
a high modulation frequency at a different timing. By re-
peating distance measurement while switching the mod-
ulation frequencies along a time axis in the manner de-
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scribed above, distance measurement with use of irradi-
ation light of each modulation frequency is achievable.
Moreover, this case only requires a smaller number of
parts than in the example of FIG. 5. For example, this
case can be practiced with use of only one chip.

[0036] In a case where one device is used in a time-
division manner as described above, itis required to store
data of a distance measurement result (depth value) of
at least one modulation frequency in a memory or the
like tomerge distance measurementresults of respective
modulation frequencies. When the data of the distance
measurement result is to be stored in the memory, an
increase in a memory capacity required for the storage
can be suppressed by coding (compressing) the data.
[0037] Note that this data coding may be achieved by
any coding method. However, it is preferable to adopt
such a method capable of raising coding efficiency and
reducing delays. For example, adoptable is such a meth-
od which derives a difference value between samples
and codes the difference value, such as a method of
DPCM (Differential Pulse Code Modulation).

<Coding of depth value>

[0038] Accordingly, coding of a depth value will be ex-
amined herein. For example, A in FIG. 7 illustrates a re-
lation between a depth value (measured value) derived
by distance measurement which uses irradiation light
having a lowest modulation frequency and a practical
distance (actual distance) from a sensor to an object cor-
responding to a distance measurementtarget,inthe case
of use of iToF combining multiple modulation frequencies
as described above. That is, the relation between the
measured value and the actual distance exhibits one-to-
one correspondence. On the other hand, B in FIG. 7 il-
lustrates a relation between a measured value obtained
by distance measurement which uses irradiation light
having a modulation frequency higher than that of A in
FIG. 7 and an actual distance. That is, the measured
value wraps around (turns back in) a predetermined val-
ue range. This occurs because a measurable range is
narrower than a range of possible values of the actual
distance.

[0039] For example, suppose that a distance from a
sensor 41 to an object 42 is measured by a combination
of iToF using a low modulation frequency and iToF using
a high modulation frequency as depicted in A in FIG. 8.
The sensor 41 includes multiple pixels like what is gen-
erally called animage sensor. Each of the pixels receives
light such as reflection light. Accordingly, a depth value
is obtained for each of the pixels of the sensor 41 as a
distance measurement result. In addition, it is assumed
that a range measurable by the sensor 41 in this distance
measurement is indicated by a two-direction arrow 43.
In other words, it is assumed that a range measurable
by iToF using a low modulation frequency is indicated by
the two-direction arrow 43.

[0040] As depicted in A in FIG. 8, the object 42 has a
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rectangular shape which has a longitudinal direction cor-
responding to a depth direction as viewed from the sensor
41. That is, the object 42 extends from a position closer
to the sensor 41 to a position farther from the sensor 41.
Accordingly, an actual distance from the sensor 41 to a
surface of the object 42 smoothly changes from the po-
sition closer to the sensor 41 to the position farther from
the sensor41 in the longitudinal direction of the object 42.
[0041] A depth image 44 depicted in B in FIG. 8 indi-
cates a distance measurement result (i.e., depth values
of respective pixels) of the iToF using a low modulation
frequency. The depth image 44 expresses depth values
by colors. A brighter portion represents a farther position
(larger depth value), while a darker portion represents a
closer position (smaller depth value). As depicted in B in
FIG. 8, depth values of pixels corresponding to the sur-
face of the object 42, which has a smoothly changing
actual distance, smoothly change in the longitudinal di-
rection of the object 42 in the depth image 44 in a manner
similar to the actual distance. Accordingly, at the time of
coding, a difference from a near pixel is obtained and a
difference value thus obtained is coded, as with the case
of DPCM. In this manner, coding efficiency can be raised
by utilizing a correlation between depth values of pixels.
[0042] A depth image 45 depicted in C in FIG. 8 illus-
trates a distance measurement result (i.e., depth values
of respective pixels) of the iToF using a high modulation
frequency. The depth image 45 expresses depth values
by colors as with the case of the depth image 44. As
depicted in B in FIG. 7, a measured value wraps around
a predetermined value range in the case of iToF using a
high modulation frequency. Accordingly, in the depth im-
age 45, adepth value considerably changes at a turnback
portion even in a region where the actual distance
smoothly changes. For example, pixels above a dotted
line 45A and pixels below the dotted line 45A have sub-
stantially the same actual distance buthave considerably
different depth values as a result of turnback of the depth
values. Hence, if a difference value as a difference from
a near pixel is obtained and coded at the time of coding
as with the case of DPCM, the difference value may be-
come large at a turnback portion of such a depth value.
Specifically, in the case of a depth value which wraps
around, a correlation with a near pixel may be lowered,
and therefore, coding efficiency may be dropped.
[0043] While PTL 1 and PTL 2 each disclose a method
which limits a difference value and coded data within a
predetermined value range by wrapping around these,
to suppress a drop of coding efficiency. However, a drop
of coding efficiency of such wraparound data as the depth
value described above is difficult to suppress by these
methods.

<Correction of difference value>
[0044] Accordingly, a difference value is appropriately

corrected before coding. For example, an information
processing method quantizes a depth value wrapping
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around a predetermined value range by using a prede-
termined quantization step, derives a difference value
between the quantized depth value and a predicted value
of the depth value, quantizes a turnback value of the
depth value by using the quantization step described
above, appropriately corrects the derived difference val-
ue by using the quantized turnback value, and codes the
difference value appropriately corrected.

[0045] Forexample, an information processing device
includes a first quantization unit that quantizes a depth
value wrapping around a predetermined value range by
using a predetermined quantization step, a difference
value derivation unit that derives a difference value be-
tween the depth value quantized by the first quantization
unit and a predicted value of the depth value, a second
quantization unit that quantizes a turnback value of the
depth value by using the quantization step described
above, a correction unit that appropriately corrects, by
using the turnback value quantized by the second quan-
tization unit, the difference value derived by the differ-
ence value derivation unit, and a coding unit that codes
the difference value appropriately corrected by the cor-
rection unit.

[0046] An increase in the difference value produced
by turnback of the depth value can be suppressed by
appropriately correcting the difference value with use of
the turnback value ofthe depth value as described above.
Accordingly, suppression of a drop of coding efficiency
is achievable.

[0047] Note that quantization of the depth value can
decrease the difference value. However, when only the
depth value is quantized, no correlation is established
between the depth value and the turnback value. In this
case, correction of the difference value is difficult to
achieve. Accordingly, the turnback value is also quan-
tized by using a quantization step similar to the quanti-
zation step for the depth value. In this manner, the cor-
relation between the depth value and the turnback value
can be maintained, achieving correction of the difference
value. Accordingly, an increase in the difference value
can be more suppressed, and therefore, further suppres-
sion of a drop of coding efficiency is achievable.

<Correction of coefficient data>

[0048] Note that coded data of a depth value (a differ-
ence value of a depth value) described above is decoded
when used. At the time of decoding of the coded data,
coefficient data (quantized depth value) obtained by de-
coding the coded data is appropriately corrected.

[0049] For example, an information processing meth-
od decodes coded data to derive a difference value be-
tween coefficient data associated with a depth value
wrapping around a predetermined value range and a pre-
dicted value of the coefficient data, adds the predicted
value to the derived difference value to derive the coef-
ficient data, quantizes a turnback value of the depth value
by using a predetermined quantization step, appropriate-
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ly corrects the derived coefficient data by using the quan-
tized turnback value, and inversely quantizes the correct-
ed coefficient data by using the quantization step de-
scribed above, to derive the depth value.

[0050] For example, an information processing device
includes a decoding unit that decodes coded data to de-
rive a difference value between coefficient data associ-
ated with a depth value wrapping around a predeter-
mined value range and a predicted value of the coefficient
data, a coefficient data derivation unit that adds the pre-
dicted value to the difference value derived by the de-
coding unit to derive the coefficient data, a quantization
unit that quantizes a turnback value of the depth value
by using a predetermined quantization step, a correction
unit that appropriately corrects, by using the turnback
value quantized by the quantization unit, the coefficient
data derived by the coefficient data derivation unit, and
an inverse quantization unit that inversely quantizes, by
using the quantization step described above, the coeffi-
cient data appropriately corrected by the correction unit,
to derive the depth value.

[0051] As described above, the coefficient data de-
rived by decoding the coded data, for example, is appro-
priately corrected by using the turnback value of the depth
value. In this manner, the depth value can be derived by
appropriately decoding the coded data. In other words,
an increase in the difference value produced by turnback
of the depth value can be suppressed, and therefore,
suppression of a drop of coding efficiency is achievable.
[0052] Note that, in a case where the depth value is
quantized and coded, no correlation is established be-
tween the coefficient data obtained by decoding the cod-
ed data, for example, and the turnback value of the depth
value. In this case, correction of the coefficient data by
using the turnback value of the depth value is difficult to
achieve. Accordingly, the turnback value of the depth val-
ue is quantized by a quantization step similar to the quan-
tization step adopted to inverse quantization of the coef-
ficient data. In this manner, a correlation between the
coefficient data and the turnback value can be main-
tained, and therefore, correction of the coefficient data
can be achieved. Accordingly, an increase in the differ-
ence value can be suppressed, and therefore, further
suppression of a drop of coding efficiency is realizable.

<2. First embodiment>
<Coding device>

[0053] FIG. 9is ablock diagram depicting an example
of a configuration of a coding device as one mode of the
information processing device to which the present tech-
nology is applied. A coding device 100 depicted in FIG.
9is adevice which codes depth data (depth image, depth
value) obtained by iToF. Note that FIG. 9 depicts only
main parts of processing units and data flows and there-
fore does not necessarily illustrate all processing units
and data flows. Specifically, the coding device 100 may
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include a processing unit not depicted as a block in FIG.
9, or a process or a data flow not indicated by an arrow
or the like in FIG. 9.

[0054] As depicted in FIG. 9, the coding device 100
includes a quantization unit 111, a quantization unit 112,
a DPCM processing unit 113, an arithmetic unit 114, an
arithmetic unit 115, a selection control unit 116, a selec-
tion unit 117, and a coding unit 118. The arithmetic unit
114, the arithmetic unit 115, the selection control unit
116, and the selection unit 117 constitute a correction
unit 121.

[0055] The quantization unit 111 acquires a turnback
value of a depth value which wraps around. For example,
the turnback value is an upper limit of the depth value
(measured value) which wraps around, as depicted in
FIG. 10. That s, the depth value (measured value) which
wraps around is a value smaller than the turnback value.
In the case of the example depicted in FIG. 10, the turn-
back valueis "1500." The turnback value is supplied from
an outside of the coding device 100. For example, the
turnback value may be supplied from a system controller
or the like.

[0056] The quantization unit 111 quantizes the ac-
quired turnback value by using a quantization step. The
quantization step is set for each of any data units. For
example, the quantization step may be set for each of
blocks (multiple pixels in a depth image). Moreover, the
quantization unit 111 shares this quantization step with
the quantization unit 112. That is, the quantization unit
111 quantizes the turnback value by using a quantization
step identical to a quantization step of the quantization
unit 112. In this manner, a correlation can be maintained
between the turnback value and the depth value. For
example, the quantization unit 111 divides the turnback
value by the quantization step to quantize the turnback
value. After derivation of the quantized turnback value
(e.g., (turnback value)/(quantization step)), the quantiza-
tion unit 111 supplies the quantized turnback value to the
correction unit 121 (the arithmetic unit 114 and the arith-
metic unit 115 of the correction unit 121).

[0057] The quantization unit 112 acquires a depth val-
ue as input data. The depth value is information indicating
adistance from a sensor used for distance measurement
to a subject including an object corresponding to a dis-
tance measurement target. A method employed for the
distance measurement may be any method. For exam-
ple, the depth value may be derived by distance meas-
urement using an indirect ToF (Time-of-Flight) method.
For example, the depth value may be derived in the fol-
lowing manner. IR laser light is applied from a light output
unit. The applied lightis reflected on the subject including
the object corresponding to the distance measurement
target, and is detected by the sensor as reflection light.
The depth value is derived from a phase difference be-
tween the applied light and the reflection light. The sensor
may include multiple pixels, and the depth value may be
derived for each of the pixels of the sensor. Accordingly,
it is possible that the quantization unit 112 acquires a
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depth image including depth values of the respective pix-
els.

[0058] The depth value wraps around a predetermined
value range. For example, the depth value may be de-
rived by distance measurement based on an indirect ToF
method performed by using light having a high modula-
tion frequency. For example, the depth value may be
derived by applying light having a modulation frequency
whose distance measurable range is narrower than a
range of possible values of the distance to the subject,
and detecting reflection light of the applied light.

[0059] The quantization unit 112 quantizes the depth
value thus acquired, by using a quantization step. The
quantization step is set for each of any data units. For
example, the quantization step may be set for each of
blocks (multiple pixels in a depth image). Moreover, the
quantization unit 112 shares the quantization step with
the quantization unit 111. Specifically, the quantization
unit 112 quantizes the depth value by using a quantiza-
tion step identical to the quantization step of the quanti-
zation unit 111. In this manner, a correlation can be main-
tained between the turnback value and the depth value.
For example, the quantization unit 112 divides the depth
value by the quantization step to quantize the depth val-
ue.

[0060] After derivation of the quantized depth value
(e.g., (depth value)/(quantization step)), the quantization
unit 112 supplies the quantized depth value to the DPCM
processing unit 113.

[0061] The DPCM processing unit 113 performs
DPCM processing on the depth value quantized by the
quantization unit 112, to derive a difference value be-
tween the depth value and a predicted value of the depth
value. Specifically, the DPCM processing unit 113 des-
ignates a depth value of a previous processing target
pixel, which is a pixel processed one pixel before, as a
predicted value of a current processing target pixel which
is a processing target pixel at present, and derives a dif-
ference value between the depth value of the current
processing target pixel and the depth value of the previ-
ous processing target pixel. On the basis of the difference
value derived by the DPCM processing unit 113 in the
manner described above, suppression of a drop of coding
efficiency is achievable. The DPCM processing unit 113
supplies the difference value derived by the DPCM
processing to the correction unit 121 (the arithmetic unit
114, the arithmetic unit 115, the selection control unit
116, and the selection unit 117 of the correction unit 121).
[0062] The correction unit 121 appropriately corrects,
by using the turnback value quantized by the quantization
unit 111, the difference value derived by the DPCM
processing unit 113.

[0063] The arithmetic unit 114 acquires the difference
value supplied from the DPCM processing unit 113. The
arithmetic unit 114 further acquires the quantized turn-
back value supplied by the quantization unit 111. The
arithmetic unit 114 adds the quantized turnback value to
the difference value to correct the difference value. The
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arithmetic unit 114 supplies a correction result (an addi-
tion result as a sum of the difference value and the quan-
tized turnback value) to the selection control unit 116 and
the selection unit 117.

[0064] The arithmetic unit 115 acquires the difference
value supplied from the DPCM processing unit 113.
Moreover, the arithmetic unit 115 acquires the quantized
turnback value supplied by the quantization unit111. The
arithmetic unit 115 subtracts the quantized turnback val-
ue from the difference value to correct the difference val-
ue. The arithmetic unit 115 supplies a correction result
(a subtraction result as a difference between the differ-
ence value and the quantized turnback value) to the se-
lection control unit 116 and the selection unit 117.
[0065] The selection control unit 116 acquires the dif-
ference value supplied from the DPCM processing unit
113. The selection control unit 116 further acquires the
correction result of the difference value (i.e., the addition
result as the sum of the difference value and the quan-
tized turnback value) supplied from the arithmetic unit
114. The selection control unit 116 further acquires the
correction result of the difference value (i.e., the subtrac-
tion result as the difference between the difference value
and the quantized turnback value) supplied from the
arithmetic unit 115. The selection control unit 116 con-
trols operation of the selection unit 117 on the basis of
these values.

[0066] The selection unit 117 acquires the difference
value supplied from the DPCM processing unit 113. The
selection unit 117 further acquires the correction result
of the difference value (i.e., the addition result as the sum
of the difference value and the quantized turnback value)
supplied from the arithmetic unit 114. The selection unit
117 further acquires the correction result of the difference
value (i.e., the subtraction result as the difference be-
tween the difference value and the quantized turnback
value) supplied from the arithmetic unit 115. The selec-
tion unit 117 selects a minimum absolute value from
among absolute values of the acquired difference value,
addition result, and subtraction result under control by
the selection control unit 116. The selection unit 117 sup-
plies the selected value (any of the difference value, the
addition result, and the subtraction result) to the coding
unit 118.

[0067] The coding unit 118 acquires information sup-
plied from the correction unit 121 (the selection unit 117
of the correction unit 121) and codes the acquired infor-
mation. This information corresponds to the difference
value appropriately corrected by the correction unit 121.
Specifically, this information corresponds to any of the
difference value, the addition result, and the subtraction
result selected by the selection unit 117. A method em-
ployed for this coding may be any method. For example,
variable-length coding (VLC (Variable Length Code)), or
fixed-length coding (FLC (Fixed Length Coding)) may be
adopted. The coding unit 118 outputs coded data derived
by coding the appropriately corrected difference value
(difference value, addition result, or subtraction result) to
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the outside of the coding device 100.
<Processing example>

[0068] An example of processing performed by the
coding device 100 configured as above will be described
with reference to FIG. 11. For example, suppose that
depth values of continuous four pixels corresponding to
input data are "1490," "0," "10," and "20." Each of these
depth values is a depth value obtained by high frequency
iToF and wraps around a turnback value of "1500." It is
further assumed that these depth values are positive in-
tegers. Specifically, it is assumed that a value range of
the depth values is arange from "0" to "1499." In addition,
suppose that turnback of the depth value is caused at
the second pixel from the left in the four pixels described
above. That is, suppose that actual distances corre-
sponding to the four pixels to a subjectare "1490," "1500,"
"1510," and "1520."

[0069] Moreover, as illustrated in FIG. 11, a quantiza-
tion step is set to "10." The quantization unit 111 divides
a turnback value of a depth value by this quantization
step to quantize the turnback value. Accordingly, in the
case of this example, "150" is obtained as the quantized
turnback value asiillustrated in FIG. 11. The quantization
unit 112 divides input data (depth value) by the quanti-
zation step "10" to quantize the input data. Accordingly,
"149," "0," "1," and "2" are obtained as the input data
quantized by the quantization unit 112 as illustrated in a
left part of FIG. 11.

[0070] Suppose that the DPCM processing unit 113
calculates a difference [1] between a depth value and a
predicted value which is a depth value of a pixel located
to the immediate left. Since the DPCM processing unit
113 uses the quantized input data described above as
the depth value, "-149," "1," and "1" are obtained as [1]
as illustrated in the left part of FIG. 11. That is, the differ-
ence value of the pixel causing turnback increases.
[0071] As described above, the actual distances cor-
responding to these four pixels are "1490," "1500,"
"1510," and "1520." Accordingly, if no turnback is caused
by these depth values, "149," "150," "151," and "152" are
obtained as the corrected input data (input data in the
case of no turnback). If the DPCM processing unit 113
derives [1] on the basis of these depth values, "1," "1,"
and "1" are obtained as [1]. Specifically, in the case of
the example in FIG. 11, the difference value of the pixel
causing turnback increases in comparison with the case
of no turnback. Accordingly, coding efficiency may drop
if [1] described above is coded.

[0072] For solving this problem, the arithmetic unit 114
adds the quantized turnback value "150" to [1] to derive
a correction result (addition result) [2]. In the case of the
example in the left part of FIG. 11, "1," "151," and "151"
are obtained as [2]. Moreover, the arithmetic unit 115
subtracts the quantized turnback value "150" from [1] to
derive a correction result (subtraction result) [3]. In the
case of the example in the left part of FIG. 11, "-259," "-
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149," and "-149" are obtained as [3].

[0073] Thereafter, the selection unit 117 selects a min-
imum absolute value from among absolute values of [1],
[2], and [3] for each of the pixels under control by the
selection control unit 116. In the case of the example in
the left part of FIG. 11, "1," "1," and "1" are selected.
[0074] As described above, a difference value is ap-
propriately corrected, and a minimum absolute value is
selected from among absolute values of the corrected
difference value. In this manner, an increase in the coded
difference value can be suppressed. Accordingly, sup-
pression of a drop of coding efficiency is achievable.
[0075] A right part of FIG. 11 illustrates a different ex-
ample. Suppose that depth values of continuous four pix-
els corresponding to input data are "20," "10," "0," and
"1490" in this example. Each of these depth values is a
depth value obtained by high frequency iToF and wraps
around a turnback value of "1500." It is further assumed
thatthese depth values are positive integers. Specifically,
it is assumed that a value range of the depth values is a
range from "0" to "1499." In addition, suppose that turn-
back of the depth value is caused at the first pixel from
the right in the four pixels described above. That is, sup-
pose that actual distances corresponding to the four pix-
els to a subject are "1520," "1510," "1500," and "1490."
[0076] Moreover, as illustrated in FIG. 11, a quantiza-
tion step is set to "10." In the case of this example, "150"
is obtained as the quantized turnback value as illustrated
in FIG. 11. Moreover, "2,""1,""0," and "149" are obtained
as the quantized input data as illustrated in the right part
of FIG. 11.

[0077] Inthe case of this example, "-1,""-1," and "-149"
are obtained as [1]. Accordingly, the difference value of
the pixel causing turnback increases.

[0078] As described above, the actual distances cor-
responding to these four pixels are "1520," "1510,"
"1500," and "1490." Accordingly, if no turnback of these
depth values is caused, "152," "151," "150," and "149"
are obtained as the corrected input data (input data in
the case of no turnback). Accordingly, "-1," "-1," and "-1"
are obtained as [1]. Specifically, in the case of the exam-
ple in FIG. 11, the difference value of the pixel causing
turnback increases in comparison with the case of no
turnback. Accordingly, coding efficiency may drop if [1]
described above is coded.

[0079] Forsolving this problem, the arithmetic unit 114
adds the quantized turnback value "150" to [1] to derive
a correction result (addition result) [2]. In the case of the
example in the right part of FIG. 11, "149," "149," and
"299" are obtained as [2]. Moreover, the arithmetic unit
115 subtracts the quantized turnback value "150" from
[1] to derive a correction result (subtraction result) [3]. In
the case of the example in the right part of FIG. 11, "-
151," "-151," and "-1" are obtained as [3].

[0080] Thereafter, the selection unit 117 selects a min-
imum absolute value from among absolute values of [1],
[2], and [3] for each of the pixels under control by the
selection control unit 116. In the case of the example in
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the right part of FIG. 11, "-1," "-1," and "-1" are selected.
[0081] As described above, a difference value is ap-
propriately corrected, and a minimum absolute value is
selected from among absolute values of the corrected
difference value. In this manner, anincrease in the coded
difference value can be suppressed. Accordingly, sup-
pression of a drop of coding efficiency is achievable.
[0082] Moreover,the depth value and a turnback value
ofthe depth value are both quantized. Hence, anincrease
in the difference value can be more suppressed, and
therefore, further suppression of a drop of coding effi-
ciency is achievable.

<Flow of coding process>

[0083] An example of a flow of a coding process exe-
cuted by the coding device 100 will subsequently be de-
scribed with reference to a flowchart in FIG. 12.

[0084] Atastartofthe coding process, the quantization
unit 111 of the coding device 100 divides a turnback value
by a predetermined quantization step to quantize the
turnback value in step S101.

[0085] In step S102, the quantization unit 112 divides
input data (a depth value wrapping around a predeter-
mined value range) by a quantization step identical to
the quantization step used by the quantization unit 111
for quantization, to quantize the input data.

[0086] In step S103, the DPCM processing unit 113
executes DPCM processing for the quantized input data
derived in step S102, to derive a difference value (differ-
ence data) between a depth value of a current processing
target pixel and a depth value of a processing target pixel
one pixel before.

[0087] In step S104, the arithmetic unit 114 adds the
quantized turnback value derived in step S101 to the dif-
ference data derived in step S103.

[0088] In step S105, the arithmetic unit 115 subtracts
the quantized turnback value derived in step S101, from
the difference data derived in step S103.

[0089] In step S106, the selection unit 117 selects a
minimum absolute value from among absolute values of
the difference data derived in step S103, the addition
result derived in step S104, and the subtraction result
derived in step S105, under control by the selection con-
trol unit 116.

[0090] In step S107, the coding unit 118 codes appro-
priately corrected difference data (the difference value,
the addition result, or the subtraction result selected in
step S106) to derive coded data.

[0091] After completion of processingin step S107, the
coding process ends. The coding device 100 executes
such a coding process for each of pixels (respective
depth values) in a depth image.

[0092] In this manner, an increase in the coded differ-
ence value can be suppressed as described above. Ac-
cordingly, suppression of a drop of coding efficiency is
achievable.

[0093] Moreover, the depth value and the turnback val-
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ue of the depth value are both quantized. Hence, an in-
crease in the difference value can be more suppressed,
and therefore, further suppression of a drop of coding
efficiency is achievable.

<3. Second embodiment>
<Decoding device>

[0094] FIG. 13isablockdiagram depictingan example
of a configuration of a decoding device as one mode of
the information processing device to which the present
technology is applied. A decoding device 200 depicted
in FIG. 13 is a device which decodes coded data of depth
data (depth image, depth value) obtained by iToF. The
decoding device 200 acquires and decodes coded data
generated by the coding device 100 and outputs a depth
value as output data.

[0095] Note that FIG. 13 depicts only main parts of
processing units and data flows and therefore does not
necessarily illustrate all processing units and data flows.
Specifically, the decoding device 200 may include a
processing unit not depicted as a block in FIG. 13, or a
process or a data flow not indicated by an arrow or the
like in FIG. 13.

[0096] Asdepictedin FIG. 13,the decoding device 200
includes a quantization unit 211, a decoding unit 1212,
an inverse DPCM processing unit 213, an arithmetic unit
214, an arithmetic unit 215, a selection control unit 216,
aselection unit217, and an inverse quantization unit 218.
The arithmetic unit 214, the arithmetic unit 215, the se-
lection control unit 216, and the selection unit 217 con-
stitute a correction unit 221.

[0097] The quantization unit 211 acquires a turnback
value of adepth value which wraps around. This turnback
value is similar to the turnback value in the case of the
coding device 100 (example in FIG. 10). The turnback
value is supplied from an outside of the decoding device
200. For example, the turnback value may be supplied
from a system controller or the like. Alternatively, for ex-
ample, the turnback value may be supplied from the cod-
ing device 100 having generated coded data.

[0098] The quantization unit 211 quantizes the ac-
quired turnback value by using a quantization step. This
quantization step is set for each of any data units. For
example, the quantization step may be set for each of
blocks (multiple pixels in a depth image). Moreover, the
quantization unit 211 shares this quantization step with
the inverse quantization unit 218. Specifically, the quan-
tization unit 211 quantizes the turnback value by using a
quantization step identical to a quantization step of the
inverse quantization unit 218. In this manner, a correla-
tion can be maintained between the turnback value and
the depth value. For example, the quantization unit 211
divides the turnback value by the quantization step to
quantize the turnback value. After derivation of the quan-
tized turnback value (e.g., (turnback value)/(quantization
step)), the quantization unit 211 supplies the quantized
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turnback value to the correction unit 221 (the arithmetic
unit 214, the arithmetic unit 215, and the selection control
unit 216 of the correction unit 221).

[0099] The decoding unit 212 acquires coded data.
This coded data is generated by the coding device 100
using the present technology described in the first em-
bodiment. The decoding unit 212 decodes the acquired
coded data to generate difference data. The decoding
unit 212 decodes the coded data by a decoding method
corresponding to the coding method used by the coding
unit 118. This difference data is a difference value be-
tween coefficient data associated with a depth value
wrapping around a predetermined value range and a pre-
dicted value of the coefficient data. For example, varia-
ble-length coding (VLC (Variable Length Code)), or fixed-
length coding (FLC (Fixed Length Coding)) may be
adopted. The decoding unit 212 supplies the derived dif-
ference data to the inverse DPCM processing unit 213.
[0100] The inverse DPCM processing unit 213 ac-
quires difference data of a current processing target pixel
which is a processing target pixel at present and is sup-
plied from the decoding unit 212. This difference data is
a difference value between coefficient data of the current
processing target pixel and coefficient data of a previous
processing target pixel which is a processing target pixel
one pixel before. The inverse DPCM processing unit213
further acquires coefficient data of the previous process-
ing target pixel from the selection unit 217. The inverse
DPCM processing unit 213 designates the coefficient da-
ta of the previous processing target pixel as a predicted
value of the current processing target pixel, and performs
inverse DPCM processing which is an inverse process
of DPCM processing. The inverse DPCM processing is
processing for adding the predicted value of the current
processingtarge pixel to the difference data of the current
processing target pixel. Specifically, the inverse DPCM
processing unit 213 adds the coefficient data of the pre-
vious processing target pixel to the difference data of the
current processing target pixel to derive coefficient data
of the current processing target. In this manner, coded
data as a coded difference value can correctly be decod-
ed on the basis of coefficient data derived by the inverse
DPCM processing unit 213 from difference data. In other
words, coding of the difference value is achievable. Ac-
cordingly, suppression of a drop of coding efficiency is
achievable. The inverse DPCM processing unit 213 sup-
plies the coefficient data of the current processing target
pixel derived by the inverse DPCM processing to the cor-
rection unit 221 (the arithmetic unit 214, the arithmetic
unit 215, the selection control unit 216, and the selection
unit 217 of the correction unit 221).

[0101] The correction unit 221 appropriately corrects,
by using the turnback value quantized by the quantization
unit 211, the coefficient data derived by the inverse
DPCM processing unit 1213.

[0102] The arithmetic unit 214 acquires the coefficient
data supplied from the inverse DPCM processing unit
213. The arithmetic unit 214 further acquires the quan-
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tized turnback value supplied from the quantization unit
211. The arithmetic unit 214 adds the quantized turnback
value to the coefficient data to correct the coefficient data.
The arithmetic unit 214 supplies a correction result (an
addition result as a sum of the coefficient data and the
quantized turnback value) to the selection unit 217.
[0103] The arithmetic unit 215 acquires the coefficient
data supplied from the inverse DPCM processing unit
213. The arithmetic unit 215 further acquires the quan-
tized turnback value supplied from the quantization unit
211. The arithmetic unit 215 subtracts the quantized turn-
back value from the coefficient data to correct the coef-
ficient data. The arithmetic unit 215 supplies a correction
result (a subtraction result as a difference between the
coefficient data and the quantized turnback value) to the
selection unit 217.

[0104] The selection control unit 216 acquires the
quantized turnback value supplied from the quantization
unit 211. The selection control unit 216 further acquires
the coefficient data supplied from the inverse DPCM
processing unit 213. The selection control unit 216 con-
trols operation of the selection unit 217 on the basis of
these values.

[0105] The selection unit 217 acquires the coefficient
data supplied from the inverse DPCM processing unit
213. The selection unit 217 further acquires the correc-
tion result of the coefficient data supplied from the arith-
metic unit 214 (i.e., the addition result as the sum of the
coefficient data and the quantized turnback value). The
selection unit 217 further acquires the correction result
of the coefficient data supplied from the arithmetic unit
215 (i.e., the subtraction result as the difference between
the coefficient data and the quantized turnback value).
The selection unit 217 selects a value falling within a
value range of the depth value from among values of the
acquired coefficient data, addition result, and subtraction
result under control by the selection control unit 216. The
selection unit 217 supplies the selected value (any of the
coefficient data, the addition result, and the subtraction
result) to the inverse quantization unit 218 as appropri-
ately corrected coefficient data.

[0106] The inverse quantization unit 218 acquires the
appropriately corrected coefficient data supplied from the
selection unit 217. This coefficient data is a quantized
depth value.

[0107] The inverse quantization unit 218 inversely
quantizes the appropriately corrected coefficient data by
using a quantization step. For example, the inverse quan-
tization unit 218 inversely quantizes the one selected by
the selection unit 217 from among the coefficient data,
the addition result, and the subtraction result. This ap-
propriately corrected coefficient data is a quantized depth
value. In other words, the inverse quantization unit 218
inversely quantizes the appropriately corrected coeffi-
cient data to derive the depth value.

[0108] This quantization stepis setforeach of any data
units. For example, the quantization step may be set for
each of blocks (multiple pixels in a depth image). More-
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over, the inverse quantization unit 218 shares the quan-
tization step with the quantization unit 211. Specifically,
the inverse quantization unit 218 inversely quantizes the
coefficient data by using a quantization step identical to
the quantization step of the quantization unit 211. In this
manner, a correlation can be maintained between the
turnback value and the depth value. For example, the
inverse quantization unit 218 multiplies the appropriately
corrected coefficient data by the quantization step to de-
rive the depth value.

[0109] This depth value is information indicating a dis-
tance from a sensor used for distance measurement to
a subjectincluding an object corresponding to a distance
measurement target. A method employed for the dis-
tance measurement may be any method. For example,
the depth value may be derived by distance measure-
ment using an indirect ToF (Time-of-Flight) method. For
example, the depth value may be derived in the following
manner. IR laser light is applied from a light output unit.
The applied light is reflected on the subject including the
object corresponding to the distance measurement tar-
get, and is detected by the sensor as reflection light. The
depth value is derived from a phase difference between
the applied light and the reflection light. The sensor may
include multiple pixels, and the depth value may be de-
rived for each of the pixels of the sensor. In other words,
the inverse quantization unit 218 inversely quantizes the
coefficient data to derive such a depth value.

[0110] This depthvalue wraps around a predetermined
value range. For example, the depth value may be such
a depth value derived by distance measurement based
on an indirect ToF method performed by using light hav-
ing a high modulation frequency. For example, the depth
value to be obtained (restored) by the inverse quantiza-
tion may be such a depth value derived by applying light
having a modulation frequency whose distance measur-
able range is narrower than a range of possible values
of the distance to the subject, and detecting reflection
light of the applied light.

[0111] The inverse quantization unit 218 outputs the
derived depth value to the outside of the decoding device
200 as output data.

<Processing example>

[0112] Anexample of processing performed by the de-
coding device 200 configured as above will be described
with reference to FIG. 14. For example, suppose that
difference data of continuous four pixels from respective
pixels located to the immediate left are "1," "1," and "1"
as in an example in a left part of FIG. 14. By performing
inverse DPCM processing on this difference data, "149,"
"150," "1," and "2" are obtained as coefficient data (de-
coded data).

[0113] In a case where this coefficient data is out of a
value range (0 to 149), the selection unit 217 selects cor-
rected coefficient data falling within the value range. In
the case of the examplein the leftpart of FIG. 14, decoded
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data of the second pixel from the left is out of a region.
Accordingly, the selection unit 217 selects corrected co-
efficient data. In the case of this example, the selection
unit 217 selects a subtraction result calculated by sub-
tracting a quantized turnback value from the decoded
data.

[0114] Thereafter, the inverse quantization unit218 in-
versely quantizes the coefficient data appropriately cor-
rected in this manner. By the inverse quantization, output
data (depth values) of "1490," "0," "10," and "20" are ob-
tained.

[0115] In the case of an example in a right part of FIG.
14, difference data of continuous four pixels from respec-
tive pixels located to the immediate left are "-1," "-1," and
"-1." By performing inverse DPCM processing on this dif-
ference data, "2," "1," "0," and "-1" are obtained as coef-
ficient data (decoded data).

[0116] In a case where this coefficient data is out of a
value range (0 to 149), the selection unit 217 selects cor-
rected coefficient data falling within the value range. In
the case of the example in the right part of FIG. 14, de-
coded data of the fourth pixel from the left is out of the
region. Accordingly, the selection unit 217 selects cor-
rected coefficient data. In the case of this example, the
selection unit 217 selects an addition result calculated
by adding the quantized turnback value to the decoded
data.

[0117] Thereafter, the inverse quantization unit218 in-
versely quantizes the coefficient data appropriately cor-
rected in this manner. By the inverse quantization, output
data (depth values) of "20," "10," "0," and "1490" are ob-
tained.

[0118] By appropriately correcting the coefficient data
out of the value range in the manner described above,
an increase in the difference value can be suppressed.
Accordingly, suppression of a drop of coding efficiency
is achievable. Moreover, since the turnback value of the
depth value is quantized and used, an increase in the
difference value can be more suppressed, and therefore,
further suppression of a drop of coding efficiency is
achievable.

<Flow of decoding process>

[0119] An example of a flow of a decoding process
executed by the decoding device 200 will subsequently
be described with reference to a flowchart in FIG. 15.
[0120] At a start of the decoding process, the quanti-
zation unit 211 of the decoding device 200 divides a turn-
back value by a predetermined quantization step to quan-
tize the turnback value in step S201.

[0121] In step S202, the decoding unit 212 decodes
coded data to derive difference data.

[0122] Instep S203,theinverse DPCM processing unit
213 executes inverse DPCM processing for the differ-
ence data derived in step S201, to derive coefficient data
(decoded data).

[0123] In step S204, the arithmetic unit 214 adds the
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quantized turnback value derived in step S201 to the co-
efficient data (decoded data) derived in step S203.
[0124] In step S205, the arithmetic unit 215 subtracts
the quantized turnback value derived in step S201, from
the coefficient data (decoded data) derived in step S203.
[0125] In step S206, the selection unit 217 selects a
value falling within a value range of a depth value from
among values of the coefficient data (decoded data) de-
rived in step S203, the addition result derived in step
S204, and the subtraction result derived in step S205,
under control by the selection control unit 216.

[0126] In step S207, the inverse quantization unit 218
inversely quantizes the one selected in step S206 from
among the coefficient data (decoded data) derived in step
S203, the addition result derived in step S204, and the
subtraction result derived in step S205, to derive the
depth value.

[0127] After completion of processing in step S207, the
decoding process ends. The decoding device 200 exe-
cutes such a decoding process for each of pixels (re-
spective depth values) in a depth image.

[0128] Inthis manner, anincrease in the difference val-
ue can be suppressed as described above. Accordingly,
suppression of a drop of coding efficiency is achievable.
Moreover, since the turnback value of the depth value is
quantized, an increase in the difference value can be
more suppressed, and therefore, further suppression of
a drop of coding efficiency is achievable.

<4. Third embodiment>
<Coding device>

[0129] Described with reference to FIG. 9 has been
the method which derives a difference value, an addition
result, and a subtraction result and selects a minimum
absolute value from among absolute values of them, as
a method for achieving appropriate correction of a differ-
ence value with use of the coding device 100. However,
the method for achieving appropriate correction of the
difference value is not limited to this example and may
be any methods. For example, the correction method
may be selected on the basis of the difference value.
[0130] FIG. 16 depicts an example of a main configu-
ration of the coding device 100 in this case. The DPCM
processing unit 113 in this case supplies a difference
value derived by the DPCM processing to the correction
unit 121 (the selection control unit 116 and the selection
unit 117 of the correction unit 121).

[0131] The selection control unit 116 acquires the dif-
ference value supplied from the DPCM processing unit
113. The selection control unit 116 further acquires a
quantized turnback value supplied from the quantization
unit 111. The selection control unit 116 controls operation
of the selection unit 117 on the basis of these values.
[0132] The selection unit 117 acquires the difference
value supplied from the DPCM processing unit 113. The
selection unit 117 selects a method for correcting the
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difference value, on the basis of the acquired difference
value under control by the selection control unit 116.
Thereafter, the selection unit 117 supplies the difference
value to a processing unit corresponding to the selection.
For example, the selection unit 117 selects omission of
correction of the difference value, addition of the quan-
tized turnback value to the difference value, or subtrac-
tion of the quantized turnback value from the difference
value, as the method for correcting the difference value.
Thereafter, in a case where omission of correction of the
difference value is selected, the selection unit 117 sup-
plies the difference value to the coding unit 118. Alterna-
tively, in a case where addition of the quantized turnback
value is selected, the selection unit 117 supplies the dif-
ference value to the arithmetic unit 114. Further alterna-
tively, in a case where subtraction of the quantized turn-
back value is selected, the selection unit 117 supplies
the difference value to the arithmetic unit 115.

[0133] Inthe case where addition of the quantized turn-
back value is selected by the selection unit 117, the arith-
metic unit 114 acquires the difference value supplied
from the selection unit 117, and adds the quantized turn-
back value supplied from the quantization unit 111 to the
acquired difference value. The arithmetic unit 114 sup-
plies a correction result (an addition result as a sum of
the difference value and the quantized turnback value)
to the coding unit 118.

[0134] In the case where subtraction of the quantized
turnback value is selected by the selection unit 117, the
arithmetic unit 115 acquires the difference value supplied
from the selection unit 117, and subtracts the quantized
turnback value supplied from the quantization unit 111,
from the acquired difference value. The arithmetic unit
115 supplies a correction result (a subtraction result as
a difference between the difference value and the quan-
tized turnback value) to the coding unit 118.

[0135] Inthe case where omission of correction of the
difference value is selected by the selection unit 117, the
coding unit 118 acquires the difference value supplied
from the selection unit 117 and codes the difference val-
ue. Alternatively, in the case where addition of the quan-
tized turnback value is selected by the selection unit 117,
the coding unit 118 codes the addition result as the sum
of the difference value derived by the arithmetic unit 114
and the quantized turnback value. Further alternatively,
in the case where subtraction of the quantized turnback
value is selected by the selection unit 117, the coding
unit 118 codes the subtraction result as the difference
between the difference value derived by the arithmetic
unit 115 and the quantized turnback value. Coding meth-
ods similar to the coding methods in the case of FIG. 9
are adoptable. As described above, the coding unit 118
outputs coded data derived by coding the appropriately
corrected difference value (difference value, addition re-
sult, or subtraction result) to the outside of the coding
device 100.

[0136] By selecting the correction method on the basis
of the difference value as described above, an increase
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in the coded difference value can be suppressed. Ac-
cordingly, suppression of a drop of coding efficiency is
achievable. Moreover, in this case, too, the depth value
and the turnback value of the depth value are both quan-
tized, and hence, an increase in the difference value can
be more suppressed, so that further suppression of a
drop of coding efficiency is achievable.

<Flow of coding process>

[0137] An example of a flow of the coding process in
this case will be described with reference to a flowchart
in FIG. 17.

[0138] Atastartofthe coding process, the quantization
unit 111 of the coding device 100 in this case divides a
turnback value by a predetermined quantization step to
quantize the turnback value in step S301.

[0139] In step S302, the quantization unit 112 divides
input data (a depth value wrapping around a predeter-
mined value range) by a quantization step identical to
the quantization step used by the quantization unit 111
for quantization, to quantize the input data.

[0140] In step S303, the DPCM processing unit 113
executes DPCM processing for the quantized input data
derived in step S102, to derive a difference value (differ-
ence data) between a depth value of a current processing
target pixel and a depth value of a processing target pixel
one pixel before.

[0141] In step S304, the selection unit 117 selects a
method for correcting the difference data, on the basis
of the value of the difference data under control by the
selection control unit 116.

[0142] In step S305, the selection control unit 116 de-
termines whether or not to add the quantized turnback
value to the difference data. In a case where the quan-
tized turnback value is determined to be added to the
difference data, i.e., in a case where the selection unit
117 selects addition of the quantized turnback value, the
process proceeds to step S306.

[0143] In step S306, the arithmetic unit 114 adds the
quantized turnback value derived in step S301 to the dif-
ference data derived in step S303. After completion of
processing in step S306, the process proceeds to step
S309.

[0144] On the other hand, in a case where the quan-
tized turnback value is determined not to be added to the
difference data in step S305, the process proceeds to
step S307.

[0145] In step S307, the selection control unit 116 de-
termines whether or not to subtract the quantized turn-
back value from the difference data. In a case where the
quantized turnback value is determined to be subtracted
from the difference data, i.e., in a case where the selec-
tionunit 117 selects subtraction of the quantized turnback
value, the process proceeds to step S308.

[0146] In step S308, the arithmetic unit 115 subtracts
the quantized turnback value derived in step S301, from
the difference data derived in step S303. After completion
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of processing in step S308, the process proceeds to step
S309.

[0147] On the other hand, in a case where the quan-
tized turnback value is determined not to be subtracted
from the difference data in step S307, i.e., ina case where
correction of the difference data is determined to be omit-
ted (skipped), the process proceeds to step S309.
[0148] Instep S309, the coding unit 118 codes the ap-
propriately corrected difference datain the above manner
(the difference value derived in step S303, the addition
result derived in step S306, or the subtraction result de-
rived in step S308) to derive coded data.

[0149] After completion of processing in step S309, the
coding process ends. The coding device 100 executes
such a coding process for each of pixels (respective
depth values) in a depth image.

[0150] In this manner, an increase in the coded differ-
ence value can be suppressed as described above. Ac-
cordingly, suppression of a drop of coding efficiency is
achievable. Moreover, in this case, too, the depth value
and the turnback value of the depth value are both quan-
tized, and hence, an increase in the difference value can
be more suppressed, so that further suppression of a
drop of coding efficiency is achievable.

<5. Fourth embodiment>
<Decoding device>

[0151] Described with reference to FIG. 13 has been
the method which derives a difference value, an addition
result, and a subtraction result and selects the one falling
within a value range of a depth value from among them,
as a method for achieving appropriate correction of co-
efficient data with use of the decoding device 200. How-
ever, the method for achieving appropriate correction of
coefficient data is not limited to this example and may be
any methods. For example, the correction method may
be selected on the basis of a value of coefficient data.
[0152] FIG. 18 depicts an example of a main configu-
ration of the decoding device 200in this case. Theinverse
DPCM processing unit 213 in this case supplies coeffi-
cient data derived by inverse DPCM processing to the
correction unit 221 (the selection control unit 216 and the
selection unit 217 of the correction unit 221).

[0153] The selection control unit 216 acquires coeffi-
cient data supplied from the inverse DPCM processing
unit 213. The selection control unit 216 further acquires
a quantized turnback value supplied from the quantiza-
tion unit 211. The selection control unit 216 controls op-
eration of the selection unit 217 on the basis of these
values.

[0154] The selection unit 217 acquires the coefficient
data supplied from the inverse DPCM processing unit
213. The selection unit 217 selects a method for correct-
ing the coefficient data, on the basis of a value of the
acquired coefficient data, under control by the selection
control unit 216. Thereafter, the selection unit 217 sup-
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plies the coefficient data to a processing unit correspond-
ing to the selection. For example, the selection unit 217
selects omission of correction of the coefficient data, ad-
dition of the quantized turnback value to the coefficient
data, or subtraction of the quantized turnback value from
the coefficient data, as the method for correcting the co-
efficient data. Thereafter, in a case where omission of
correction of the coefficient data is selected, the selection
unit 217 supplies the coefficient data to the inverse quan-
tization unit 218. Alternatively, in a case where addition
of the quantized turnback value is selected, the selection
unit 217 supplies the coefficient data to the arithmetic
unit 214. Further alternatively, in a case where subtrac-
tion of the quantized turnback value is selected, the se-
lection unit 217 supplies the coefficient data to the arith-
metic unit 215.

[0155] Inthe case where addition of the quantized turn-
back value is selected by the selection unit 217, the arith-
metic unit 214 acquires the coefficient data supplied from
the selection unit 217, and adds the quantized turnback
value supplied from the quantization unit 211, to the ac-
quired coefficient data. The arithmetic unit 214 supplies
a correction result (an addition result as a sum of the
coefficient data and the quantized turnback value) to the
inverse quantization unit 218.

[0156] In the case where subtraction of the quantized
turnback value is selected by the selection unit 217, the
arithmetic unit 215 acquires the coefficient data supplied
from the selection unit 217, and subtracts the quantized
turnback value supplied from the quantization unit 211,
from the acquired coefficient data. The arithmetic unit
215 supplies a correction result (a subtraction result as
a difference between the coefficient data and the quan-
tized turnback value) to the inverse quantization unit 218.
[0157] In the case where omission of correction of the
coefficient data is selected by the selection unit 217, the
inverse quantization unit 218 acquires the coefficient da-
ta supplied from the selection unit 217, and inversely
quantizes the coefficient data by using a quantization
step. Alternatively, in the case where addition of the quan-
tized turnback value is selected by the selection unit 217,
the inverse quantization unit 218 acquires the addition
result as the sum of the coefficient data derived by the
arithmetic unit 214 and the quantized turnback value, and
inversely quantizes the addition result by using the quan-
tization step. Further alternatively, in the case where sub-
traction of the quantized turnback value is selected by
the selection unit 217, the inverse quantization unit 218
acquires the subtraction result as the difference between
the coefficient data derived by the arithmetic unit215 and
the quantized turnback value, and inversely quantizes
the subtraction result by using the quantization step.
[0158] The coefficient data appropriately corrected in
the manner described above is a quantized depth value.
In otherwords, the inverse quantization unit218 inversely
quantizes the appropriately corrected coefficient data to
derive a depth value.

[0159] Note that this quantization step is set for each
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of any data units as with the case of FIG. 13. Forexample,
the quantization step may be set for each of blocks (mul-
tiple pixels in a depth image). Moreover, the inverse
quantization unit 218 shares the quantization step with
the quantization unit 211 as with the case of FIG. 13.
Specifically, the inverse quantization unit 218 inversely
quantizes the coefficient data by using a quantization
step identical to the quantization step of the quantization
unit 211. In this manner, a correlation can be maintained
between the turnback value and the depth value. For
example, the inverse quantization unit 218 multiplies the
appropriately corrected coefficient data by the quantiza-
tion step to derive the depth value.

[0160] The inverse quantization unit 218 outputs the
derived depth value to the outside of the decoding device
200 as output data.

[0161] By selecting the correction method on the basis
of the value of the coefficient data as described above,
an increase in the difference value can be suppressed.
Accordingly, suppression of a drop of coding efficiency
is achievable. Moreover, in this case, too, the turnback
value of the depth value is quantized by the quantization
step identical to the quantization step for inverse quan-
tization of the coefficient data, and hence, an increase in
the difference value can be more suppressed, so that
further suppression of a drop of coding efficiency is
achievable.

<Flow of decoding process>

[0162] An example of a flow of a decoding process in
this case will be described with reference to a flowchart
in FIG. 19.

[0163] At a start of the decoding process in this case,
the quantization unit 211 of the decoding device 200 di-
vides a turnback value by a predetermined quantization
step to quantize the turnback value in step S401.
[0164] In step S402, the decoding unit 212 decodes
coded data given as input data, to derive difference data.
[0165] Instep S403,theinverse DPCM processing unit
213 executes inverse DPCM processing for the differ-
ence data derived in step S402, to derive coefficient data
(decoded data) of a current processing target pixel.
[0166] In step S404, the selection unit 217 selects a
method for correcting the coefficient data (decoded data),
onthe basis of a value of the coefficient data under control
by the selection control unit 216.

[0167] In step S405, the selection control unit 216 de-
termines whether or not to add the quantized turnback
value to the coefficient data. In a case where the quan-
tized turnback value is determined to be added to the
coefficient data, i.e., in a case where the selection unit
217 selects addition of the quantized turnback value, the
process proceeds to step S406.

[0168] In step S406, the arithmetic unit 214 adds the
quantized turnback value derived in step S401, to the
coefficient data (decoded data) derived in step S403. Af-
ter completion of processing in step S406, the process
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proceeds to step S409.

[0169] On the other hand, in a case where the quan-
tized turnback value is determined not to be added to the
coefficient data in step S405, the process proceeds to
step S407.

[0170] In step S407, the selection control unit 216 de-
termines whether or not to subtract the quantized turn-
back value from the coefficient data. In a case where the
quantized turnback value is determined to be subtracted
from the coefficient data, i.e., in a case where the selec-
tionunit 217 selects subtraction of the quantized turnback
value, the process proceeds to step S408.

[0171] In step S408, the arithmetic unit 215 subtracts
the quantized turnback value derived in step S401, from
the difference data derived in step S403. After completion
of processing in step S408, the process proceeds to step
S409.

[0172] Ontheotherhand,instep S407,inacasewhere
the quantized turnback value is determined not to be sub-
tracted from the coefficient data, i.e., in a case where
correction of the coefficient data is determined to be omit-
ted (skipped), the process proceeds to step S409.
[0173] In step S409, the inverse quantization unit 218
inversely quantizes the coefficient data appropriately cor-
rected in the manner described above (the coefficient
data derived in step S403, the addition result derived in
step S406, or the subtraction resultderived in step S408),
by using a quantization step identical to the quantization
step used for quantization in step S401, to derive a depth
value.

[0174] After completion of processing in step S409, the
decoding device 200 executes such a decoding process
for each of pixels (respective depth values) in a depth
image.

[0175] Inthis manner, anincrease in the difference val-
ue can be suppressed as described above. Accordingly,
suppression of a drop of coding efficiency is achievable.
Moreover, in this case, too, the turnback value of the
depth value is quantized, and hence, an increase in the
difference value can be more suppressed, so that further
suppression of a drop of coding efficiency is achievable.

<6. Fifth embodiment>
<Distance measuring device>

[0176] FIG.20is ablock diagram depicting anexample
of a main configuration of a distance measuring device.
A distance measuring device 500 depicted in FIG. 20
measures a distance by using iToF combining multiple
modulation frequencies. For example, the distance
measuring device 500 derives a depth value by iToF us-
ing a low modulation frequency, derives a depth value
by iToF using a high modulation frequency, and merges
the depth values. In this manner, the distance measuring
device 500 canimprove distance measurementaccuracy
while suppressing a decrease of a distance measurable
range.
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[0177] Note that FIG. 20 depicts only main parts of
processing units and data flows and therefore does not
necessarily illustrate all processing units and data flows.
Specifically, the distance measuring device 500 may in-
clude a processing unit not depicted as a block in FIG.
20, or a process or a data flow not indicated by an arrow
or the like in FIG. 20.

[0178] Asdepictedin FIG. 20, the distance measuring
device 500 includes a control unit 501, a light output unit
511, a detection unit 512, an iToF measuring unit 513, a
RAM (Random Access Memory) 514, and a data merging
unit 515. The iToF measuring unit 513 includes a depth
value derivation unit 521 and a coding unit 522. The data
merging unit 515 includes a decoding unit 531 and a
merging unit 532.

[0179] The control unit 501 controls respective
processing units of the distance measuring device 500.
As depicted in FIG. 20, the distance measuring device
500 includes only one set of the light output unit 511, the
detection unit 512, and the iToF measuring unit 513. The
distance measuring device 500 operates this one set of
the light output unit 511, the detection unit 512, and the
iToF measuring unit 513 to achieve both iToF using the
high modulation frequency and iToF using the low mod-
ulation frequency. Accordingly, the control unit 501 time-
divides the one set of the light output unit 511, the de-
tection unit 512, and the iToF measuring unit 513 to ex-
ecute both iToF using the high modulation frequency and
iToF using the low modulation frequency.

[0180] The light output unit 511 outputs light having a
high modulation frequency (e.g., IR laser light) and light
having a low modulation frequency (e.g., IR laser light)
in a time-division manner.

[0181] The detection unit 512 detects reflection light of
irradiation light applied from the light output unit 511. The
detection unit 512 detects reflection light (reflection light
having the high modulation frequency) at a timing corre-
sponding to a timing when the light having the high mod-
ulation frequency is applied from the light output unit 511.
The detection unit 512 further detects reflection light (re-
flection light having the low modulation frequency) at a
timing corresponding to a timing when the light having
the low modulation frequency is applied from the light
output unit 511. The detection unit 512 supplies data of
a result of the detection (data indicating light amounts
received by respective pixels) to the iToF measuring unit
513 (the depth value derivation unit 521 of the iToF meas-
uring unit 513).

[0182] The depth value derivation unit 521 derives a
depth value to a subject on the basis of the detection
result by using an indirect ToF method. The depth value
derivation unit 521 achieves time-division derivation of a
depth value by iToF using the light having the high mod-
ulation frequency and derivation of a depth value by iToF
using the light having the low modulation frequency.
[0183] The merging unit 532 of the data merging unit
515 mergesthese depth values. For this merging, atleast
the depth value derived by iToF using the light having
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the high modulation frequency is stored in the RAM 514.
Accordingly, the depth value derivation unit 521 supplies
at least the depth value derived by iToF using the light
having the high modulation frequency to the coding unit
522. In addition, in a case where the depth value derived
by iToF using the light having the low modulation fre-
quency is not to be stored in the RAM 514, the depth
value derivation unit 521 supplies the depth value to the
merging unit 532 of the data merging unit 515.

[0184] The coding unit 522 codes the depth value to
generate coded data. The coding unit 522 supplies the
coded data to the RAM 514 and causes the RAM 514 to
store the coded data.

[0185] The RAM 514 stores the coded data supplied
from the coding unit 522. Moreover, the RAM 514 sup-
plies the stored coded data to the decoding unit 531, in
response to a request from the decoding unit 531.
[0186] The decoding unit 531 of the data merging unit
515 reads the coded data stored in the RAM 514, and
decodes the coded data to derive a depth value. The
decoding unit 531 supplies the derived depth value to
the merging unit 532.

[0187] The merging unit 532 acquires the depth value
derived byiToF using the light having the high modulation
frequency and the depth value derived by iToF using the
light having the low modulation frequency, and merges
these depth values. The merging unit 532 outputs the
merged depth value.

[0188] The presenttechnology is applicable to the dis-
tance measuring device 500 thus configured. For exam-
ple, the coding device 100 described in the first embod-
iment or the third embodiment may be applied to the cod-
ing unit 522. In addition, the decoding device 200 de-
scribed in the second embodiment or the fourth embod-
iment may be applied to the decoding unit 531.

[0189] In this manner, suppression of a drop of coding
efficiency of coded data stored in the RAM 514 is achiev-
able. As aresult, an increase in a storage capacity of the
RAM 514 can be suppressed. Accordingly, suppression
of a cost increase, and also suppression of an increase
of a circuit scale and power consumption are achievable.

<Flow of distance measuring process>

[0190] An example of a flow of a distance measuring
process executed by the distance measuring device 500
will be described with reference to a flowchartin FIG. 21.
[0191] At a start of the distance measuring process,
the control unit 501 sets a modulation frequency to a high
frequency in step S501.

[0192] In step S502, the light output unit 511 applies
light having the high modulation frequency. The detection
unit 512 detects reflection light of the applied light.
[0193] In step S503, the depth value derivation unit
521 derives a depth value by iToF using light having the
high modulation frequency.

[0194] In step S504, the coding unit 522 executes a
coding process to code the depth value.
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[0195] In step S505, the RAM 514 stores coded data
derived in step S504.

[0196] In step S506, the control unit 501 sets the mod-
ulation frequency to a low frequency.

[0197] In step S507, the light output unit 511 applies
light having the low modulation frequency. The detection
unit 512 detects reflection light of the applied light.
[0198] In step S508, the depth value derivation unit
521 derives a depth value by iToF using light having the
low modulation frequency.

[0199] In step S509, the decoding unit 531 reads the
coded data stored in step S506. In step S510, the de-
coding unit 531 executes a decoding process to decode
the read coded data.

[0200] In step S511, the merging unit 532 merges the
depth value derived by iToF using the light having the
high modulation frequency and the depth value derived
by iToF using the light having the low modulation fre-
quency.

[0201] In step S512, the control unit 501 determines
whether or not to end the distance measuring process.
In a case where the distance measuring process is de-
termined not to be ended, the process returns to step
S501 to repeat the processing from step S501 on down.
On the other hand, in a case where the distance meas-
uring process is determined to be ended in step S512,
the distance measuring process ends.

[0202] The presenttechnology is applicable to the dis-
tance measuring process described above. Forexample,
the coding process described with reference to the flow-
chart in FIG. 12 or the coding process described with
reference to the flowchart in FIG. 17 may be applied to
the coding process in step S504. Moreover, the decoding
process described with reference to the flowchartin FIG.
15 or the decoding process described with reference to
the flowchart in FIG. 19 may be applied to the decoding
process in step S510.

[0203] In this manner, suppression of a drop of coding
efficiency of coded data stored in the RAM 514 is achiev-
able. As a result, an increase in the storage capacity of
the RAM 514 can be suppressed. Accordingly, suppres-
sion of a cost increase, and also suppression of an in-
crease of a circuit scale and power consumption are
achievable.

<7. Sixth embodiment>
<Parallelized configuration>

[0204] The distance measuring device may have mul-
tiple systems each performing iToF. For example, as de-
picted in FIG. 22, a configuration for derivation of a depth
value by iToF using light having a high modulation fre-
quency and a configuration for derivation of a depth value
by iToF using light having a low modulation frequency
may be different from each other.
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<Distance measuring device>

[0205] FIG.23isablock diagram depicting anexample
of a main configuration of the distance measuring device
in this case. As with the distance measuring device 500,
a distance measuring device 600 depicted in FIG. 23
measures a distance by using iToF combining multiple
modulation frequencies. For example, the distance
measuring device 600 derives a depth value by iToF us-
ing a low modulation frequency, derives a depth value
by iToF using a high modulation frequency, and merges
the depth values. In this manner, the distance measuring
device 600 canimprove distance measurementaccuracy
while suppressing a decrease of a distance measurable
range.

[0206] As depicted in FIG. 23, the distance measuring
device 600 includes a high frequency distance measuring
unit 601, a low frequency distance measuring unit 602,
and adata merging unit603. The highfrequency distance
measuring unit 601 derives a depth value by iToF using
ahigh modulation frequency. The low frequency distance
measuring unit 602 derives a depth value by iToF using
a low modulation frequency. The data merging unit 603
acquires the depth value derived by the high frequency
distance measuring unit 601 and the depth value derived
by the low frequency distance measuring unit 602, and
merges the depth values.

[0207] The high frequency distance measuring unit
601 includes a light output unit 611, a detection unit 612,
and an iToF measuring unit 613. The iToF measuring
unit 613 includes a depth value derivation unit 621 and
a coding unit 622.

[0208] The light output unit 611 applies light (e.g., IR
laser light) having a high modulation frequency. The de-
tection unit 612 detects reflection light of the applied light
and supplies data indicating a detection result to the iToF
measuring unit 613 (the depth value derivation unit 621
of the iToF measuring unit 613).

[0209] The depth value derivation unit 621 derives a
depth value to a subject on the basis of the data supplied
from the detection unit 612 as the detection result, by
using an indirect ToF method. In other words, the depth
value derivation unit 621 derives a depth value by iToF
using light having the high modulation frequency. The
coding unit 622 codes the depth value derived by the
depth value derivation unit 621. The coding unit 622 sup-
plies the generated coded data (coded data of the depth
value derived by iToF using the light having the high mod-
ulation frequency) to the data merging unit 603 (a decod-
ing unit 651 of the data merging unit 603).

[0210] The low frequency distance measuring unit 602
includes a light output unit 631, a detection unit 632, and
an iToF measuring unit 633. The iToF measuring unit
633 includes a depth value derivation unit 641 and a cod-
ing unit 642.

[0211] The light output unit 631 applies light (e.g., IR
laser light) having a low modulation frequency. The de-
tection unit 632 detects reflection light of the applied light
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and supplies data indicating a detection result to the iToF
measuring unit 633 (the depth value derivation unit 641
of the iToF measuring unit 633).

[0212] The depth value derivation unit 641 derives a
depth value to a subject on the basis of the data supplied
from the detection unit 632 as the detection result, by
using an indirect ToF method. In other words, the depth
value derivation unit 641 derives a depth value by iToF
using light having the low modulation frequency. The cod-
ing unit 642 codes the depth value derived by the depth
value derivation unit 641. The coding unit 642 supplies
the generated coded data (coded data of the depth value
derived by iToF using the light having the low modulation
frequency) to the data merging unit 603 (a decoding unit
652 of the data merging unit 603).

[0213] The data merging unit 603 includes the decod-
ing unit 651, the decoding unit 652, and a merging unit
653.

[0214] The decoding unit 651 decodes the coded data
supplied from the coding unit 622 to generate (restore)
the depth value derived by iToF using the light having
the high modulation frequency. The decoding unit 651
supplies the depth value to the merging unit 653.
[0215] The decoding unit 652 decodes the coded data
supplied from the coding unit 642 to generate (restore)
the depth value derived by iToF using the light having
the low modulation frequency. The decoding unit 652
supplies the depth value to the merging unit 653.
[0216] The merging unit 653 merges the depth values
supplied from the decoding unit 651 and the decoding
unit 652. Specifically, the merging unit 653 merges the
depth value derived by iToF using the light having the
high modulation frequency and the depth value derived
by iToF using the light having the low modulation fre-
quency. The merging unit 653 outputs the merged depth
value.

[0217] The presenttechnology is applicable to the dis-
tance measuring device 600 thus configured. For exam-
ple, the coding device 100 described in the first embod-
iment or the third embodiment may be applied to the cod-
ing unit 622. In addition, the decoding device 200 de-
scribed in the second embodiment or the fourth embod-
iment may be applied to the decoding unit 651.

[0218] In this manner, a drop of coding efficiency of
coded data transferred from the high frequency distance
measuring unit 601 to the data merging unit 603 can be
suppressed. Accordingly, an increase in a bandwidth
necessary for transferring the depth value from the high
frequency distance measuring unit 601 to the data merg-
ing unit 603 can be suppressed, and therefore, a cost
increase can be suppressed. Moreover, suppression of
an increase of a circuit scale and power consumption is
achievable.

<Turnback value supply method>

[0219] Notethataturnback value may be supplied from
the coding side to the decoding side as in an example
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depicted in FIG. 24. For example, a turnback value may
be supplied from the coding unit 622 to the decoding unit
651. Moreover, a turnback value may be supplied from
the coding unit 642 to the decoding unit 652.

[0220] Further, a turnback value may be supplied from
a processing unit (e.g., host system controller 701) pro-
vided separately from the high frequency distance meas-
uring unit 601 and the low frequency distance measuring
unit 602 as in an example depicted in FIG. 25. For ex-
ample, a turnback value may be supplied from the host
system controller 701 to the coding unit 622 and the de-
coding unit651. Moreover, a turnback value may be sup-
plied from the host system controller 701 to the coding
unit 642 and the decoding unit 652.

<Flow of distance measuring process>

[0221] An example of a flow of a distance measuring
process executed by the distance measuring device 600
will be described with reference to a flowchart in FIG. 26.
[0222] At a start of the distance measuring process,
the light output unit 611 of the high frequency distance
measuring unit601 applies light having a high modulation
frequency in step S601. The detection unit 612 detects
reflection light of the applied light.

[0223] In step S602, the depth value derivation unit
621 derives a depth value by iToF using light having the
high modulation frequency.

[0224] In step S603, the coding unit 622 executes a
coding process to code the depth value. In step S604,
the coding unit 622 transfers the generated coded data
(coded data of the depth value derived by iToF using the
light having the high modulation frequency) to the decod-
ing unit 651 of the data merging unit 603. The decoding
unit 651 acquires the coded data.

[0225] In step S605, the decoding unit 651 executes a
decoding process to decode the coded data and gener-
ate (restore) the depth value derived by iToF using the
light having the high modulation frequency.

[0226] In step S606, the light output unit 631 of the low
frequency distance measuring unit 602 applies light hav-
ing a low modulation frequency. The detection unit 632
detects reflection light of the applied light.

[0227] In step S607, the depth value derivation unit
641 derives a depth value by iToF using light having the
low modulation frequency.

[0228] In step S608, the coding unit 642 executes a
coding process to code the depth value. In step S609,
the coding unit 642 transfers the generated coded data
(coded data of the depth value derived by iToF using the
light having the low modulation frequency) to the decod-
ing unit 652 of the data merging unit 603. The decoding
unit 652 acquires the coded data.

[0229] In step S610, the decoding unit 652 executes a
decoding process to decode the coded data and gener-
ate (restore) the depth value derived by iToF using the
light having the low modulation frequency.

[0230] In step S611, the merging unit 653 merges the
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depth value that is derived by iToF using the light having
the high modulation frequency and is generated in step
S606, and the depth value that is derived by iToF using
the light having the low modulation frequency and is gen-
erated in step S610.

[0231] In step S612, the merging unit 653 determines
whether or not to end the distance measuring process.
In a case where the distance measuring process is de-
termined not to be ended, the process returns to step
S601 to repeat the processing from step S601 on down.
On the other hand, in a case where the distance meas-
uring process is determined to be ended in step S612,
the distance measuring process ends.

[0232] The presenttechnology is applicable to the dis-
tance measuring process described above. Forexample,
the coding process described with reference to the flow-
chart in FIG. 12 or the coding process described with
reference to the flowchart in FIG. 17 may be applied to
the coding process in step S603. Moreover, the decoding
process described with reference to the flowchartin FIG.
15 or the decoding process described with reference to
the flowchart in FIG. 19 may be applied to the decoding
process in step S605.

[0233] In this manner, a drop of coding efficiency of
coded data transferred from the high frequency distance
measuring unit 601 to the data merging unit 603 can be
suppressed. Accordingly, an increase in a bandwidth
necessary for transferring the depth value from the high
frequency distance measuring unit 601 to the data merg-
ing unit 603 can be suppressed, and therefore, a cost
increase can be suppressed. Moreover, suppression of
an increase of a circuit scale and power consumption is
achievable.

<8. Supplementary notes>
<Use of three or more modulation frequencies>

[0234] While described above has been the example
which uses iToF combining two types of modulation fre-
quencies, i.e., a high frequency and a low frequency, as
an example which uses iToF combining multiple modu-
lation frequencies, combinations of frequencies are not
limited to this example and may be any combinations.
For example, iToF using three or more modulation fre-
quencies may be applied.

[0235] In this case, it is only required that at least a
depth value derived by iToF using light having a lowest
modulation frequency does not wrap around. In other
words, depth values derived by iToF using light having
a modulation frequency higher than the lowest frequency
may wrap around a corresponding value range (turnback
value). Accordingly, a drop of coding efficiency of these
depth values can be suppressed by applying the present
technology.
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<Prediction method>

[0236] While described above has been the example
of DPCM (inverse DPCM) which designates data of a
processing target pixel one pixel before as a predicted
value, a prediction method is not limited to this example
and may be any methods. For example, P2 prediction
may be adopted as depicted in FIG. 27.

[0237] As depicted in A in FIG. 27, according to P2
prediction, a predicted value of a pixel value X of a
processing target pixel as indicated in gray is derived
using a pixel value A of a pixel located to the left of the
processing target pixel, a pixel value B of a pixel located
above the processing target pixel, and a pixel value C of
a pixel located to the upper left of the processing target
pixel. At this time, as depicted in B in FIG. 27, a prediction
method is set on the basis of whether or not the pixel
value Cislargerthan avalue D and avalue E. As depicted
in Ain FIG. 27, the smaller one of the pixel value A and
the pixel value B is set to the value D, while the larger
one of the pixel value A and the pixel value B is set to
the value E. In addition, in a case where the pixel value
C is smaller than the value D, the value E is designated
as the predicted value of the pixel value X. Moreover, in
a case where the pixel value C is equal to or larger than
the value D but smaller than the value E, a value (A + B
- C)is designated as the predicted value of the pixel value
X.Furthermore, in a case where the pixel value Cis equal
to or larger than the value E, the value D is designated
as the predicted value of the pixel value X.

[0238] Also in a case where such P2 prediction is ap-
plied, suppression of a drop of coding efficiency is achiev-
able as with the case of DPCM described above.
[0239] Moreover, a mechanism for raising accuracy of
data obtained by inverse quantization may be introduced
by using refinement transferred in a bitstream.

<Computer>

[0240] A series of processes described above may be
executed either by hardware or by software. In a case
where the series of processes are executed by software,
a program constituting the software is installed in a com-
puter. Examples of the computer include a computer in-
corporated in dedicated hardware, and a computer ca-
pable of executing various functions under various pro-
grams installed in the computer, such as a general-pur-
pose computer.

[0241] FIG. 28 is a block diagram depicting a configu-
ration example of hardware of a computer executing the
series of processes described above under a program.
[0242] A computer 900 depicted in FIG. 28 includes a
CPU (Central Processing Unit) 901, a ROM (Read Only
Memory) 902, and a RAM (Random Access Memory)
903 connected to one another via a bus 904.

[0243] Aninput/outputinterface 910 is further connect-
ed to the bus 904. An input unit 911, an output unit 912,
a storage unit 913, a communication unit 914, and a drive



39 EP 4 300 038 A1 40

915 are connected to the input/output interface 910.
[0244] For example, the input unit 911 includes a key-
board, a mouse, a microphone, a touch panel, an input
terminal, and others. For example, the output unit 912
includes a display, a speaker, an output terminal, and
others. For example, the storage unit 913 includes a hard
disk, a RAM disk, a non-volatile memory, and others. For
example, the communication unit 914 includes a network
interface. The drive 915 drives a removable medium 921
such as a magnetic disk, an optical disk, a magneto-op-
tical disk, or a semiconductor memory.

[0245] According to the computer configured as de-
scribed above, for example, the CPU 901 loads a pro-
gram stored in the storage unit 913 into the RAM 903 via
the input/output interface 910 and the bus 904, and ex-
ecutes the loaded program to perform the series of proc-
esses described above. Data and the like required when
the CPU 901 executes various processes are also stored
in the RAM 903 as necessary.

[0246] Forexample,the program executed by the com-
puter is allowed to be recorded in the removable medium
921 as a package medium or the like and applied in this
form. In this case, the program is allowed to be installed
into the storage unit 913 via the input/output interface
910 from the removable medium 921 attached to the drive
915.

[0247] Moreover, the program is allowed to be provid-
ed via a wired or wireless transfer medium such as a
local area network, the Internet, and digital satellite
broadcasting. In this case, the program is allowed to be
received by the communication unit 914 and installed
into the storage unit 913.

[0248] Furthermore, the program is allowed to be in-
stalled in the ROM 902 or the storage unit 913 before-
hand.

<Configuration to which present technology is applica-
ble>

[0249] The present technology is applicable to any
configuration. Forexample, the present technology is ap-
plicable to various types of electronic equipment.
[0250] Moreover, for example, the present technology
may also be practiced as a partial configuration of a de-
vice, such as a processor (e.g., video processor) as a
system LS| (Large Scale Integration) or the like, a module
(e.g., video module) using multiple processors or the like,
aunit (e.g., video unit) using multiple modules or the like,
oraset (e.g., video set) as a unit to which other functions
are added.

[0251] Further, for example, the present technology is
applicable to a network system including multiple devic-
es. For example, the present technology may be prac-
ticed as cloud computing where multiple devices share
processes and perform the processes in cooperation with
each other via a network.

[0252] Note thatthe systeminthe presentspecification
refers to a set of multiple constituent elements (e.g., de-
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vices, modules (parts)) and does not require all constit-
uent elements to be accommodated within an identical
housing. Accordingly, both multiple devices accommo-
dated in separate housings and connected via a network
and one device which has multiple modules accommo-
dated in one housing are defined as systems.

<Field/use to which present technology is applicable>

[0253] A system, a device, a processing unit, or the
like to which the presenttechnology is applied is available
in any field such as traffics, medical treatment, crime pre-
vention, agriculture, stock breeding, mining, beauty,
plants, home appliances, meteorology, and natural sur-
veillance. In addition, use application of them may be any
use application.

<Others>

[0254] Embodiments according to the present technol-
ogy are not limited to the embodiments described above
and may be modified in various manners within a range
not departing from the subject matters of the present
technology.

[0255] For example, a configuration described as one
device (or processing unit) may be divided into multiple
devices (or processing units). Conversely, a configura-
tion described as multiple devices (or processing units)
may be united into one device (or processing unit). In
addition, needless to say, a configuration other than the
configurations described above may be added to each
configuration of the devices (or processing units). Fur-
ther, a part of a configuration of a certain device (or
processing unit) may be included in a configuration of a
different device (or different processing unit) if configu-
rations or operations in the entire system are substan-
tially the same.

[0256] In addition, for example, the program described
above may be executed by any device. In this case, the
device is only required to have a necessary function (e.g.,
function block) and be capable of acquiring necessary
information.

[0257] Moreover, forexample, respective steps includ-
ed in one flowchart may be executed by one device or
may be shared and executed by multiple devices. Fur-
ther, in a case where multiple processes are included in
one step, the multiple processes may be executed by
one device or may be shared and executed by multiple
devices. In other words, multiple processes included in
one step may be executed as processes in multiple steps.
Conversely, processes described as multiple steps may
be collectively executed in one step.

[0258] In addition, for example, processes in steps de-
scribing the program executed by the computer may be
executed in time series in the order described in the
present specification, or may be executed in parallel or
individually at a necessary timing such as an occasion
when a call is made. In other words, processes in respec-
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tive steps may be executed in an order different from the
order described above as long as no contradiction is
caused. Besides, the processes in the steps describing
this program may be executed in parallel with processes
of a different program or executed in combination with
processes of a different program.

[0259] Moreover, for example, each of multiple tech-
niques associated with the present technology may be
independently practiced as a single technique as long as
no contradiction is caused. Needless to say, any multiple
techniques of the present technology may be combined
and practiced. For example, a part or all of the present
technology described in any of the embodiments may be
combined and practiced with a part or all of the present
technology described in a different one of the embodi-
ments. Moreover, a part or all of any technique of the
present technology described above may be combined
and practiced in conjunction with a different technology
not described above.

[0260] Note thatthe presenttechnology can also adopt
the following configurations.

(1) An information processing device including:

a first quantization unit that quantizes a depth
value that wraps around a predetermined value
range, by using a predetermined quantization
step;

a difference value derivation unit that derives a
difference value between the depth value quan-
tized by the firstquantization unitand a predicted
value of the depth value;

a second quantization unit that quantizes a turn-
back value of the depth value by using the quan-
tization step;

a correction unit that appropriately corrects, by
using the turnback value quantized by the sec-
ond quantization unit, the difference value de-
rived by the difference value derivation unit; and
a coding unit that codes the difference value ap-
propriately corrected by the correction unit.

(2) The information processing device according to
(1), in which

the correction unit includes

an addition unit that adds the quantized
turnback value to the difference value,

a subtraction unit that subtracts the quan-
tized turnback value from the difference val-
ue, and

a selection unit that selects a minimum ab-
solute value from among absolute values of
the difference value, an addition result de-
rived by the addition unit as a sum of the
difference value and the quantized turnback
value, and a subtraction result derived by
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the subtraction unit as a difference between
the difference value and the quantized turn-
back value, and

the coding unit is configured to code the value
selected by the selection unit from among the
difference value, the addition result, and the sub-
traction result.

(3) The information processing device according to
(1), in which

the correction unit includes

a selection unit that selects, on the basis of
the difference value and the quantized turn-
back value, omission of correction of the dif-
ference value, addition of the quantized
turnback value to the difference value, or
subtraction of the quantized turnback value
from the difference value,

an addition unit that adds the quantized
turnback value to the difference value in a
case where the selection unit selects addi-
tion of the quantized turnback value, and
a subtraction unit that subtracts the quan-
tized turnback value from the difference val-
uein a case where the selection unit selects
subtraction of the quantized turnback value,
and

the coding unit is configured to

code the difference value in a case where
the selection unit selects omission of cor-
rection of the difference value,

code an addition result derived by the addi-
tion unit as a sum of the difference value
and the quantized turnback value in a case
where the selection unit selects addition of
the quantized turnback value, and

code asubtractionresultderived by the sub-
traction unit as a difference between the dif-
ference value and the quantized turnback
value in a case where the selection unit se-
lects subtraction of the quantized turnback
value.

(4) The information processing device according to
any of (1) through (3), in which

the first quantization unit quantizes the depth
value by using the quantization step set for each
block of the depth value, and

the second quantization unit quantizes the turn-
back value by using the quantization step set for
each block of the depth value.
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(5) The information processing device according to
any of (1) through (4), in which the second quanti-
zation unit quantizes the turnback value supplied
from a system controller provided outside the infor-
mation processing device.

(6) The information processing device according to
any of (1) through (5), in which the depth value indi-
cates a distance to a subject and is derived for each
of pixels by using an indirect ToF (Time-of-Flight)
method.

(7) The information processing device according to
(6), in which the depth value indicates a distance to
the subject and is derived for each of the pixels by
applying light having a modulation frequency whose
distance measurable range is narrower than arange
of possible values of the distance to the subject, and
detecting reflection light of the applied light.

(8) The information processing device according to
(7), in which the difference value derivation unit des-
ignates the depth value of a previous processing tar-
get pixel that is a pixel processed one pixel before,
as the predicted value of a current processing target
pixel that is a processing target pixel at present, and
derives a difference value between the depth value
of the current processing target pixel and the depth
value of the previous processing target pixel.

(9) The information processing device according to
any of (1) through (8), in which the coding unit causes
a storage unit to store coded data derived by coding
the difference value appropriately corrected by the
correction unit.

(10) An information processing method including:

quantizing a depth value that wraps around a
predetermined value range, by using a prede-
termined quantization step;

deriving a difference value between the quan-
tized depth value and a predicted value of the
depth value;

quantizing a turnback value of the depth value
by using the quantization step;

appropriately correcting the derived difference
value by using the quantized turnback value;
and

coding the appropriately corrected difference
value.

(11) An information processing device including:

a decoding unit that decodes coded data to de-
rive a difference value between coefficient data
associated with a depth value wrapping around
a predetermined value range, and a predicted
value of the coefficient data;

a coefficient data derivation unit that adds the
predicted value to the difference value derived
by the decoding unit, to derive the coefficient
data;
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aquantization unit that quantizes a turnback val-
ue of the depth value by using a predetermined
quantization step;

a correction unit that appropriately corrects, by
using the turnback value quantized by the quan-
tization unit, the coefficient data derived by the
coefficient data derivation unit; and

an inverse quantization unit that inversely quan-
tizes, by using the quantization step, the coeffi-
cient data appropriately corrected by the correc-
tion unit, to derive the depth value.

(12) The information processing device according to
(11), in which

the correction unit includes

an addition unit that adds the quantized
turnback value to the coefficient data,

a subtraction unit that subtracts the quan-
tized turnback value from the coefficient da-
ta, and

a selection unit that selects a value falling
within the value range from among values
of the coefficient data, an addition result de-
rived by the addition unit as a sum of the
coefficient data and the quantized turnback
value, and a subtraction result derived by
the subtraction unit as a difference between
the coefficient data and the quantized turn-
back value, and

the inverse quantization unit is configured to in-
versely quantize the value selected by the se-
lection unit from among the coefficient data, the
addition result, and the subtraction result.

(13) The information processing device according to
(11), in which

the correction unit includes

a selection unit that selects, on the basis of
the coefficient data and the quantized turn-
back value, omission of correction ofthe co-
efficientdata, addition of the quantized turn-
back value to the coefficient data, or sub-
traction of the quantized turnback value
from the coefficient data,

an addition unit that adds the quantized
turnback value to the coefficient data in a
case where the selection unit selects addi-
tion of the quantized turnback value, and
a subtraction unit that subtracts the quan-
tized turnback value from the coefficient da-
tain a case where the selection unit selects
subtraction of the quantized turnback value,
and
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the inverse quantization unit is configured to

inversely quantize the coefficient data in a
case where the selection unit selects omis-
sion of correction of the coefficient data,
inversely quantize an addition result derived
by the addition unit as a sum of the coeffi-
cient data and the quantized turnback value
in the case where the selection unit selects
addition of the quantized turnback value,
and

inversely quantize a subtraction result de-
rived by the subtraction unit as a difference
between the coefficient data and the quan-
tized turnback value in the case where the
selection unit selects subtraction of the
quantized turnback value.

(14) The information processing device according to
any of (11) through (13), in which

the quantization unit quantizes the turnback val-
ue by using the quantization step set for each
block of the depth value, and

the inverse quantization unit inversely quantiz-
es, by using the quantization step set for each
block of the depth value, the coefficient data ap-
propriately corrected by the correction unit.

(15) The information processing device according to
any of (11) through (14), in which the quantization
unit quantizes the turnback value supplied from a
system controller provided outside the information
processing device or from a coding unit having gen-
erated the coded data.

(16) The information processing device according to
any of (11) through (15), in which the depth value
indicates a distance to a subject and is derived for
each of pixels by using an indirect ToF (Time-of-
Flight) method.

(17) The information processing device according to
(16), in which the depth value indicates a distance
to the subject and is derived for each of the pixels
by applying light having a modulation frequency
whose distance measurable range is narrower than
arange of possible values of the distance to the sub-
ject, and detecting reflection light of the applied light.
(18) The information processing device according to
(17), inwhich the coefficient data derivation unit des-
ignates the coefficient data of a previous processing
target pixel that is a pixel processed one pixel before,
as the predicted value of a current processing target
pixel that is a processing target pixel at present, and
adds the depth value of the previous processing tar-
get pixel to the depth value of the current processing
target pixel to derive the coefficient data.

(19) The information processing device according to
any of (11) through (18), in which the decoding unit
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reads and decodes the coded data stored in a stor-
age unit.
(20) An information processing method including:

decoding coded data to derive a difference value
between coefficient data associated with a
depth value wrapping around a predetermined
value range, and a predicted value of the coef-
ficient data;

adding the predicted value to the derived differ-
ence value to derive the coefficient data;
quantizing a turnback value of the depth value
by using a predetermined quantization step;
appropriately correcting the derived coefficient
data by using the quantized turnback value; and
inversely quantizing the appropriately corrected
coefficient data by using the quantization step
to derive the depth value.

[Reference Signs List]

[0261]

100: Coding device

111, 112:  Quantization unit

113: DPCM processing unit
114, 115:  Arithmetic unit

116: Selection control unit

117: Selection unit

118: Coding unit

121: Correction unit

200: Decoding device

211: Quantization unit

212: Decoding unit

213: Inverse DPCM processing unit
214, 215:  Arithmetic unit

216: Selection control unit

217: Selection unit

218: Inverse quantization unit
221: Correction unit

500: Distance measuring device
501: Control unit

511: Light output unit

512: Detection unit

513: iToF measuring unit

514: RAM

515: Data merging unit

521: Depth value derivation unit
522: Coding unit

531: Decoding unit

532: Merging unit

600: Distance measuring device
601: High frequency distance measuring unit
602: Low frequency distance measuring unit
603: Data merging unit

611: Light output unit

612: Detection unit

613: iToF measuring unit
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631:
632:
633:
641:
642:
651:
652:
653:
701:
900:
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Depth value derivation unit
Coding unit

Light output unit

Detection unit

iToF measuring unit

Depth value derivation unit
Coding unit

Decoding unit

Decoding unit

Merging unit

Host system controller
Computer

1. Aninformation processing device comprising:

a first quantization unit that quantizes a depth
value that wraps around a predetermined value
range, by using a predetermined quantization
step;

a difference value derivation unit that derives a
difference value between the depth value quan-
tized by the firstquantization unitand a predicted
value of the depth value;

a second quantization unit that quantizes a turn-
back value of the depth value by using the quan-
tization step;

a correction unit that appropriately corrects, by
using the turnback value quantized by the sec-
ond quantization unit, the difference value de-
rived by the difference value derivation unit; and
a coding unit that codes the difference value ap-
propriately corrected by the correction unit.

2. The information processing device according to
claim 1, wherein

the correction unit includes

an addition unit that adds the quantized
turnback value to the difference value,

a subtraction unit that subtracts the quan-
tized turnback value from the difference val-
ue, and

a selection unit that selects a minimum ab-
solute value from among absolute values of
the difference value, an addition result de-
rived by the addition unit as a sum of the
difference value and the quantized turnback
value, and a subtraction result derived by
the subtraction unit as a difference between
the difference value and the quantized turn-
back value, and

the coding unit is configured to code the value
selected by the selection unit from among the
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difference value, the addition result, and the sub-
traction result.

3. The information processing device according to
claim 1, wherein

the correction unit includes

a selection unit that selects, on a basis of
the difference value and the quantized turn-
back value, omission of correction of the dif-
ference value, addition of the quantized
turnback value to the difference value, or
subtraction of the quantized turnback value
from the difference value,

an addition unit that adds the quantized
turnback value to the difference value in a
case where the selection unit selects addi-
tion of the quantized turnback value, and
a subtraction unit that subtracts the quan-
tized turnback value from the difference val-
ue in a case where the selection unit selects
subtraction of the quantized turnback value,
and

the coding unit is configured to

code the difference value in a case where
the selection unit selects omission of cor-
rection of the difference value,

code an addition result derived by the addi-
tion unit as a sum of the difference value
and the quantized turnback value in a case
where the selection unit selects addition of
the quantized turnback value, and

code asubtractionresultderived by the sub-
traction unit as a difference between the dif-
ference value and the quantized turnback
value in a case where the selection unit se-
lects subtraction of the quantized turnback
value.

4. The information processing device according to
claim 1, wherein

the first quantization unit quantizes the depth
value by using the quantization step set for each
block of the depth value, and

the second quantization unit quantizes the turn-
back value by using the quantization step set for
each block of the depth value.

5. The information processing device according to
claim 1, wherein the second quantization unit quan-
tizes the turnback value supplied from a system con-
troller provided outside the information processing
device.
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The information processing device according to
claim 1, wherein the depth value indicates a distance
to a subject and is derived for each of pixels by using
an indirect ToF (Time-of-Flight) method.

The information processing device according to
claim 6, wherein the depth value indicates a distance
to the subject and is derived for each of the pixels
by applying light having a modulation frequency
whose distance measurable range is narrower than
arange of possible values of the distance to the sub-
ject, and detecting reflection light of the applied light.

The information processing device according to
claim 7, wherein the difference value derivation unit
designates the depth value of a previous processing
target pixel that is a pixel processed one pixel before,
as the predicted value of a current processing target
pixel that is a processing target pixel at present, and
derives a difference value between the depth value
of the current processing target pixel and the depth
value of the previous processing target pixel.

The information processing device according to
claim 1, wherein the coding unit causes a storage
unit to store coded data derived by coding the differ-
ence value appropriately corrected by the correction
unit.

An information processing method comprising:

quantizing a depth value that wraps around a
predetermined value range, by using a prede-
termined quantization step;

deriving a difference value between the quan-
tized depth value and a predicted value of the
depth value;

quantizing a turnback value of the depth value
by using the quantization step;

appropriately correcting the derived difference
value by using the quantized turnback value;
and

coding the appropriately corrected difference
value.

An information processing device comprising:

a decoding unit that decodes coded data to de-
rive a difference value between coefficient data
associated with a depth value wrapping around
a predetermined value range, and a predicted
value of the coefficient data;

a coefficient data derivation unit that adds the
predicted value to the difference value derived
by the decoding unit, to derive the coefficient
data;

a quantization unitthat quantizes a turnback val-
ue of the depth value by using a predetermined
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quantization step;

a correction unit that appropriately corrects, by
using the turnback value quantized by the quan-
tization unit, the coefficient data derived by the
coefficient data derivation unit; and

an inverse quantization unit that inversely quan-
tizes, by using the quantization step, the coeffi-
cient data appropriately corrected by the correc-
tion unit, to derive the depth value.

12. The information processing device according to

claim 11, wherein
the correction unit includes

an addition unit that adds the quantized
turnback value to the coefficient data,

a subtraction unit that subtracts the quan-
tized turnback value from the coefficient da-
ta, and

a selection unit that selects a value falling
within the value range from among values
of the coefficient data, an addition result de-
rived by the addition unit as a sum of the
coefficient data and the quantized turnback
value, and a subtraction result derived by
the subtraction unit as a difference between
the coefficient data and the quantized turn-
back value, and

the inverse quantization unit is configured to in-
versely quantize the value selected by the se-
lection unit from among the coefficient data, the
addition result, and the subtraction result.

13. The information processing device according to

claim 11, wherein
the correction unit includes

a selection unit that selects, on a basis of
the coefficient data and the quantized turn-
back value, omission of correction ofthe co-
efficientdata, addition of the quantized turn-
back value to the coefficient data, or sub-
traction of the quantized turnback value
from the coefficient data,

an addition unit that adds the quantized
turnback value to the coefficient data in a
case where the selection unit selects addi-
tion of the quantized turnback value, and
a subtraction unit that subtracts the quan-
tized turnback value from the coefficient da-
tain a case where the selection unit selects
subtraction of the quantized turnback value,
and

the inverse quantization unit is configured to
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inversely quantize the coefficient data in a
case where the selection unit selects omis-
sion of correction of the coefficient data,
inversely quantize an addition result derived
by the addition unit as a sum of the coeffi-
cient data and the quantized turnback value
in the case where the selection unit selects
addition of the quantized turnback value,
and

inversely quantize a subtraction result de-
rived by the subtraction unit as a difference
between the coefficient data and the quan-
tized turnback value in the case where the
selection unit selects subtraction of the
quantized turnback value.

The information processing device according to
claim 11, wherein

the quantization unit quantizes the turnback val-
ue by using the quantization step set for each
block of the depth value, and

the inverse quantization unit inversely quantiz-
es, by using the quantization step set for each
block of the depth value, the coefficient data ap-
propriately corrected by the correction unit.

The information processing device according to
claim 11, wherein the quantization unit quantizes the
turnback value supplied from a system controller pro-
vided outside the information processing device or
from a coding unit having generated the coded data.

The information processing device according to
claim 11, wherein the depth value indicates a dis-
tance to a subject and is derived for each of pixels
by using an indirect ToF (Time-of-Flight) method.

The information processing device according to
claim 16, wherein the depth value indicates a dis-
tance to the subject and is derived for each of the
pixels by applying light having a modulation frequen-
cy whose distance measurable range is narrower
than a range of possible values of the distance to
the subject, and detecting reflection light of the ap-
plied light.

The information processing device according to
claim 17, wherein the coefficient data derivation unit
designates the coefficient data of a previous
processing target pixel that is a pixel processed one
pixel before, as the predicted value of a current
processing target pixel that is a processing target
pixel at present, and adds the depth value of the
previous processing target pixel to the depth value
of the current processing target pixel to derive the
coefficient data.
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19. The information processing device according to

claim 11, wherein the decoding unit reads and de-
codes the coded data stored in a storage unit.

20. An information processing method comprising:

decoding coded data to derive a difference value
between coefficient data associated with a
depth value wrapping around a predetermined
value range, and a predicted value of the coef-
ficient data;

adding the predicted value to the derived differ-
ence value to derive the coefficient data;
quantizing a turnback value of the depth value
by using a predetermined quantization step;
appropriately correcting the derived coefficient
data by using the quantized turnback value; and
inversely quantizing the appropriately corrected
coefficient data by using the quantization step
to derive the depth value.
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FIG.12
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FIG.15
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FIG.17
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FIG.19
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FIG.21
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FIG.26
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