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(57) This application discloses a packet transmission
method, apparatus, and system, a network device, and
a storage medium, and relates to the field of communi-
cation technologies. The method includes: A first network
device receives an IP packet, and adds indication infor-
mation to the IP packet and sends the IP packet. The
indication information indicates to add processing infor-
mation to an error packet corresponding to the IP packet.
The processing information indicates a manner for

processing the error packet. The error packet is gener-
ated by a second network device when the IP packet
reaches a corresponding maximum hop count. Accord-
ing to the method, the processing information indicating
the manner for processing the error packet can be carried
in the error packet corresponding to the IP packet, so
that the first network device can process the error packet
based on the processing information.
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Description

[0001] This application claims priority to Chinese Pat-
ent Application No. 202110778464.5, filed on July 9,
2021 and entitled "PACKET TRANSMISSION METHOD,
APPARATUS, AND SYSTEM, NETWORK DEVICE,
AND STORAGE MEDIUM", which is incorporated herein
by reference in its entirety.

TECHNICAL FIELD

[0002] This application relates to the field of commu-
nications technologies, and in particular, to a packet
transmission method, apparatus, and system, a network
device, and a storage medium.

BACKGROUND

[0003] An internet protocol (Internet Protocol, IP) pack-
et is a data unit transmitted at a network layer. The IP
packet usually carries maximum hop count indication in-
formation. In a process of transmitting the IP packet, a
network device needs to determine, based on the max-
imum hop count indication information, whether to con-
tinue to forward the IP packet.
[0004] In conventional technologies, a process of
transmitting an IP packet based on the maximum hop
count indication information is as follows: A first network
device receives an IP packet sent by a source network
device, where the IP packet carries maximum hop count
indication information (for example, a TTL value). The
first network device determines, based on the maximum
hop count indication information, whether the IP packet
reaches a corresponding maximum hop count. If the IP
packet does not reach the corresponding maximum hop
count, the first network device updates the maximum hop
count indication information in the IP packet (for example,
subtracts 1 from the TTL value), and continues to send
the corresponding IP packet to an intermediate network
device. After receiving the IP packet, the intermediate
network device determines, based on the maximum hop
count indication information in the IP packet, whether the
IP packet reaches the corresponding maximum hop
count. If determining that the IP packet reaches the cor-
responding maximum hop count, the intermediate net-
work device sends an error packet to the first network
device, where the error packet indicates that the IP pack-
et has reached the corresponding maximum hop count,
the error packet carries identification information of a sec-
ond network device, and the second network device is
the intermediate network device that generates the error
packet. After receiving the error packet, the first network
device sends the error packet to the source network de-
vice.
[0005] When the first network device receives the error
packet, because partial information is missing in the error
packet, the first network device cannot use the partial
information when processing the error packet, resulting

in a single processing manner.

SUMMARY

[0006] Embodiments of this application provide a pack-
et transmission method and apparatus, a network device,
and a storage medium, so that processing information
indicating a manner for processing an error packet can
be carried in the error packet corresponding to an IP
packet.
[0007] According to a first aspect, this application pro-
vides a packet transmission method. The method is per-
formed by a first network device. The method includes:
receiving an IP packet; and adding indication information
to the IP packet and sending the IP packet. The indication
information indicates to add processing information to an
error packet corresponding to the IP packet. The
processing information indicates a manner for process-
ing the error packet. The error packet is generated by a
second network device when the IP packet reaches a
corresponding maximum hop count.
[0008] In this application, the indication information is
added to the IP packet, and the IP packet to which the
indication information is added is sent, so that when the
IP packet reaches the corresponding maximum hop
count, the second network device sends, to the first net-
work device, the error packet that carries the processing
information indicating the manner for processing the error
packet. In this way, when receiving the error packet sent
by the second network device, the first network device
can process the error packet based on the processing
information in the error packet, and the processing man-
ner is more flexible.
[0009] In this application, the error packet correspond-
ing to the IP packet is an error packet generated when
the second network device determines, based on maxi-
mum hop count indication information (for example, max-
imum hop count indication information in a tunnel header
of the IP packet) in the received IP packet, that the IP
packet reaches the corresponding maximum hop count.
If a hop count indicated by the maximum hop count indi-
cation information in the tunnel header of the IP packet
received by the second network device minus 1 is equal
to 0, it indicates that the IP packet reaches the corre-
sponding maximum hop count, and the second network
device generates the error packet corresponding to the
IP packet.
[0010] In some examples, that the indication informa-
tion is added to the IP packet includes: An IPv6 extension
header is added to the IP packet. The IPv6 extension
header is used for carrying the indication information.
[0011] In a possible implementation, the extension
header is an existing IPv6 extension header, for example,
a destination options header or a hop-by-hop options
header. An option field that carries the indication infor-
mation is newly added to the existing extension header,
so that the IP packet carries the indication information.
[0012] In another possible implementation, an IPv6 ex-
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tension header is newly added to carry the indication in-
formation, so that the IP packet carries the indication in-
formation.
[0013] In a possible implementation, the processing in-
formation is the same as the indication information. Both
the indication information and the processing information
include at least one of VPN indication information and
mode indication information. The VPN indication infor-
mation indicates a VPN corresponding to a source net-
work device of the IP packet. For example, the VPN in-
dication information includes at least one of an identifier
of the VPN and an inbound interface identifier. The in-
bound interface identifier is an identifier of an interface
that is of the first network device and that is corresponding
to the source VPN. Both the two identifiers can effectively
identify the source VPN. The mode indication information
indicates a time-to-live (time-to-live, TTL) mode corre-
sponding to the IP packet. Optionally, the TTL mode is
a uniform (uniform) mode or a pipe (pipe) mode.
[0014] Optionally, the method further includes: receiv-
ing the error packet, where the error packet includes the
processing information; and processing the error packet
based on the processing information.
[0015] In some examples, the processing information
includes only the mode indication information. The mode
indication information is first mode indication information
indicating that the TTL mode is the pipe mode. Therefore,
processing the error packet based on the indication in-
formation in the error packet includes: discarding the er-
ror packet based on an indication of the first mode indi-
cation information.
[0016] In some other examples, the processing infor-
mation includes only the VPN indication information. For
example, the processing the error packet based on the
processing information includes sending the error packet
to the source network device based on the VPN indication
information. For example, the first network device first
determines a target interface based on the VPN indica-
tion information, and then sends the error packet to the
source network device through the target interface.
[0017] In some other examples, the indication informa-
tion includes the VPN indication information and the
mode indication information. The mode indication infor-
mation is second mode indication information indicating
that the TTL mode is the uniform mode. The first network
device sends the error packet to the source network de-
vice based on an indication of the second mode indication
information and based on the VPN indication information.
[0018] In still some examples, the indication informa-
tion includes the VPN indication information and the
mode indication information. The mode indication infor-
mation is the first mode indication information indicating
that the TTL mode is the pipe mode. In this case, the
VPN indication information does not take effect, and the
first network device still discards the error packet based
on the indication of the first mode indication information.
[0019] In another possible implementation, the
processing information is the same as the indication in-

formation. Each of the indication information and the
processing information is a first identifier. When receiving
the IP packet sent by a source network device, the first
network device records a correspondence between con-
trol information of the IP packet and the first identifier.
The first identifier uniquely corresponds to the IP packet.
In other words, different IP packets sent by the source
network device correspond to different first identifiers.
When receiving the error packet that carries the first iden-
tifier, the first network device locally searches for the con-
trol information corresponding to the first identifier, and
processes the error packet based on the found control
information. Content of the control information herein is
the same as content of the foregoing processing infor-
mation. For related content, refer to the foregoing con-
tent. Detailed description is omitted herein.
[0020] In still another possible implementation, the
processing information is different from the indication in-
formation. For example, the indication information is a
first identifier, and the processing information is a second
identifier. The first identifier is in a one-to-one corre-
spondence with the second identifier, and different first
identifiers correspond to different second identifiers. The
first network device stores a correspondence between
the first identifier and the second identifier. When receiv-
ing the IP packet sent by a source network device, the
first network device records a correspondence between
control information of the IP packet and the first identifier.
The first identifier uniquely corresponds to the IP packet.
In other words, different IP packets sent by the source
network device correspond to different first identifiers.
When receiving the error packet that carries the second
identifier, the first network device locally searches for the
first identifier corresponding to the second identifier,
searches for the control information corresponding to the
first identifier, and processes the error packet based on
the found control information. Content of the control in-
formation herein is the same as content of the foregoing
processing information. For related content, refer to the
foregoing content. Detailed description is omitted herein.
[0021] In the two implementations, the control informa-
tion is locally stored, and only the identifier is sent, so
that a data amount of the packet can be reduced, and
network overheads can be reduced.
[0022] In this application, the first network device is an
ingress device of an IP tunnel. A type of the IP tunnel
includes but is not limited to an IPv4 over SRv6 tunnel,
an IPv6 over segment routing over IPv6 (segment routing
over IPv6, SRv6) tunnel, or an IPv4 over IPv6 tunnel.
[0023] In this application, when adding the indication
information to the IP packet, the first network device fur-
ther encapsulates the tunnel header for the IP packet.
For different types of IP tunnels, types of tunnel headers
are different. For example, for the IPv4 over SRv6 tunnel
and the IPv6 over SRv6 tunnel, the tunnel header is an
IPv6 packet header of an SRv6 tunnel. For another ex-
ample, for the IPv4 over IPv6 tunnel, the tunnel header
is an IPv6 packet header of an IP tunnel.
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[0024] In different TTL modes, the first network device
generates tunnel headers that carry different maximum
hop count indication information. For example, for the
uniform mode, a hop count indicated by maximum hop
count indication information in a tunnel header added by
the first network device is the same as a hop count indi-
cated by the maximum hop count indication information
in the received IP packet. For another example, in the
pipe mode, a hop count indicated by maximum hop count
indication information in a tunnel header added by the
first network device is a specified value. The specified
value is usually large, for example, 255 or 128.
[0025] Optionally, the TTL mode corresponding to the
mode indication information is determined based on net-
working information. For example, when networks in
which the second network device and the first network
device are located belong to a same operator, the TTL
mode indicated by the mode indication information is the
uniform mode. For another example, when networks in
which the second network device and the first network
device are located do not belong to a same operator, the
TTL mode indicated by the mode indication information
is the pipe mode. The networking information may be
preconfigured in the first network device before the meth-
od is performed.
[0026] Optionally, the IP packet is a user datagram pro-
tocol (user datagram protocol, UDP) packet, an internet
control message protocol (internet control message pro-
tocol, ICMP) packet, or a transmission control protocol
(transmission control protocol, TCP) packet.
[0027] In some examples, the IP packet is a traceroute
packet. The traceroute packet herein is an IP packet that
is initiated by the source network device and that is used
for implementing route tracing. Optionally, the traceroute
packet is a UDP packet or an ICMP packet.
[0028] Optionally, the error packet is an ICMP packet.
[0029] According to a second aspect, a packet trans-
mission method is provided. The method is performed
by a second network device. The method includes: re-
ceiving an IP packet sent by a first network device, where
the IP packet includes indication information, the indica-
tion information indicates to add processing information
to an error packet corresponding to the IP packet, and
the processing information indicates a manner for
processing the error packet; generating, in response to
determining that the IP packet reaches a corresponding
maximum hop count, the error packet corresponding to
the IP packet, where the error packet includes the
processing information; and sending the error packet to
the first network device, to enable the first network device
to process the error packet based on the indication infor-
mation.
[0030] When the IP packet reaches the corresponding
maximum hop count, the second network device gener-
ates the error packet, and the processing information in-
dicating the manner for processing the error packet is
carried in the error packet based on the indication infor-
mation in the received IP packet. In this way, after re-

ceiving the error packet, the first network device may
process the error packet based on the processing infor-
mation in the error packet, to meet an actual requirement.
[0031] Optionally, the processing information includes
at least one of VPN indication information and mode in-
dication information. The VPN indication information in-
dicates a source VPN of the IP packet, and the mode
indication information indicates a TTL mode correspond-
ing to the IP packet.
[0032] According to a third aspect, a packet transmis-
sion apparatus is provided. The apparatus includes a re-
ceiving module and a sending module. The receiving
module is configured to receive an IP packet. The send-
ing module is configured to add indication information to
the IP packet and send the IP packet. The indication in-
formation indicates to add processing information to an
error packet corresponding to the IP packet. The
processing information indicates a manner for process-
ing the error packet. The error packet is generated by a
second network device when the IP packet reaches a
corresponding maximum hop count.
[0033] Optionally, the sending module is configured to
add an IPv6 extension header to the IP packet. The ex-
tension header is used for carrying the indication infor-
mation.
[0034] Optionally, the extension header includes an
option field. The option field is used for carrying the indi-
cation information.
[0035] Optionally, the extension header is a destina-
tion options header or a hop-by-hop options header.
[0036] Optionally, the receiving module is further con-
figured to receive the error packet. The error packet in-
cludes the processing information. The sending module
is further configured to process the error packet based
on the processing information.
[0037] In some examples, the processing information
includes first mode indication information. The first mode
indication information indicates that a TTL mode is a pipe
mode. The sending module is configured to discard the
error packet based on an indication of the first mode in-
dication information.
[0038] In some other examples, the processing infor-
mation does not include mode indication information, but
includes only VPN indication information. The VPN indi-
cation information indicates a VPN corresponding to a
source network device of the IP packet. The sending
module is configured to send the error packet to the
source network device based on the VPN indication in-
formation.
[0039] In still some examples, the processing informa-
tion includes VPN indication information and second
mode indication information. The second mode indica-
tion information indicates that a TTL mode is a uniform
mode. Therefore, the sending module is configured to
send, based on an indication of the second indication
information and based on the VPN indication information,
the error packet to the source network device to which
the IP packet belongs.
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[0040] For example, the sending module is configured
to: determine a target interface based on the VPN indi-
cation information; and send the error packet to the
source network device through the target interface.
[0041] Optionally, the sending module is further con-
figured to encapsulate a tunnel header for the IP packet.
The tunnel header includes maximum hop count indica-
tion information.
[0042] According to a fourth aspect, a packet transmis-
sion apparatus is provided. The apparatus includes a re-
ceiving module, a generation module, and a sending
module. The receiving module is configured to receive
an IP packet, where the IP packet includes indication
information, and the indication information indicates a
manner for processing an error packet corresponding to
the IP packet. The generation module is configured to
generate, in response to determining that the IP packet
reaches a corresponding maximum hop count, the error
packet corresponding to the IP packet, where the error
packet includes processing information. The sending
module is configured to send the error packet to a first
network device, to enable the first network device to proc-
ess the error packet based on the indication information.
[0043] Optionally, the processing information includes
at least one of VPN indication information and mode in-
dication information. The VPN indication information in-
dicates a source VPN of the IP packet, and the mode
indication information indicates a time-to-live TTL mode
corresponding to the IP packet.
[0044] According to a fifth aspect, a network device is
provided. The network device includes a processor and
a memory. The memory is configured to store a software
program. The processor executes the software program
stored in the memory, to enable the network device to
implement the method according to any possible imple-
mentation of the first aspect, or perform the method ac-
cording to any possible implementation of the second
aspect.
[0045] According to a sixth aspect, a packet transmis-
sion system is provided, including a first network device
and a second network device. The first network device
is configured to perform the method according to any
possible implementation of the first aspect. The second
network device is configured to perform the method in
any possible implementation of the second aspect.
[0046] According to a seventh aspect, a computer-
readable storage medium is provided. The computer-
readable storage medium stores computer instructions.
When the computer instructions in the computer-reada-
ble storage medium are executed by a computer device,
the computer device is enabled to perform the method
according to any possible implementation of the first as-
pect or the second aspect.
[0047] According to an eighth aspect, a computer pro-
gram product including instructions is provided. When
the computer program product runs on a computer de-
vice, the computer device is enabled to perform the meth-
od according to any possible implementation of the first

aspect or the second aspect.
[0048] According to a ninth aspect, a chip is provided,
including a processor. The processor is configured to in-
voke, from a memory, and run instructions stored in the
memory, to enable a communication device on which the
chip is installed to perform the method in any possible
implementation of the first aspect or the second aspect.
[0049] According to a tenth aspect, another chip is pro-
vided, including an input interface, an output interface, a
processor, and a memory. The input interface, the output
interface, the processor, and the memory are connected
to each other through an internal connection path. The
processor is configured to execute code in the memory.
When the code is executed, the processor is configured
to perform the method in any possible implementation of
the first aspect or the second aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0050]

FIG. 1 is a schematic diagram of a network architec-
ture of an application scenario according to an ex-
ample embodiment of this application;
FIG. 2 is a schematic flowchart of a packet transmis-
sion method according to an example embodiment
of this application;
FIG. 3 is a schematic flowchart of another packet
transmission method according to an example em-
bodiment of this application;
FIG. 4 is a schematic diagram of a process of another
packet transmission method according to an exam-
ple embodiment of this application;
FIG. 5 is a schematic diagram of a process of another
packet transmission method according to an exam-
ple embodiment of this application;
FIG. 6 is a schematic diagram of a structure of a
packet transmission apparatus according to an ex-
ample embodiment of this application;
FIG. 7 is a schematic diagram of a structure of an-
other packet transmission apparatus according to an
example embodiment of this application; and
FIG. 8 is a schematic diagram of a structure of a
network device according to an example embodi-
ment of this application.

DESCRIPTION OF EMBODIMENTS

[0051] To make the objectives, technical solutions, and
advantages of this application clearer, the following fur-
ther describes the implementations of this application in
detail with reference to the accompanying drawings.
[0052] For ease of understanding embodiments of this
application, nouns in embodiments of this application are
explained below.
[0053] IP protocol: The IP protocol is a core part of a
transmission control protocol (transmission control pro-
tocol, TCP) /IP protocol suite, which is used for transmit-
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ting data between two devices. All upper-layer protocol
data (such as a hypertext transfer protocol (hypertext
transfer protocol, HTTP), a TCP, and a user datagram
protocol (user datagram protocol, UDP)) is encapsulated
into IP packets and sent to a network. The IP protocol
has two versions: version 4 (v4) and version 4 (v6).
[0054] ICMP: It is usually used for transmitting error
information. An ICMP protocol is a part of an IP layer,
and packets of the ICMP protocol are transmitted by us-
ing IP packets.
[0055] TTL: It is also referred to as hop limit and is a
field in an IP data packet, which specifies a maximum
quantity of times a data packet can be transmitted over
a network device (such as a router). A data packet sent
from a source network device needs to be forwarded by
a plurality of routers before arriving at a destination host.
When the data packet is sent, the source network device
sets a TTL value. The TTL value is subtracted by 1 each
time the data packet is transmitted over a network device.
When the TTL value is 0, the IP data packet is directly
discarded (no longer forwarded), and an ICMP error
packet indicating TTL expires is sent to the source net-
work device.
[0056] Tunneling technology: It allows packets of dif-
ferent protocols to be encapsulated into a new packet
header for transmission. The new packet header pro-
vides routing information, to enable the encapsulated
packets to be transmitted over a network. Usually, the
tunneling technology includes processes of data encap-
sulation, transmission, and decapsulation. In embodi-
ments of this application, a tunnel is a three-layer protocol
tunnel, for example, an IPv4 over SRv6 tunnel, an IPv6
over SRv6 tunnel, or an IPv4 over IPv6 tunnel.
[0057] TTL mode: It indicates a manner of setting a
TTL value in a tunnel header when an IP packet enters
a tunnel. The TTL mode includes a uniform mode or a
pipe mode. If the TTL mode is the uniform mode, the TTL
value in the tunnel header is the same as a TTL value in
the IP packet when the IP packet enters the tunnel. If the
TTL mode is the pipe mode, the TTL value in the tunnel
header is equal to a specified value when the IP packet
enters the tunnel. The specified value is usually large,
for example, 255 or 128.
[0058] Traceroute (traceroute): It is used for determin-
ing a path through which an internet protocol (Internet
Protocol, IP) packet sent by a source network device is
transmitted to a target device.
[0059] In embodiments of this application, based on
locations of network devices in a network, the network
devices may be classified into three types: a customer
edge (customer edge, CE) device, a provider edge (pro-
vider edge, PE) device, and a provider (provider, P) de-
vice. The CE device includes a switch, a router, a routing
switch, an integrated access device (integrated access
device, IAD), and various metropolitan area network
(metropolitan area network, MAN)/wide area network
(wide area network, WAN) devices for access to a termi-
nal user. The PE device is an aggregation layer device,

and accesses data processed by the CE device. The PE
device is mainly configured to aggregate, encapsulate,
and decapsulate the data. A path between a PE device
and another PE device may be a pseudo wire (pseudo
wire, PW) or a tunnel based on different start points. The
P device is a core layer device and has a powerful switch-
ing capability.
[0060] FIG. 1 is a schematic diagram of a network ar-
chitecture of an application scenario according to an ex-
ample embodiment of this application. As shown in FIG.
1, the scenario includes four CE devices, two PE devices,
and one P device. The four CE devices are a CE1, a
CE2, a CE3, and a CE4, and the two PE devices are a
PE1 and a PE2. A quantity of network devices in FIG. 1
is merely an example. This is not limited in the present
disclosure.
[0061] A tunnel is formed between the PE1 and the
PE2. The PE1 is an ingress device of the tunnel, and the
PE2 is an egress device of the tunnel.
[0062] In the scenario shown in FIG. 1, the PE1 is pro-
vided with two VPNs, a VPN1 and a VPN2. The VPN1
corresponds to the CE1, and the VPN2 corresponds to
the CE3. IP addresses of the CE1 and the CE3 are the
same, for example, both are 1.1.1.1. The PE2 is also
provided with two VPNs, a VPN1 and a VPN2. The VPN1
corresponds to the CE2, and the VPN2 corresponds to
the CE4. IP addresses of the CE2 and the CE4 are the
same, for example, both are 2.2.2.2.
[0063] The following describes a route tracing process
and principle by using an example in which the CE1 ini-
tiates traceroute to the CE2. When the CE1 initiates the
traceroute to the CE2, for a traceroute packet sent by the
CE1, the CE1 is a source network device, and the CE2
is a destination network device. The route tracing process
is as follows:

1. The CE1 sends a first traceroute packet, and a
TTL value in the first traceroute packet is 1. In this
embodiment of this application, the TTL value is a
value of a TTL field. The PE1 receives the first tracer-
oute packet, and determines, based on the TTL val-
ue in the first traceroute packet, that TTL expires. In
other words, the first traceroute packet reaches a
corresponding maximum hop count. The PE1 sends
an error packet to CE1. The error packet indicates
that the traceroute packet reaches the correspond-
ing maximum hop count (also referred to as TTL ex-
pired).
2. The CE1 sends a second traceroute packet, and
a TTL value of the second traceroute packet is 2.
The PE1 receives the second traceroute packet.
That the TTL value in the second traceroute packet
is greater than 1 indicates that the second traceroute
packet does not reach the corresponding maximum
hop count, and therefore, the PE1 determines that
the second traceroute packet needs to be continued
to be forwarded. The PE1 subtracts the TTL value
in the second traceroute packet by 1, and encapsu-
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lates a tunnel header for the second traceroute pack-
et. A TTL value in the tunnel header is equal to the
TTL value in the second traceroute packet. Then,
the PE1 sends the traceroute packet with the tunnel
header to the P device. The P device determines,
based on the TTL value in the tunnel header, whether
the second traceroute packet with the tunnel header
reaches the corresponding maximum hop count. If
the second traceroute packet with the tunnel header
reaches the corresponding maximum hop count, the
error packet is sent to the CE1. For example, when
the TTL value in the tunnel header of the received
second traceroute packet is equal to 1, it indicates
that the second traceroute packet reaches the cor-
responding maximum hop count. When the TTL val-
ue in the tunnel header of the received second tracer-
oute packet is greater than 1, it indicates that the
second traceroute packet does not reach the corre-
sponding maximum hop count.
3. The CE1 sends a third traceroute packet, and a
TTL value of the third traceroute packet is 3. The
PE1 receives the third traceroute packet. That the
TTL value in the third traceroute packet is greater
than 1 indicates that the third traceroute packet does
not reach the corresponding maximum hop count,
and therefore, the PE1 determines that the third
traceroute packet needs to be continued to be for-
warded. The PE1 subtracts the TTL value of the third
traceroute packet by 1, and encapsulates a tunnel
header for the third traceroute packet. A TTL value
in the tunnel header is equal to the TTL value in the
third traceroute packet, which both are 2. Then, the
PE1 sends the traceroute packet with the tunnel
header to the P device. The P device determines,
based on the TTL value in the tunnel header, that
the traceroute packet with the tunnel header needs
to be continued to be forwarded, subtracts the TTL
value in the tunnel header by 1 to 1, and then sends
the traceroute packet with the tunnel header to the
PE2. The PE2 determines, based on the TTL value
in the tunnel header, that the third traceroute packet
reaches the corresponding maximum hop count, and
sends the error packet to the CE1.
4. The CE1 sends a fourth traceroute packet, and a
TTL value of the fourth traceroute packet is 4. The
PE1 receives the fourth traceroute packet. That the
TTL value in the third traceroute packet is greater
than 1 indicates that the third traceroute packet does
not reach the corresponding maximum hop count,
and therefore the PE1 determines that the fourth
traceroute packet needs to be continued to be for-
warded. The PE1 subtracts the TTL value of the third
traceroute packet by 1, and encapsulates a tunnel
header for the fourth traceroute packet. A TTL value
in the tunnel header is equal to the TTL value in the
fourth traceroute packet, which both are 3. Then, the
PE1 sends the traceroute packet with the tunnel
header to the P device. The P device determines,

based on the TTL value in the tunnel header, that
the traceroute packet with the tunnel header needs
to be continued to be forwarded, subtracts the TTL
value in the tunnel header by 1 to 2, and then sends
the traceroute packet with the tunnel header to the
PE2. The PE2 determines, based on the TTL value
in the tunnel header, that the fourth traceroute packet
needs to be continued to be forwarded, removes the
tunnel header, and sends the fourth traceroute pack-
et to the CE2. The CE2 determines, based on a des-
tination address in the fourth traceroute packet, that
the CE2 is the destination network device, and sends
a response packet corresponding to the traceroute
packet to the CE1.
5. After receiving the response packet, the CE1 de-
termines that the fourth traceroute packet has arrived
at a destination device, and extracts, from all the
received error packets, identification information of
each network device over which the traceroute pack-
et is transmitted, to implement the route tracing. For
example, the identification information includes an
IP address of a corresponding network device. In
some examples, the identification information further
includes an identifier of an inbound interface of the
corresponding network device. The inbound inter-
face of the network device herein is an interface
through which the network device receives the
traceroute packet.

[0064] It should be noted that an example in which
there are three network devices between the CE1 and
the CE2 is used herein for description. In actual applica-
tion, there may be more than three network devices, for
example, four or five network devices.
[0065] In this embodiment of this application, the
traceroute packet is a UDP packet or an ICMP packet.
The error packet is an ICMP packet. In this embodiment
of this application, both the UDP packet and the ICMP
packet are IP packets. A version of the IP packet may be
v4 (that is, an IPv4 packet) or v6 (that is, an IPv6 packet).
In some examples, the tunnel header is an IPv6 packet
header, for example, a packet header of an SRv6 tunnel.
The SRv6 tunnel is a type of IP tunnel.
[0066] In the foregoing process, when sending the er-
ror packet to the CE1, the network device (for example,
the P device and the PE2) first sends the error packet to
the PE1, and then the PE1 relays the error packet and
forwards the error packet to the CE1. However, when the
PE1 is provided with a plurality of VPNs, a plurality of
CEs with a same IP address exist. For example, the CE1
and the CE3 have the same IP address. PE1 cannot de-
termine whether to send the error packet to the CE1 or
the CE3 based on the IP address in the error packet, and
finally discards the error packet. The CE1 cannot receive
the error packet, and therefore cannot obtain identifica-
tion information of a network device corresponding to the
error packet.
[0067] In addition, in some other scenarios, the CE1
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sends an IP packet to the PE1. If a TTL mode of the PE1
is configured as a pipe mode, the PE1 adds a tunnel
header including maximum hop count indication informa-
tion to the IP packet sent by the CE1, and a maximum
hop count indicated by the maximum hop count indication
information in the tunnel header is large (for example,
255). In normal cases, a hop count of the IP packet is
not insufficient in the tunnel. In other words, the P device
in the tunnel does not send the error packet. However,
if a temporary loop occurs in a network, the IP packet is
sent cyclically in the network. As a result, the IP packet
cannot arrive at the CE2. If a specific P device in the
tunnel determines that the maximum hop count indicated
by the maximum hop count indication information in the
tunnel header is reached, the P device generates the
error packet. Correspondingly, the PE1 receives the error
packet. In this case, if the error packet is sent to the CE1,
the P device appears in path detection of the CE1. In
other words, the device between the PE1 and the PE2
will be detected by a user, resulting in network security
risks.
[0068] In this scenario, a type of the IP packet is the
same as that of the foregoing traceroute packet, or the
IP packet is a TCP packet or the like. The error packet
is an ICMP packet.
[0069] Therefore, in embodiments of this application,
the indication information is carried in the IP packet, so
that the error packet corresponding to the IP packet car-
ries processing information indicating a manner for
processing the error packet, and the PE1 can process
the error packet based on the processing information.
For example, the processing information includes VPN
indication information, and the source network device
CE1 of the traceroute packet may be distinguished based
on the VPN indication information. The error packet cor-
responding to the traceroute packet is sent to the CE1,
to ensure that the CE1 can receive the error packet sent
by each network device, so that a complete path corre-
sponding to the tunnel can be displayed through the route
tracing. For another example, in case in which the PE1
adds the tunnel header indicating the large maximum
hop count to the IP packet, and the processing informa-
tion included in the error packet includes first mode indi-
cation information indicating that the TTL mode of the IP
packet is the pipe mode, the PE 1 discards the error pack-
et based on the first mode indication information.
[0070] FIG. 2 is a flowchart of a packet transmission
method according to an example embodiment of this ap-
plication. The method is performed by a first network de-
vice, and the first network device is an ingress device of
an IP tunnel, for example, the PE1 in FIG. 1. As shown
in FIG. 2, the method includes the following processes.
[0071] 201. Receive an IP packet.
[0072] For example, the IP packet is sent by a source
network device, for example, the CE1 in FIG. 1.
[0073] 202. Add indication information to the IP packet
and send the IP packet.
[0074] The indication information indicates to add

processing information to an error packet corresponding
to the IP packet. The processing information indicates a
manner for processing the error packet. The error packet
is generated by a second network device when the IP
packet reaches a corresponding maximum hop count.
[0075] For example, the second network device is the
network device that sends the error packet in the scenario
shown in FIG. 1, for example, the P device or the PE2.
[0076] In this application, the error packet correspond-
ing to the IP packet is an error packet generated when
the second network device determines, based on maxi-
mum hop count indication information (for example, max-
imum hop count indication information in a tunnel header
of the IP packet) in the received IP packet, that the IP
packet reaches the corresponding maximum hop count.
If a hop count indicated by the maximum hop count indi-
cation information in the tunnel header of the IP packet
received by the second network device minus 1 is equal
to 0, it indicates that the IP packet reaches the corre-
sponding maximum hop count, and the second network
device generates the error packet corresponding to the
IP packet.
[0077] In this embodiment of this application, the indi-
cation information is added to the IP packet, and the IP
packet to which the indication information is added is
sent, so that when the IP packet reaches the correspond-
ing maximum hop count, the second network device
sends, to the first network device, the error packet that
carries the processing information indicating the manner
for processing the error packet. In this way, when receiv-
ing the error packet sent by the second network device,
the first network device can process the error packet
based on the processing information in the error packet,
and the processing manner is more flexible.
[0078] FIG. 3 is a flowchart of a packet transmission
method according to an example embodiment of this ap-
plication. The method may be performed by a second
network device, where the second network device is the
foregoing network device that sends the error packet, for
example, is performed by the P device or the PE2 in FIG.
1. As shown in FIG. 3, the method includes the following
processes.
[0079] 301. Receive an IP packet sent by a first network
device.
[0080] The IP packet includes indication information,
and the indication information indicates to add process-
ing information to an error packet corresponding to the
IP packet. The processing information indicates a man-
ner for processing the error packet.
[0081] 302. Generate, in response to determining that
the IP packet reaches a corresponding maximum hop
count, the error packet corresponding to the IP packet,
where the error packet includes the processing informa-
tion.
[0082] In 302, the second network device determines,
based on maximum hop count indication information in
a tunnel header of the received IP packet, whether the
IP packet reaches the corresponding maximum hop
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count. If a hop count indicated by the maximum hop count
indication information in the tunnel header minus 1 is
equal to 0, it indicates that the IP packet reaches the
corresponding maximum hop count, and the second net-
work device generates the error packet corresponding
to the IP packet.
[0083] 303. Send the error packet to the first network
device, to enable the first network device to process the
error packet based on the indication information.
[0084] The first network device is an ingress device of
an IP tunnel, for example, the PE1 in FIG. 1.
[0085] When the IP packet reaches the corresponding
maximum hop count, the second network device gener-
ates the error packet, and the processing information in-
dicating the manner for processing the error packet is
carried in the error packet based on the indication infor-
mation in the received IP packet. In this way, after re-
ceiving the error packet, the first network device may
process the error packet based on the processing infor-
mation in the error packet, and the processing manner
is more flexible.
[0086] FIG. 4 is a schematic diagram of a process of
a packet transmission method according to an example
embodiment of this application. In FIG. 4, a route tracing
process is used as an example to describe the packet
transmission method provided in embodiments of this
application. As shown in FIG. 4, the method includes the
following processes.
[0087] 401. A source network device sends a tracer-
oute packet to a first network device.
[0088] The traceroute packet includes an IP address
of a source network device and an IP address of a des-
tination network device, and indicates that the source
network device initiates traceroute to the destination net-
work device.
[0089] In this embodiment of the present disclosure,
the traceroute packet further includes maximum hop
count indication information. The maximum hop count
indication information indicates a maximum quantity of
network devices over which the traceroute packet can
be transmitted. In some examples, the traceroute packet
is an IPv4 packet. In the IPv4 packet, the maximum hop
count indication information is carried in a TTL field, and
a maximum quantity indicated by the maximum hop count
indication information is a value of the TTL field, which
is also referred to as a TTL value. In some other exam-
ples, the traceroute packet is an IPv6 packet. In the IPv6
packet, the maximum hop count indication information is
carried in a hop limit (hop limit) field.
[0090] Correspondingly, the first network device re-
ceives the traceroute packet.
[0091] The source network device is, for example, the
CE1 in FIG. 1, and the first network device is an ingress
device of an IP tunnel, for example, the PE1 in FIG. 1.
[0092] 402. The first network device adds an IPv6 ex-
tension header and a tunnel header to the received
traceroute packet.
[0093] The IPv6 extension header carries indication in-

formation, and the indication information indicates to add
processing information to an error packet corresponding
to the traceroute packet.
[0094] Optionally, the indication information includes
at least one of VPN indication information and mode in-
dication information.
[0095] The VPN indication information indicates a
source VPN of the traceroute packet. For example, the
VPN indication information includes at least one of an
identifier of the source VPN of the traceroute packet and
an inbound interface identifier. The inbound interface
identifier is an identifier of an interface that is of the first
network device and that is corresponding to the source
VPN. Both the two identifiers can effectively identify the
source VPN.
[0096] The mode indication information indicates a
TTL mode corresponding to the traceroute packet. Op-
tionally, the TTL mode is a uniform (uniform) mode or a
pipe (pipe) mode.
[0097] In this embodiment of the present disclosure,
for different TTL modes, the first network device gener-
ates tunnel headers that carry different maximum hop
count indication information. For the uniform mode, a hop
count indicated by maximum hop count indication infor-
mation in a tunnel header generated by the first network
device is the same as a hop count indicated by the max-
imum hop count indication information in the traceroute
packet. For example, when the hop count indicated by
the maximum hop count indication information in the
traceroute packet is 3, the hop count indicated by the
maximum hop count indication information in the tunnel
header is also 3. For the pipe mode, a hop count indicated
by maximum hop count indication information in a tunnel
header generated by the first network device is a speci-
fied value. The specified value is usually large, for exam-
ple, 255 or 128.
[0098] Optionally, a type of the TTL mode correspond-
ing to the mode indication information is determined
based on networking information. For example, when
networks in which the second network device and the
first network device are located belong to a same oper-
ator, the TTL mode indicated by the mode indication in-
formation is the uniform mode. For another example,
when networks in which the second network device and
the first network device are located do not belong to a
same operator, the TTL mode indicated by the mode in-
dication information is the pipe mode.
[0099] Optionally, the mode indication information and
the VPN indication information are in a same field, for
example, both are in an option field of the IPv6 extension
header. Because the indication information has a small
amount of information, and can be implemented by using
a small quantity of bits, the indication information may be
carried in a same field.
[0100] In a possible implementation, the extension
header is a destination options header (destination op-
tions header) or a hop-by-hop options header (hop-by-
hop options header). An option field that carries the in-
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dication information is newly added to the destination op-
tions header or the hop-by-hop options header, so that
a second packet carries the indication information.
[0101] In another possible implementation, an exten-
sion header is newly added to carry the indication infor-
mation, so that the second packet carries the indication
information. The newly added extension header herein
is an extension header that does not exist in an RFC
standard.
[0102] The following describes extension of option by
using an example of adding a new option field to the
destination options header (complying with a definition
of the option in RFC8200).
[0103] The option field includes three sub-fields: an op-
tion type (option type) sub-field, an option data length
(opt data len) sub-field, and an option data (option data)
sub-field.
[0104] A length of the option type sub-field is eight bits,
and the most significant two bits are all 0. An intermediate
forwarding device does not sense the option type sub-
field. A length of the option data length sub-field is eight
bits, and an unsigned integer is used to indicate a length
of data carried in the option data sub-field, for example,
six bytes. The option data sub-field further includes three
sub-fields: a version (version) sub-field, a flag (flag) sub-
field, and an information (info) sub-field.
[0105] A length of the version sub-field is eight bits, a
current value is 0, and the version sub-field may be used
as a version number subsequently. A length of the flag
sub-field is eight bits, and the flag sub-field is used for
carrying the mode indication information. Optionally, the
flag sub-field may further be used for carrying indication
information of an identifier type in the indication informa-
tion. For example, the flag sub-field indicates, in a bit
manner, the TTL mode and indicates whether the indi-
cation information carries the VPN identifier or the in-
bound interface identifier. For example, most significant
six bits of the flag sub-field are temporarily not applicable,
and are set to 0. A seventh bit indicates the identifier type
in the indication information. For example, when the sev-
enth bit is a first value (for example, 0 or 1), it indicates
that the identifier in the indication information is the VPN
identifier, for example, a VPN ID. When the seventh bit
is a second value (for example, 1 or 0), it indicates that
the identifier in the indication information is the inbound
interface identifier, for example, an inbound interface in-
dex. An eighth bit indicates the TTL mode. For example,
when the eighth bit is a first value (for example, 0 or 1),
it indicates that the TTL mode is the uniform mode. When
the eighth bit is a second value (for example, 1 or 0), it
indicates that the TTL mode is the pipe mode. A length
of the information sub-field is 32 bits and indicates the
VPN ID or the inbound interface index (in which the VPN
ID or the inbound interface index is determined based on
the foregoing flag sub-field).
[0106] Optionally, for different types of IP tunnels,
types of tunnel headers are different. For example, for
an IPv4 over SRv6 tunnel and an IPv6 over SRv6 tunnel,

the tunnel header is an IPv6 packet header of an SRv6
tunnel. For another example, for an IPv4 over IPv6 tunnel,
the tunnel header is an IPv6 packet header of an IP tun-
nel.
[0107] 403. The first network device sends the tracer-
oute packet to the second network device.
[0108] The second network device receives the tracer-
oute packet.
[0109] 404. The second network device determines,
based on the maximum hop count indication information
in the tunnel header, that the traceroute packet reaches
a maximum hop count corresponding to the traceroute
packet, and generates the error packet.
[0110] For example, if a hop count indicated by the
maximum hop count indication information in the tunnel
header is equal to 1, for example, a TTL value in the
tunnel header is equal to 1, it indicates that the maximum
hop count corresponding to the traceroute packet has
been reached, and the error packet needs to be sent to
the first network device, so that the error packet is gen-
erated.
[0111] The error packet includes the processing infor-
mation, and the processing information indicates a man-
ner for processing the error packet. In a possible imple-
mentation, content of the processing information is the
same as content of the foregoing indication information,
and includes at least one of the VPN indication informa-
tion and the mode indication information.
[0112] When the content of the processing information
is the same as the content of the indication information,
the second network device may directly encapsulate an
error packet header into an outer layer of the received
traceroute packet, and the processing manner is simple.
The error packet header includes identification informa-
tion of the second network device. The identification in-
formation of the second network device includes an IP
address of the second network device. Optionally, the
identification information of the second network device
further includes an inbound interface identifier of the sec-
ond network device. The inbound interface of the second
network device is an interface through which the second
network device receives the corresponding traceroute
packet.
[0113] In some examples, the second network device
is a next hop of the first network device. For example, in
the scenario shown in FIG. 1, when the error packet is
generated by the P device, the second network device
is a next-hop device of the first network device PE1.
[0114] In some other examples, one or more transit
network devices further exist between the second net-
work device and the first network device. For example,
in the scenario shown in FIG. 1, when the error packet
is generated by the PE2, the second network device is
the PE2, and the transit network device P device exists
between the PE2 and the first network device PE1.
[0115] When the transit network device exists between
the second network device and the first network device,
actions performed by the transit network device include
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the following steps.
[0116] First, the transit network device determines,
based on the maximum hop count indication information
in the tunnel header, that the traceroute packet does not
reach the maximum hop count (that is, the hop count
indicated by the maximum hop count indication informa-
tion in the tunnel header) corresponding to the traceroute
packet, and the transit network device continues to for-
ward the traceroute packet.
[0117] In some examples, if the hop count indicated
by the maximum hop count indication information in the
tunnel header is greater than 1, for example, the TTL
value in the tunnel header is greater than 1, it indicates
that the maximum hop count corresponding to the tracer-
oute packet is not reached.
[0118] Second, the transit network device updates the
maximum hop count indication information in the tunnel
header, to make a hop count indicated by the updated
maximum hop count indication information 1 less than
the hop count indicated by the maximum hop count indi-
cation information before the update, and sends the
traceroute packet to a next-hop network device.
[0119] For example, after the TTL value in the tunnel
header is subtracted by 1, the traceroute packet is sent
to the next-hop network device.
[0120] 405. The second network device sends the error
packet to the first network device.
[0121] The first network device receives the error pack-
et.
[0122] 406. The first network device processes the er-
ror packet based on the processing information.
[0123] In some examples, the processing information
includes first mode indication information. The first mode
indication information indicates that the TTL mode is the
pipe mode. In this case, step 406 includes: discarding
the error packet based on an indication of the first mode
indication information.
[0124] When the TTL mode is the pipe mode, the TTL
value is large. If the first network device still receives the
error packet, it indicates that a loop occurs in a network.
For security, the error packet needs to be discarded.
[0125] Optionally, in addition to discarding the error
packet, an alarm may further be initiated.
[0126] In some other examples, the processing infor-
mation includes second mode indication information and
the VPN indication information. The second mode indi-
cation information indicates that the TTL mode is the uni-
form mode. In this case, step 406 includes: sending,
based on the VPN indication information, the error packet
to the source network device to which the traceroute
packet belongs.
[0127] The sending, based on the VPN indication in-
formation, the error packet to the source network device
to which the traceroute packet belongs includes: first,
determining a target interface based on the VPN indica-
tion information; second, sending the error packet to the
source network device through the target interface.
[0128] Before sending the error packet to the source

network device through the target interface, the first net-
work device further needs to first extract the traceroute
packet in an innermost layer (that is, extract the tracer-
oute packet sent by the CE1) from the error packet, and
re-add an error packet header to the extracted traceroute
packet. A destination address in the error packet header
is an IP address of the first network device.
[0129] It should be further noted that, in addition to the
traceroute packet, the method shown in FIG. 4 is also
applicable to an IP packet for another purpose, for ex-
ample, an IP packet used for data transmission.
[0130] In this embodiment of this application, the indi-
cation information is added to the IP packet, and the IP
packet to which the indication information is added is
sent, so that when the IP packet reaches the correspond-
ing maximum hop count, the second network device
sends, to the first network device, the error packet that
carries the processing information indicating the manner
for processing the error packet. In this way, when receiv-
ing the error packet sent by the second network device,
the first network device can process the error packet
based on the processing information in the error packet,
and the processing manner is more flexible.
[0131] It should be noted that, in the embodiment
shown in FIG. 4, the indication information and the
processing information are the same, and both include
one of the VPN indication information and the mode in-
dication information. The indication information and the
processing information are directly carried in a packet,
to enable each network device to directly obtain required
information from the packet without performing local
search. Therefore, an implementation is simple.
[0132] In another possible implementation, the
processing information is the same as the indication in-
formation. Each of the indication information and the
processing information is a first identifier. When receiving
the traceroute packet sent by the source network device,
the first network device records a correspondence be-
tween control information of the traceroute packet and
the first identifier. The first identifier uniquely corresponds
to the traceroute packet. In other words, different tracer-
oute packets sent by the source network device corre-
spond to different first identifiers. When receiving the er-
ror packet that carries the first identifier, the first network
device locally searches for the control information corre-
sponding to the first identifier, and processes the error
packet based on the found control information. Content
of the control information herein is the same as content
of the foregoing processing information. For related con-
tent, refer to the foregoing content. Detailed description
is omitted herein.
[0133] In still another possible implementation, the
processing information is different from the indication in-
formation. For example, the indication information is a
first identifier, and the processing information is a second
identifier. The first identifier is in a one-to-one corre-
spondence with the second identifier, and different first
identifiers correspond to different second identifiers. The
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first network device stores a correspondence between
the first identifier and the second identifier. When receiv-
ing the traceroute packet sent by the source network de-
vice, the first network device records a correspondence
between control information of the traceroute packet and
the first identifier. The first identifier uniquely corresponds
to the traceroute packet. In other words, different tracer-
oute packets sent by the source network device corre-
spond to different first identifiers. When receiving the er-
ror packet that carries the second identifier, the first net-
work device locally searches for the first identifier corre-
sponding to the second identifier, searches for the control
information corresponding to the first identifier, and proc-
esses the error packet based on the found control infor-
mation. Content of the control information herein is the
same as content of the foregoing processing information.
For related content, refer to the foregoing content. De-
tailed description is omitted herein.
[0134] In the two implementations, the control informa-
tion is locally stored, and only the identifier is sent, so
that a data amount of the packet can be reduced, and
network overheads can be reduced.
[0135] FIG. 5 is a schematic diagram of a process of
a packet transmission method according to an example
embodiment of this application. In FIG. 5, a PE1 is pro-
vided with two VPNs, a VPN1 and a VPN2. The VPN1
corresponds to a CE1, and the VPN2 corresponds to a
CE3. IP addresses of the CE1 and the CE3 are the same,
for example, both are 1.1.1.1. A PE2 is also provided with
two VPNs, a VPN1 and a VPN2. The VPN1 corresponds
to a CE2, and the VPN2 corresponds to a CE4. IP ad-
dresses of the CE2 and the CE4 are the same, for ex-
ample, both are 2.2.2.2.
[0136] The following describes a route tracing method
by using an example in which an IPv4 over SRv6 tunnel
is used and a TTL value is 2. As shown in FIG. 5, the
method includes the following processes.
[0137] 501. The CE1 sends an IPv4 traceroute packet
with the TTL value of 2 to PE1.
[0138] The PE1 receives the traceroute packet. A
source address SA in the traceroute packet is 1.1.1.1,
and a destination address DA is 2.2.2.2.
[0139] 502. The PE1 subtracts the TTL value of the
traceroute packet by 1, determines, based on a config-
uration, that a TTL mode is a uniform mode. The PE1
encapsulates an SRv6 IPv6 header (in which a TTL value
in the IPv6 header is set to be the same as the TTL value
of the traceroute packet, that is, set to 1), and also en-
capsulates an IPv6 extension header including an option
field. VPN indication information and mode indication in-
formation are carried in the option field. The PE1 contin-
ues to forward the traceroute packet to a P device.
[0140] The mode indication information indicates that
the TTL mode of the traceroute packet is the uniform
mode. The VPN indication information indicates a source
VPN of the traceroute packet. For example, the VPN in-
dication information includes at least one of an identifier
of the source VPN of the traceroute packet and an in-

bound interface identifier. In this example, the source
VPN is a VPN1, and the inbound interface identifier is an
identifier of an interface that is of the PE1 and that is
corresponding to the VPN1, that is, an identifier of an
interface through which the PE1 receives the traceroute
packet sent by the CE1.
[0141] 503. The P device determines that TTL expires,
and sends an IPv6 ICMP error packet to the PE1.
[0142] That the P device determines that TTL expires
means that the P device determines, based on the TTL
value in the SRv6 IPv6 header, that a maximum hop
count corresponding to the traceroute packet has been
reached.
[0143] The IPv6 ICMP error packet includes the re-
ceived traceroute packet and an ICMP error packet head-
er. To be specific, the ICMP error packet is obtained by
adding the ICMP error packet header to the received
traceroute packet header.
[0144] The ICMP error packet header includes identi-
fication information of the P device, and the identification
information includes information such as an IPv4 address
of the P device and an inbound interface identifier. A des-
tination address in the error packet header is the PE1.
[0145] 504. The PE1 receives the ICMP error packet,
determines, based on the mode indication information,
that the TTL mode is the uniform mode, constructs an
IPv4 ICMP error packet, and sends the IPv4 ICMP error
packet to the CE1 based on the VPN indication informa-
tion.
[0146] The constructing an IPv4 ICMP error packet in-
cludes removing the error packet header from the re-
ceived ICMP error packet, and re-encapsulating an IPv4
ICMP error packet header. A destination address in the
IPv4 ICMP error packet header is 1.1.1.1, the IP address
of the CE1.
[0147] After constructing the IPv4 ICMP error packet,
the PE1 determines a target interface (that is, the inter-
face corresponding to the VPN1) based on the VPN in-
dication information, and then sends the ICMP error
packet to the CE1 through the target interface.
[0148] In this example, the PE1 can determine, based
on the VPN information in the error packet, an interface
connected to the source network device CE1 of the
traceroute packet, and send the error packet to the CE1
through the determined interface. In this way, the CE1
can receive error packets sent by all network devices,
and obtain identification information of the network de-
vices corresponding to the error packets, thereby imple-
menting complete path detection.
[0149] It should be noted that, in 502, if the PE1 deter-
mines, based on the configuration, that the TTL mode is
the pipe mode, 502 to 504 are replaced with the following
processes.
[0150] First, an SRv6 IPv6 header is encapsulated (in
which a TTL value in the IPv6 header is set to a large
value, for example, 255) for the traceroute packet, and
an IPv6 extension header including an option field is also
encapsulated. Mode indication information indicating the
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pipe mode is carried in the option field. The traceroute
packet is continued to be forward to a P device. Option-
ally, in addition to the mode indication information, the
option field may further carry VPN indication information.
[0151] Second, the traceroute packet is transmitted
between network devices corresponding to the tunnel. If
a temporary loop occurs in a network, the traceroute
packet is sent cyclically in the network until a specific P
device in the tunnel determines, based on the TTL value
in the SRv6 IPv6 header, that the traceroute packet
reaches a corresponding maximum hop count, gener-
ates an ICMP error packet corresponding to the tracer-
oute packet, and sends the ICMP error packet to the PE1.
[0152] Third, the PE1 receives the ICMP error packet,
determines, based on the mode indication information,
that the TTL mode is the pipe mode, and discards the
error packet. Optionally, in addition to directly discarding
the error packet, an alarm may further be initiated to
prompt that a loop failure occurs.
[0153] In addition to the traceroute packet, the method
is also applicable to an IP packet for another purpose,
for example, an IP packet used for data transmission. In
addition, a protocol type of the IP packet is not limited in
embodiments of this application, and includes but is not
limited to a TCP packet, a UDP packet, an ICMP packet,
and the like.
[0154] The descriptions of procedures corresponding
to the foregoing accompanying drawings have respective
focuses. For a part that is not described in detail in a
procedure, refer to related descriptions of another pro-
cedure.
[0155] FIG. 6 is a schematic diagram of a structure of
a packet transmission apparatus according to an exam-
ple embodiment of this application. The apparatus may
be implemented as a part of the apparatus or the entire
apparatus by using software, hardware, or a combination
thereof. The apparatus provided in this embodiment of
this application can implement a procedure in FIG. 2 in
embodiments of this application. As shown in FIG. 6, the
apparatus includes a receiving module 601 and a send-
ing module 603.
[0156] The receiving module 601 is configured to per-
form step 201 in FIG. 2. To be specific, the receiving
module 601 is configured to receive an IP packet. The
sending module 602 is configured to perform step 202 in
FIG. 2. To be specific, the sending module 602 is con-
figured to add indication information to the IP packet and
send the IP packet. The indication information indicates
to add processing information to an error packet corre-
sponding to the IP packet. The processing information
indicates a manner for processing the error packet. The
error packet is generated by a second network device
when the IP packet reaches a corresponding maximum
hop count.
[0157] Optionally, the receiving module 601 is further
configured to perform steps 401 and 405 in FIG. 4, and
the sending module 602 is further configured to perform
steps 402, 403, and 406 in FIG. 4.

[0158] Optionally, the sending module 602 is config-
ured to add an IPv6 extension header to the IP packet.
The extension header is used for carrying the indication
information.
[0159] Optionally, the extension header includes an
option field. The option field is used for carrying the indi-
cation information.
[0160] Optionally, the extension header is a destina-
tion options header or a hop-by-hop options header.
[0161] Optionally, the receiving module 601 is further
configured to receive the error packet. The error packet
includes the processing information. The sending mod-
ule is further configured to process the error packet based
on the processing information.
[0162] In some examples, the processing information
includes first mode indication information. The first mode
indication information indicates that a TTL mode is a pipe
mode. The sending module 602 is configured to discard
the error packet based on an indication of the first mode
indication information.
[0163] In some other examples, the processing infor-
mation does not include mode indication information, but
includes only VPN indication information. The VPN indi-
cation information indicates a VPN corresponding to a
source network device of the IP packet. The sending
module 602 is configured to send, based on the VPN
indication information, the error packet to the source net-
work device of the IP packet.
[0164] In still some examples, the processing informa-
tion includes VPN indication information and second
mode indication information. The second mode indica-
tion information indicates that a TTL mode is a uniform
mode. Therefore, the sending module 602 is configured
to send, based on an indication of the second indication
information and based on the VPN indication information,
the error packet to the source network device to which
the IP packet belongs.
[0165] For example, the sending module 602 is con-
figured to: determine a target interface based on the VPN
indication information; and send the error packet to the
source network device through the target interface.
[0166] Optionally, the sending module 602 is further
configured to encapsulate a tunnel header for the IP
packet to which the indication information is added. The
tunnel header carries maximum hop count indication in-
formation.
[0167] Optionally, the IP packet is a UDP packet, an
ICMP packet, or a TCP packet.
[0168] Optionally, the IP packet is a traceroute packet.
[0169] Optionally, the error packet is an ICMP packet.
[0170] FIG. 7 is a schematic diagram of a structure of
another packet transmission apparatus according to an
example embodiment of this application. The apparatus
may be implemented as a part of the apparatus or the
entire apparatus by using software, hardware, or a com-
bination thereof. The apparatus provided in this embod-
iment of this application can implement a procedure in
FIG. 3 in embodiments of this application. As shown in
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FIG. 7, the apparatus includes a receiving module 701,
a generation module 702, and a sending module 703.
[0171] The receiving module 701 is configured to per-
form step 301 in FIG. 3. To be specific, the receiving
module 701 is configured to receive an IP packet. The
IP packet includes indication information. The indication
information indicates a manner for processing an error
packet corresponding to the IP packet. The generation
module 702 is configured to perform step 302 in FIG. 3.
To be specific, the generation module 702 is configured
to generate, in response to determining that the IP packet
reaches a corresponding maximum hop count, the error
packet corresponding to the IP packet. The error packet
includes processing information. The sending module
703 is configured to perform step 302 in FIG. 3. To be
specific, the sending module 703 is configured to send
the error packet to a first network device, to enable the
first network device to process the error packet based on
the indication information.
[0172] Optionally, the receiving module 601 is further
configured to perform step 403 in FIG. 4, the generation
module 702 is further configured to perform step 404 in
FIG. 4, and the sending module 703 is further configured
to perform step 405 in FIG. 4.
[0173] Optionally, the processing information includes
at least one of VPN indication information and mode in-
dication information. The VPN indication information in-
dicates a source VPN of the IP packet, and the mode
indication information indicates a time-to-live TTL mode
corresponding to the IP packet.
[0174] Optionally, the IP packet is a UDP packet, an
ICMP packet, or a TCP packet.
[0175] Optionally, the IP packet is a traceroute packet.
[0176] Optionally, the error packet is an ICMP packet.
[0177] Division into the modules in embodiments of this
application is an example, and is merely logical function
division. During actual implementation, another division
manner may be used. In addition, the functional modules
in embodiments of this application may be integrated in
one processor, or may exist as physically independent.
Alternatively, two or more modules may be integrated
into one module. The integrated module may be imple-
mented in a form of hardware, or may be implemented
in a form of a software functional module.
[0178] When the integrated module is implemented in
the form of a software function module and sold or used
as an independent product, the integrated module may
be stored in a computer-readable storage medium.
Based on such an understanding, the technical solutions
of this application essentially, or the part contributing to
the conventional technology, or all or some of the tech-
nical solutions may be embodied in a form of a software
product. The computer software product is stored in a
storage medium, and includes several instructions for
instructing a terminal device (which may be a personal
computer, a mobile phone, a network device, or the like)
or a processor (processor) to perform all or some steps
of the methods in embodiments of this application. The

foregoing storage medium includes any medium that can
store program code, such as a USB flash drive, a remov-
able hard disk, a read-only memory (read-only memory,
ROM), a random access memory (random access mem-
ory, RAM), a magnetic disk, or an optical disc.
[0179] It should be noted that, when the packet trans-
mission apparatus provided in the foregoing embodiment
performs packet transmission, the division of the forego-
ing functional modules is merely used as an example for
description. In actual application, the foregoing functions
may be assigned to and completed by different functional
modules as required. That is, an internal structure of the
apparatus may be divided into different functional mod-
ules to complete all or some of the functions described
above. In addition, the packet transmission apparatus
provided in the foregoing embodiment pertains to the
same concept as the packet transmission method em-
bodiment. For a specific implementation process, refer
to the method embodiments. Details are not described
herein again.
[0180] Refer to FIG. 8. FIG. 8 is a schematic diagram
of a structure of a network device 2000 according to an
example embodiment of this application. The network
device 2000 shown in FIG. 8 is configured to perform
operations related to the packet transmission method
shown in FIG. 2, FIG. 3, or FIG. 4. The network device
2000 is, for example, a switch or a router, and the network
device 2000 may be implemented by using a general bus
architecture.
[0181] As shown in FIG. 8, the network device 2000
includes at least one processor 2001, a memory 2003,
and at least one communication interface 2004.
[0182] The processor 2001 is, for example, a general-
purpose central processing unit (central processing unit,
CPU), a digital signal processor (digital signal processor,
DSP), a network processor (network processor, NP), a
graphics processing unit (Graphics Processing Unit,
GPU), a neural-network processing unit (neural-network
processing unit, NPU), a data processing unit (Data
Processing Unit, DPU), a microprocessor, or one or more
integrated circuits configured to implement the solutions
of this application. For example, the processor 2001 in-
cludes an application-specific integrated circuit (applica-
tion-specific integrated circuit, ASIC), a programmable
logic device (programmable logic device, PLD) or anoth-
er programmable logic device, a transistor logic device,
a hardware component, or any combination thereof. The
PLD is, for example, a complex programmable logic de-
vice (complex programmable logic device, CPLD), a
field-programmable gate array (field-programmable gate
array, FPGA), a generic array logic (generic array logic,
GAL), or any combination thereof. The processor may
implement or execute various logical blocks, modules,
and circuits described with reference to content disclosed
in embodiments of the present invention. Alternatively,
the processor may be a combination of processors im-
plementing a computing function, for example, a combi-
nation of one or more microprocessors, or a combination
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of a DSP and a mic roprocessor.
[0183] Optionally, the network device 2000 further in-
cludes a bus. The bus is configured to transmit informa-
tion between components of the network device 2000.
The bus may be a peripheral component interconnect
(peripheral component interconnect, PCI for short) bus,
an extended industry standard architecture (extended in-
dustry standard architecture, EISA for short) bus, or the
like. Buses may include an address bus, a data bus, a
control bus, and the like. For ease of representation, only
one bold line is for representing the bus in FIG. 8, but
this does not mean that there is only one bus or only one
type of bus.
[0184] The memory 2003 is, for example, a read-only
memory (read-only memory, ROM) or another type of
static storage device that can store static information and
instructions, or a random access memory (random ac-
cess memory, RAM) or another type of dynamic storage
device that can store information and instructions, or an
electrically erasable programmable read-only memory
(electrically erasable programmable read-only memory,
EEPROM), a compact disc read-only memory (compact
disc read-only memory, CD-ROM) or another compact
disc storage, an optical disc storage (including a compact
disc, a laser disc, an optical disc, a digital versatile disc,
a Bluray disc, and the like), a magnetic disk storage me-
dium or another magnetic storage device, or any other
medium that can be used to carry or store expected pro-
gram code in a form of instructions or a data structure
and that can be accessed by a computer, but is not limited
thereto. For example, the memory 2003 exists independ-
ently, and is connected to the processor 2001 by using
the bus. Alternatively, the memory 2003 and the proces-
sor 2001 may be integrated together.
[0185] The communication interface 2004 is config-
ured to communicate with another device or a commu-
nication network by using any transceiver-type appara-
tus. The communication network may be the ethernet, a
radio access network (RAN), a wireless local area net-
work (wireless local area network, WLAN), or the like.
The communication interface 2004 may include a wired
communication interface, and may further include a wire-
less communication interface. Specifically, the commu-
nication interface 2004 may be an ethernet (Ethernet)
interface, a fast ethernet (Fast Ethernet, FE) interface, a
gigabit ethernet (Gigabit Ethernet, GE) interface, an
asynchronous transfer mode (Asynchronous Transfer
Mode, ATM) interface, a wireless local area network
(wireless local area network, WLAN) interface, a cellular
network communication interface, or a combination
thereof. The ethernet interface may be an optical inter-
face, an electrical interface, or a combination thereof. In
this embodiment of this application, the communication
interface 2004 may be used by the network device 2000
to communicate with another device.
[0186] In a specific implementation, in an embodiment,
the processor 2001 may include one or more CPUs, for
example, a CPU0 and a CPU1 shown in FIG. 8. Each of

the processors may be a single-core (single-CPU) proc-
essor, or may be a multi-core (multi-CPU) processor. The
processor herein may be one or more devices, circuits,
and/or processing cores configured to process data (for
example, computer program instructions).
[0187] In a specific implementation, in an embodiment,
the network device 2000 may include a plurality of proc-
essors, for example, the processor 2001 and a processor
2005 shown in FIG. 8. Each of the processors may be a
single-core processor (single-CPU), or may be a multi-
core processor (multi-CPU). The processor herein may
be one or more devices, circuits, and/or processing cores
configured to process data (for example, computer pro-
gram instructions).
[0188] In a specific implementation, in an embodiment,
the network device 2000 may further include an output
device and an input device. The output device commu-
nicates with the processor 2001, and may display infor-
mation in a plurality of manners. For example, the output
device may be a liquid crystal display (liquid crystal dis-
play, LCD), a light emitting diode (light emitting diode,
LED) display device, a cathode ray tube (cathode ray
tube, CRT) display device, a projector (projector), or the
like. The input device communicates with the processor
2001, and may receive an input of a user in a plurality of
manners. For example, the input device may be a mouse,
a keyboard, a touchscreen device, a sensing device, or
the like.
[0189] In some embodiments, the memory 2003 is con-
figured to store program code 2010 for performing the
solutions of this application, and the processor 2001 may
execute the program code 2010 stored in the memory
2003. In other words, the network device 2000 may im-
plement, by using the processor 2001 and the program
code 2010 in the memory 2003, the packet transmission
method provided in the method embodiments. The pro-
gram code 2010 may include one or more software mod-
ules. Optionally, the processor 2001 may also store pro-
gram code or instructions for performing the solutions of
this application.
[0190] In a specific embodiment, the network device
2000 in this embodiment of this application may corre-
spond to the first network device in the foregoing method
embodiments. The processor 2001 in the network device
2000 reads instructions in the memory 2003, so that the
network device 2000 shown in FIG. 8 can perform all or
some operations performed by the first network device.
[0191] Specifically, the processor 2001 is configured
to: receive an IP packet through the communication in-
terface; and add indication information to the IP packet
and send the IP packet through the communication in-
terface. The indication information indicates to add
processing information to an error packet corresponding
to the IP packet. The processing information indicates a
manner for processing the error packet. The error packet
is generated by a second network device when the IP
packet reaches a corresponding maximum hop count.
[0192] For brevity, other optional implementations are
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not described herein again.
[0193] For another example, the network device 2000
in this embodiment of this application may correspond to
the second network device in the foregoing method em-
bodiments. The processor 2001 in the network device
2000 reads instructions in the memory 2003, so that the
network device 2000 shown in FIG. 8 can perform all or
some operations performed by the second network de-
vice.
[0194] Specifically, the processor 2001 is configured
to: receive an IP packet through the communication in-
terface, where the IP packet includes indication informa-
tion, and the indication information indicates a manner
for processing an error packet corresponding to the IP
packet; generate, in response to determining that the IP
packet reaches a corresponding maximum hop count,
the error packet based on the IP packet, where the error
packet includes processing information; and send the er-
ror packet to a first network device through the commu-
nication interface, to enable the first network device to
process and send the error packet based on the indica-
tion information.
[0195] For brevity, other optional implementations are
not described herein again.
[0196] The network device 2000 may alternatively cor-
respond to the packet transmission apparatus shown in
FIG. 6 and FIG. 7, and each functional module in the
packet transmission apparatus is implemented by using
software of the network device 2000. In other words, func-
tional modules included in a resource scheduling appa-
ratus are generated after the processor 2001 of the net-
work device 2000 reads the program code 2010 stored
in the memory 2003.
[0197] The steps of the packet transmission method
shown in FIG. 2 to FIG. 5 are completed by using an
integrated logic circuit of hardware in the processor of
the network device 2000 or instructions in a form of soft-
ware. The steps of the method disclosed with reference
to embodiments of this application may be directly per-
formed by a hardware processor, or may be performed
by using a combination of hardware and software mod-
ules in the processor. The software module may be lo-
cated in a mature storage medium in the art, such as a
random access memory, a flash memory, a read-only
memory, a programmable read-only memory, an electri-
cally erasable programmable memory, or a register. The
storage medium is located in the memory, and the proc-
essor reads information in the memory and completes
the steps in the foregoing methods in combination with
the hardware in the processor. To avoid repetition, details
are not described herein again.
[0198] An embodiment of this application further pro-
vides a chip, including a processor. The processor is con-
figured to invoke, from a memory, and run instructions
stored in the memory, to enable a communication device
on which the chip is installed to perform any one of the
packet transmission methods provided in this applica-
tion.

[0199] An embodiment of this application further pro-
vides a chip, including an input interface, an output inter-
face, a processor, and a memory. The input interface,
the output interface, the processor, and the memory are
connected to each other through an internal connection
path. The processor is configured to execute code in the
memory. When the code is executed, the processor is
configured to perform any one of the foregoing packet
transmission methods.
[0200] It should be understood that the processor may
be a CPU, or may be another general-purpose processor,
a DSP, an ASIC, an FPGA or another programmable
logic device, a discrete gate or a transistor logic device,
a discrete hardware component, or the like. The general-
purpose processor may be a microprocessor, any con-
ventional processor, or the like. It should be noted that
the processor may be a processor that supports an ARM
architecture.
[0201] Further, in an optional embodiment, there are
one or more processors and one or more memories. Op-
tionally, the memory and the processor may be integrated
together, or the memory and the processor may be sep-
arately disposed. The memory may include a read-only
memory and a random access memory, and provide in-
structions and data to the processor. The memory may
further include a non-volatile random access memory.
For example, the memory may further store a reference
block and a target block.
[0202] The memory may be a volatile memory or a non-
volatile memory, or may include both a volatile memory
and a non-volatile memory. The nonvolatile memory may
be a ROM, a PROM, an EPROM, an EEPROM, or a flash
memory. The volatile memory may be a RAM, and serves
as an external cache. By way of example, and not limi-
tation, many forms of RAMs may be used, for example,
an SRAM, a DRAM, an SDRAM, a DDR SDRAM, an
ESDRAM, an SLDRAM, and a DR RAM.
[0203] An embodiment of this application further pro-
vides a computer-readable storage medium. The com-
puter-readable storage medium stores computer instruc-
tions. When the computer instructions stored in the com-
puter-readable storage medium are executed by a com-
puter device, the computer device is enabled to perform
the packet transmission method provided above.
[0204] An embodiment of this application further pro-
vides a computer program product including instructions.
When the computer program product runs on a computer
device, the computer device is enabled to perform the
packet transmission method provided above.
[0205] All or some of the foregoing embodiments may
be implemented by using software, hardware, firmware,
or any combination thereof. When the software is used
for implementation, all or some of the embodiments may
be implemented in a form of a computer program product.
The computer program product includes one or more
computer instructions. When the one or more computer
program instructions are loaded and executed on a serv-
er or a terminal, all or some of the processes or functions
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according to embodiments of this application are gener-
ated. The computer instructions may be stored in a com-
puter-readable storage medium or may be transmitted
from a computer-readable storage medium to another
computer-readable storage medium. For example, the
computer instructions may be transmitted from a website,
computer, server, or data center to another website, com-
puter, server, or data center in a wired (for example, a
coaxial optical cable, an optical fiber, or a digital sub-
scriber line) or wireless (for example, infrared, radio, or
microwave) manner. The computer-readable storage
medium may be any usable medium accessible by a serv-
er or a terminal, or a data storage device, such as a server
or a data center, integrating one or more usable media.
The usable media may be a magnetic medium (for ex-
ample, a floppy disk, a hard disk drive, or a magnetic
tape), an optical medium (for example, a digital video
disk (Digital Video Disk, DVD)), or a semiconductor me-
dium (for example, a solid-state drive).
[0206] The foregoing descriptions are merely optional
embodiments of this application, but the protection scope
of this application is not limited thereto. Any variation or
replacement readily figured out by a person skilled in the
art within the technical scope disclosed in this application
shall fall within the protection scope of this application.
Therefore, the protection scope of this application shall
be subject to the protection scope of the claims.

Claims

1. A packet transmission method, applied to a first net-
work device, wherein the method comprises:

receiving an internet protocol IP packet; and
adding indication information to the IP packet
and sending the IP packet, wherein the indica-
tion information indicates to add processing in-
formation to an error packet corresponding to
the IP packet, the processing information indi-
cates a manner for processing the error packet,
and the error packet is generated by a second
network device when the IP packet reaches a
corresponding maximum hop count.

2. The method according to claim 1, wherein the adding
indication information to the IP packet comprises:
adding an IPv6 extension header to the IP packet,
wherein the extension header is used for carrying
the indication information.

3. The method according to claim 2, wherein the ex-
tension header comprises an option field, and the
option field is used for carrying the indication infor-
mation.

4. The method according to claim 2 or 3, wherein the
extension header is a destination options header or

a hop-by-hop options header.

5. The method according to any one of claims 1 to 4,
wherein the method further comprises:

receiving the error packet, wherein the error
packet comprises the processing information;
and
processing the error packet based on the
processing information.

6. The method according to claim 5, wherein the
processing information comprises first mode indica-
tion information, and the first mode indication infor-
mation indicates that a time-to-live TTL mode is a
pipe mode; and
the processing the error packet based on the
processing information comprises:
discarding the error packet based on an indication
of the first mode indication information.

7. The method according to claim 5, wherein the
processing information comprises virtual private net-
work VPN indication information, and the VPN indi-
cation information indicates a VPN corresponding to
a source network device of the IP packet; and
the processing the error packet based on the
processing information comprises:
sending the error packet to the source network de-
vice based on the VPN indication information.

8. The method according to claim 7, wherein the send-
ing the error packet to the source network device
based on the VPN indication information comprises:

determining a target interface based on the VPN
indication information; and
sending the error packet to the source network
device through the target interface.

9. The method according to claim 7 or 8, wherein the
VPN indication information comprises at least one
of an identifier of a source VPN and an inbound in-
terface identifier of the IP packet, and the inbound
interface identifier is an identifier of an interface that
is of the first network device and that is correspond-
ing to the source VPN.

10. The method according to any one of claims 7 to 9,
wherein the processing information further compris-
es second mode indication information, and the sec-
ond mode indication information indicates that a TTL
mode is a uniform mode.

11. The method according to any one of claims 2 to 10,
wherein the adding indication information to the IP
packet further comprises:
encapsulating a tunnel header for the IP packet,
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wherein the tunnel header comprises maximum hop
count indication information.

12. The method according to any one of claims 1 to 11,
wherein the IP packet is a user datagram protocol
UDP packet, an internet control message protocol
ICMP packet, or a transmission control protocol TCP
packet.

13. The method according to any one of claims 1 to 11,
wherein the IP packet is a traceroute packet.

14. The method according to any one of claims 1 to 12,
wherein the error packet is an ICMP packet.

15. A packet transmission method, wherein the method
is applied to a second network device, and the meth-
od comprises:

receiving an internet protocol IP packet sent by
a first network device, wherein the IP packet
comprises indication information, the indication
information indicates to add processing informa-
tion to an error packet corresponding to the IP
packet, and the processing information indi-
cates a manner for processing the error packet;
generating, in response to determining that the
IP packet reaches a corresponding maximum
hop count, the error packet corresponding to the
IP packet, wherein the error packet comprises
the processing information; and
sending the error packet to the first network de-
vice, to enable the first network device to proc-
ess the error packet based on the indication in-
formation.

16. The method according to claim 15, wherein the
processing information comprises at least one of vir-
tual private network VPN indication information and
mode indication information, the VPN indication in-
formation indicates a source VPN of the IP packet,
and the mode indication information indicates a time-
to-live TTL mode corresponding to the IP packet.

17. The method according to claim 15 or 16, wherein the
IP packet is a user datagram protocol UDP packet,
an internet control message protocol ICMP packet,
or a transmission control protocol TCP packet.

18. The method according to claim 15 or 16, wherein the
IP packet is a traceroute packet.

19. The method according to any one of claims 15 to 18,
wherein the error packet is an ICMP packet.

20. A network device, wherein the network device com-
prises a processor and a memory, the memory is
configured to store a software program, and the proc-

essor executes the software program stored in the
memory, to enable the network device to implement
the method according to any one of claims 1 to 14,
or perform the method according to any one of claims
15 to 19.

21. A packet transmission system, wherein the system
comprises a first network device and a second net-
work device, the first network device is configured
to perform the method according to any one of claims
1 to 14, and the second network device is configured
to perform the method according to any one of claims
15 to 19.

22. A computer-readable storage medium, wherein the
computer-readable storage medium stores compu-
ter instructions, and when the computer instructions
in the computer-readable storage medium are exe-
cuted by a computer device, the computer device is
enabled to perform the method according to any one
of claims 1 to 14, or perform the method according
to any one of claims 15 to 19.
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