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(54) FACILITATING ELASTICY OF A NETWORK DEVICE

(57) A network device sends, via a first port of the
network device and to a server device, first traffic, where-
in the server device provides a NFV service line card of
the network device, and wherein the first traffic is at least
one of first management plane traffic associated with the
NFV service line card, first control plane traffic associated
with the NFV service line card, or first data plane traffic
associated with the NFV service line card. The network

device receives, via a second port of the network device
and from the server device, second traffic, wherein the
second traffic is at least one of second management
plane traffic associated with the NFV service line card,
second control plane traffic associated with the NFV serv-
ice line card, or second data plane traffic associated with
the NFV service line card.
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Description

BACKGROUND

[0001] A network device, such as a router, typically in-
cludes one or more networking line cards and one or
more service line cards. A networking line card receives
and forwards traffic. A service line card provides one or
more services, such as a security service, a traffic ana-
lytics service, a caching service, and/or a transcoding
service.

SUMMARY

[0002] Particular embodiments are set out in the inde-
pendent claims. Various optional examples are set out
in the dependent claims. In some implementations, a net-
work device includes one or more memories, and one or
more processors to: send, via a first port of the network
device and to a server device, first traffic, wherein the
server device provides a network function virtualization
(NFV) service line card of the network device, and where-
in the first traffic is at least one of first management plane
traffic associated with the NFV service line card, first con-
trol plane traffic associated with the NFV service line card,
or first data plane traffic associated with the NFV service
line card; and receive, via a second port of the network
device and from the server device, second traffic, where-
in the second traffic is at least one of second manage-
ment plane traffic associated with the NFV service line
card, second control plane traffic associated with the NFV
service line card, or second data plane traffic associated
with the NFV service line card.
[0003] In some implementations, a non-transitory com-
puter-readable medium storing a set of instructions in-
cludes one or more instructions that, when executed by
one or more processors of a network device, cause the
network device to: send, via a first port of the network
device and to a server device that provides an NFV serv-
ice line card of the network device, first traffic associated
with the NFV service line card; and receive, via a second
port of the network device and from the server device,
second traffic associated with the NFV service line card.
[0004] In some implementations, a method includes
receiving, by a server device, from a network device, and
via a first port of the server device, first traffic, wherein
the server device provides an NFV service line card of
the network device, wherein the first traffic is associated
with the NFV service line card; generating, by the server
device and based on the first traffic, second traffic asso-
ciated with the NFV service line card; and sending, by
the server device, to the network device, and via a second
port of the server device, the second traffic.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005]

Figs. 1A-1H are diagrams of one or more example
implementations described herein.
Fig. 2 is a diagram of an example environment in
which systems and/or methods described herein
may be implemented.
Fig. 3 is a diagram of example components of a de-
vice associated with facilitating elasticity of a network
device.
Fig. 4 is a diagram of example components of a de-
vice associated with facilitating elasticity of a network
device.
Figs. 5-6 are flowcharts of example processes as-
sociated with facilitating elasticity of a network de-
vice.

DETAILED DESCRIPTION

[0006] The following detailed description of example
implementations refers to the accompanying drawings.
The same reference numbers in different drawings may
identify the same or similar elements.
[0007] A network device typically performs two differ-
ent types of work: forwarding work, such as determining
a destination to which to forward traffic, and forwarding
the traffic; and computing work to provide one or more
services, such as a security service, an encryption serv-
ice, an address translation service, and/or another serv-
ice (e.g., to process and/or modify traffic before forward-
ing the traffic). In many cases, the network device may
include one or more sets of line cards (where a line card
includes a flexible physical interface card concentrator
(FPC), a physical interface card (PIC), and/or another
type of line card) to perform the two different types of
work. For example, the network device may include one
or more networking line cards that are each configured
to receive and forward traffic, and one or more service
line cards that are each configured to provide a service
(or services). However, in many cases, the one or more
network line cards and the one or more service line cards
may comprise application specific integrated circuit
(ASICs) line cards, which provide an optimal perform-
ance carrying out the forwarding work of the network de-
vice as networking line cards, but provide a suboptimal
performance carrying out the computing work of the net-
work device as service line cards. This may result in a
waste of computing resources (e.g., processing resourc-
es, memory resources, communication resources,
and/or power resources, among other examples) of the
network device and/or the one or more service line cards.
[0008] In some cases, a specialized (non-ASIC) line
card, such as a line card that utilizes an x86 architecture,
can be used as a service line card to carry out the com-
puting work. However, such a specialized line card is
complex to design, manufacture, install, and maintain,
and is quickly outdated (e.g., after one or two years).
Further, the specialized line card is typically configured
to work with a specific type of network device, so it is not
reusable by other network devices not of that specific
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type. Additionally, the network device has a finite number
of slots available for line cards, and therefore utilizing the
specialized line card limits a capability of the network
device to include additional line cards, such as another
network line card directed to carrying out the forwarding
work.
[0009] Some implementations described herein in-
clude a server device that provides a NFV service line
card for a network device. That is, the server device (e.g.,
utilizaing an x86 architecture) acts as a service line card
for the network device (e.g., with or without physical net-
work interface cards (NICs)) and provides one or more
services for the network device (e.g., using one or more
NFV technologies, such as a kernel-based virtual ma-
chine (KVM), a single root input/output virtualization (SR-
IOV), virtualized service workloads run using docker,
and/or the like). The server device is connected to the
network device via respective ports of the network device
and the server device, instead of being connected via a
line card slot of the network device. Accordingly, any
number of server devices (e.g., that respectively provide
one or more NFV service line cards) may be connected
to the network device to carry out computing work of the
network device, without using physical line card slots of
the network device. This enables the network device to
utilize more of the physical line card slots for physical line
cards (e.g., ASIC line cards) that are configured to carry
out forwarding work of the network device. Accordingly,
a forwarding capacity of the network device can be in-
creased (e.g., to a slot capacity of the network device)
and a service capacity of the network device can be in-
creased (e.g., to a port capacity of the network device).
The network device therefore has an improved perform-
ance for carrying out both forwarding work and computing
work, as compared to a network device that does not
utilize NFV service line cards provided by server devices.
This minimizes wastage of computing resources of the
network device, the server devices, and the physical line
cards.
[0010] Further, a plurality of server devices that provide
NFV service line cards may be included in a system, such
as a network function virtualization (NFV) system, that is
associated with the network device. Accordingly, the net-
work device may be able to integrate data planes, man-
agement planes, and control planes of the network de-
vice and a plurality of services (e.g., running on the same
or different server devices of a plurality of server devices).
In this way, the plurality of server devices appear to the
network device as part of the network device (e.g., as a
plurality of NFV service line cards), which allows for uni-
fied control, management, and/or access of the plurality
of server devices by the network device (and an admin-
istrator of the network device, such as via a user interface
of the network device). For example, a management sys-
tem (e.g., a network management system (NMS) that
runs in a cloud environment) may be able to obtain man-
agement information related to the plurality of server de-
vices from the network devices, and therefore does not

need to directly log in to and/or communicate with the
plurality of server devices in association with a manage-
ment or configuration operation. In the same way, the
network device acts as the single touch point for all op-
erational and configuration commands, including for
services running on the plurality of server devices. Fur-
ther, the plurality of server devices can be configured to
provide services for any type of network device, and can
be reallocated to another network device when a need
arises.
[0011] In this way, some implementations described
herein facilitate elasticity of the network device. For ex-
ample, some implementations facilitate "scale out" of the
network device because any number of server devices
may be used as NFV service line cards of the network
device, each with more computing resources (e.g.,
processing resources, memory resources, communica-
tion resources, and/or power resources, among other ex-
amples) available than a typical specialized (non-ASIC)
line card. Further, some implementations facilitate "scale
up" of the network device because the plurality of server
devices (e.g., that utilize an x86 architecture) can be mod-
ified at any time, such as to host more and/or different
services, at any time, which is not available for some
ASIC physical line cards.
[0012] Figs. 1A-1H are diagrams of one or more ex-
ample implementations 100 described herein. As shown
in Figs. 1A-1H, example implementation(s) 100 may in-
clude a network device, an NFV system, and a plurality
of server devices (e.g., a plurality of server devices uti-
lizing an x86 architecture; shown as network devices 1
through N, where N ≥ 2). The network device, the NFV
system, and the plurality of server devices are described
in more detail below in connection with Figs. 2-4.
[0013] The plurality of server devices may be associ-
ated with the NFV system. For example, as shown in Fig.
1A, the plurality of server devices may be included in the
NFV system. In some implementations, the plurality of
server devices may be associated with the computing
hardware of the NFV system, as described elsewhere
herein.
[0014] The network device may be connected to the
NFV system, and, accordingly, may be connected to the
plurality of server devices. The network device may be
connected to each server device via one or more con-
nections (e.g., one or more links). For example, as shown
in Fig. 1A, the network device may be connected to the
server device 1 via a first connection (shown as connec-
tion A) and a second connection (shown as connection
B), may be connected to the server device 2 via a third
connection (shown as connection C) and a fourth con-
nection (shown as connection D), and so on. Each of the
network device and the plurality of network devices may
comprise a plurality of ports. A port, of a plurality of ports,
of the network device may be connected to a correspond-
ing port, of a plurality of ports, of a server device via a
connection. For example, as shown in Fig. 1A, a first port
of the network device may be connected to a first port of
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the server device 1 via the first connection (shown as
connection A) and a second port of the network device
may be connected to a second port of the server device
via the second connection (show as connection B).
[0015] In some implementations, the network device
may send, to a server device, of the plurality of server
devices, traffic via one connection, of the connections
between the network device and the server device, and
may receive, from the server device, traffic via another
connection of the connections between the network de-
vice and the server device. For example, the network
device may send, to the server device 1, traffic via the
first connection (shown as connection A), and may re-
ceive, from the server device 1, traffic via the second
connection (shown as connection B). Accordingly, a port,
of the plurality of ports, of the network device may be
associated with sending traffic to a corresponding port,
of another plurality of ports, of a server device via a con-
nection, and another port, of the plurality of ports, of the
network device may be associated with receiving traffic
from a corresponding another port, of the other plurality
of ports, of the server device via another connection. For
example, the first port of the network device may be as-
sociated with sending traffic to a first port of the server
device 1 via the first connection (shown as connection
A), and the second port of the network device may be
associated with receiving traffic from a second port of the
server device via the second connection (shown as con-
nection B).
[0016] In some implementations, each server device,
of the plurality of server devices, may be configured as
a NFV service line card of the network device that ap-
pears (e.g., from a management and forwarding perspec-
tive of the network device) as integrated with the network
device. That is, each server device appears as an FPC,
a PIC, and/or another type of service line card of the
network device. Accordingly, each server device may
provide a NFV service line card of the network device.
For example, the network device, instead of communi-
cating with a physical line card included in the network
device, may communicate with a server device that is
configured to be a NFV service line card of the network
device. Accordingly, the network device may send, to a
server device, first traffic associated with a NFV service
line card that is provided by the server device via a con-
nection between the network device and the server de-
vice, and may receive second traffic associated with the
NFV service line card via another connection between
the network device and the server device, as disclosed
herein. In this way, the plurality of server devices may
respectively provide a plurality of NFV service line cards
of the network device.
[0017] Additionally, or alternatively, a server device, of
the plurality of server devices, may be configured as mul-
tiple NFV service line cards of the network device that
appear (e.g., from the management and forwarding per-
spective of the network device) as integrated with the
network device. For example, a server device may pro-

vide a respective NFV service line card for each service
hosted by the server device (e.g., the server device 1
shown in Fig. 1A may provide an individual NFC service
line card for services A, B, and C). Accordingly, the net-
work device may communicate with the multiple NFV
service line cards of the server device via one or more
connections between the network device and the server
device (e.g., via the connections A and B for communi-
cating with the NFV service line cards of the server device
1). In this way, the server device may respectively provide
multiple NFV service line cards of the network device.
Although some implementations described herein are di-
rected to individual server devices respectively providing
individual NFV service line cards, additional implemen-
tations include individual server devices each providing
multiple NFV service line cards.
[0018] The network device may include a management
module (e.g., a software management module) that is
configured to manage and/or control the plurality of NFV
service line cards (e.g., manage and/or control the plu-
rality of server devices) and/or traffic that is communicat-
ed to and/or from the plurality of NFV service line cards
(e.g., manage and/or control the traffic that is communi-
cated to and/or from the plurality of server devices). Each
server device may include an orchestrator (e.g., a soft-
ware orchestration module) and may host one or more
services of the NFV service line card provided by the
server device. A service (also referred to as a workload)
may include a virtualized service (or virtualized workload)
(e.g., run using a KVM virtual machine, a VMware ESXi,
or a similar virtualization resource), a containerized serv-
ice (or containerized workload) (e.g., running inside a
container provided by Docker, Podman, LXC, or a similar
containerization resource), a bare-metal service (or bare-
metal workload) (e.g., running directly on top of an oper-
ating system (OS) of the server device, such as a Linux
OS), or another type of service. For example, as shown
in Fig. 1A, the server device 1 may include an orchestra-
tor and may host a service A, a service B, and a service
C. The orchestrator may be configured to manage and/or
control the one or more services. For example, the or-
chestrator of the server device 1 may be configured to
manage and/or control the service A, the service B, and
the service C. The one or more services may include a
security service, such as an Internet protocol security
(IPsec) service, a test agent (TA) service, and/or another
security service; an address translation service, such as
a network address translation (NAT) service; a diagnostic
and/or health monitoring service; and/or another type of
service.
[0019] Fig. 1B shows how the network device and a
server device (e.g., the server device 1), of the plurality
of server devices, may communicate to allow the server
device to provide a NFV service line card to the network
device. Accordingly, as shown in Fig. 1B, and reference
number 102, a network device (e.g., using the manage-
ment module of the network device) may send first traffic
associated with the NFV service line card to the server
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device (e.g., the server device 1). The network device
may send the first traffic via a port of the network device
to a port of the server device via a connection between
the network device and the server device. The first traffic
may be at least one of first management plane traffic
associated with the NFV service line card, first control
plane traffic associated with the NFV service line card,
or first data plane traffic associated with the NFV service
line card, as further described herein.
[0020] As shown by reference number 104, the server
device (e.g., after receiving the first traffic) may process
(e.g., using an orchestrator of the server device) the first
traffic (e.g., parse and/or read the first traffic) to identify
at least one service (e.g., of one or more services of the
NFV service line card hosted by the server device) to
apply to the first traffic, as further described herein. Ac-
cordingly, as shown by reference number 106, the server
device may generate second traffic associated with the
NFV service line card (e.g., based on applying the at least
one service to the first traffic), as further described herein.
As shown by reference number 108, the server device
may send the second traffic via another port of the server
device to another port of the network device via another
connection between the network device and the server
device. The second traffic may be at least one of second
management plane traffic associated with the NFV serv-
ice line card, second control plane traffic associated with
the NFV service line card, or second data plane traffic
associated with the NFV service line card, as further de-
scribed herein. In this way, the network device may re-
ceive the second traffic from the server device.
[0021] Fig. 1C shows the network device and a server
device (e.g., the server device 1) communicating to allow
the network device (e.g., using the management module
of the network device) to manage a NFV service line card
provided by the server device. As shown in Fig 1C, and
by reference number 110, the network device may send
first management plane traffic to the server device. The
first management plane traffic may include, for example,
one or more request messages related to configuring
(e.g., starting, stopping, restarting, updating, and/or mod-
ifying) at least one service of one or more services of the
NFV service line card that are hosted by the server de-
vice.
[0022] As shown by reference number 112, the server
device may process (e.g., using the orchestrator of the
server device) the first management plane traffic (e.g.,
parse and/or read the first management plane traffic) to
identify the at least one service of the NFV service line
card hosted by the server device that is to be configured.
Accordingly, as shown by reference number 114, the
server device may configure the at least one service (e.g.,
based on information included in the one or more request
messages of the first management plane traffic).
[0023] In some implementations, as shown by refer-
ence number 116, the server device may generate sec-
ond management plane traffic associated with the NFV
service line card (e.g., based on configuring the at least

one service). The second management plane traffic may
include one or more response messages related to con-
figuring the at least one service (e.g., one or more con-
figuration acknowledgment messages). As shown by ref-
erence number 118, the server device may send the sec-
ond management plane traffic to the network device. In
this way, the network device may receive the second
management plane traffic from the server device (e.g.,
from the NFV service line card provided by the server
device). The network device may determine whether con-
figuration of the at least one service was successful
based on the second management plane traffic (e.g.,
based on the one or more configuration acknowledgment
messages).
[0024] Fig. ID shows the network device and a server
device (e.g., the server device 1) communicating to allow
the network device (e.g., using the management module
of the network device) to monitor a NFV service line card
provided by the server device. As shown in Fig ID, and
by reference number 120, the network device may send
first management plane traffic to the server device. The
first management plane traffic may include, for example,
one or more request messages related to a health status
of the server device (e.g., one or more messages related
to a health status of the NFV service line card provided
by the server device).
[0025] The server device may process (e.g., using the
orchestrator of the server device) the first management
plane traffic (e.g., parse and/or read the first manage-
ment plane traffic) to identify at least one health param-
eter of the server device (e.g., at least one health param-
eter of the NFV service line card provided by the server
device) that is to be determined, such as an operating
temperature of the server device, a utilization rate asso-
ciated with one or more processors of the server device,
a utilization rate associated with one or more memories
associated with the server device, and/or other health
information associated with the server device. Accord-
ingly, as shown by reference number 122, the server de-
vice may determine the health status of the server device
(e.g., by determining the at least one health parameter,
such as by reading a sensor associated with the server
device).
[0026] In some implementations, as shown by refer-
ence number 124, the server device may generate sec-
ond management plane traffic associated with the NFV
service line card (e.g., based on determining the health
status of the server device). The second management
plane traffic may include one or more response messag-
es related to the health status of the server device (e.g.,
one or more messages indicating the health status of the
server device). As shown by reference number 126, the
server device may send the second management plane
traffic to the network device. In this way, the network de-
vice may receive the second management plane traffic
from the server device (e.g., from the NFV service line
card provided by the server device). The network device
may determine the health status of the server device,
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which the network device may use when determining
whether to send other traffic to the server device (e.g.,
the NFV service line card provided by the server device),
as further described herein.
[0027] Fig. IE shows the network device and two server
devices (shown as the server device 1 and the server
device N), of the plurality of server devices, communi-
cating to allow the network device (e.g., using the man-
agement module of the network device) to control the
respective NFV service line cards provided by the two
server devices. As further shown in Fig. IE, a server de-
vice (e.g., the server device 1) may host one or more
services of a NFV service line card, including a particular
service (e.g., that is operating in an active mode, shown
as the service A). Another server device (e.g., the server
device N) may host one or more services of another NFV
service line card, including a copy of the particular service
(e.g., that is operating in a standby mode, shown as the
service A). As shown by reference number 128, the net-
work device may send first control plane traffic to the
server device. The first control plane traffic may include,
for example, one or more first liveness messages asso-
ciated with the particular service (e.g., one or more keep-
alive messages that are associated with a bidirectional
forwarding detection (BFD) traffic protocol, an Internet
control message protocol (ICMP), or another protocol,
that originate from the network device that are destined
for the particular service, which are intended to indicate
to the particular service that the network device is oper-
ating).
[0028] As shown by reference number 130, the server
device may process (e.g., using an orchestrator of the
server device) the first control plane traffic (e.g., parse
and/or read the first control plane traffic) to identify the
particular service (e.g., determine that the one or more
keepalive messages are destined for the particular serv-
ice). Accordingly, as shown by reference number 132,
the server device (e.g., using the particular service based
on identifying the particular service) may generate sec-
ond control plane traffic. The second control plane traffic
may include one or more second liveness messages as-
sociated with the particular service (e.g., one or more
keepalive messages originating from the particular serv-
ice that are destined for the network device service, which
are intended to indicate to the network device that the
particular service is operating). As shown by reference
number 134, the server device may send the second con-
trol plane traffic to the network device. In this way, the
network device may receive the second control plane
traffic from the server device (e.g., from the NFV service
line card provided by the server device). Accordingly, the
network device may thereby determine that the particular
process is operating in an active mode on the NFV serv-
ice line card provided by the server device (e.g., may
determine that the particular process is "alive" on the NFV
service line card provided by the server device).
[0029] Alternatively, when the particular service is not
operating, or is no longer operating, in an active mode

on the NFV service line card provided by the server de-
vice, the second control plane traffic may not include a
second liveness message associated with the particular
service, or, the server device may not generate and send
any second control plane traffic (e.g., because the server
device cannot use the particular process to generate the
second control plane traffic). Accordingly, as shown by
reference number 136, the network device may deter-
mine (e.g., based on the second control plane traffic that
does not include second liveness messages associated
with the particular service or based on not receiving any
second control plane traffic) that the particular service is
not available (e.g., that the particular process is not op-
erating in an active mode on the NFV service line card
provided by the server device). As shown by reference
number 138, the network device may send management
plane traffic associated with the other NFV service line
card to the other server device (e.g., using a port of the
network device that is connected to a corresponding port
of the other server device via a connection between the
network device and the other server device). The man-
agement plane traffic may include one or more request
messages related to causing the copy of the particular
service (e.g., that is operating in a standby mode) to op-
erate in an active mode on the other NFV service line
card provided by the other server device. Accordingly,
as shown by reference number 140, the other server de-
vice may configure the copy of the particular service to
operate in an active mode (e.g., based on the manage-
ment plane traffic). In this way, the network device may
control the other NFV service line card to provide the
particular service for the network device, thereby improv-
ing a performance of the network device as compared to
a network device that does not utilize a standby copy of
the particular process.
[0030] Fig. IF shows the network device and a server
device communicating to allow the NFV service line card
provided by the server device network device to apply at
least one service to data plane traffic (e.g., before the
network device forwards the data plane traffic). As shown
in Fig IF, and by reference number 142, the network de-
vice may send first data plane traffic to the server device.
The first data plane traffic may include, for example, one
or more data messages (e.g., that are to be forwarded
by the network device).
[0031] As shown by reference number 144, the server
device (e.g., after receiving the first data plane traffic)
may process the first data plane traffic (e.g., parse and/or
read the first data plane traffic) to identify at least one
service of the NFV service line card hosted by the server
device that is to be applied to the first data plane traffic.
For example, the server device may determine one or
more characteristics of the first data plane traffic and may
determine (e.g., based on the one or more characteris-
tics, such as searching a lookup table based on the one
or more characteristics) that the at least one service is
to be applied to the first data plane traffic. Accordingly,
the server device may apply the at least one service to
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the first data plane traffic.
[0032] As shown by reference number 146, the server
device may generate second data plane traffic associat-
ed with the NFV service line card (e.g., based on applying
the at least one service to the first data plane traffic). The
second data plane traffic may include at least some of
the one or more data messages that were included in the
first data plane traffic, one or more data messages that
are modifications of at least some of the one or more
data messages that were included in the first data plane
traffic, and/or one or more data messages that were not
included in, and are not modifications of, the one or more
data messages included in the first data plane traffic. As
shown by reference number 148, the server device may
send the second data plane traffic to the network device.
In this way, the network device may receive the second
data plane traffic from the server device (e.g., from the
NFV service line card provided by the server device).
The network device then may forward the second data
plane traffic (e.g., based on destination information in-
cluded in the second data plane traffic).
[0033] Fig. 1G shows the network device using a load
balancing technique to determine which copy of a service
(e.g. which instance of a service), that is respectively
provided by at least two NFV service line cards, to apply
to data plane traffic (e.g., before the network device for-
wards the data plane traffic). As further shown in Fig. 1G,
a server device (e.g., the server device 1) may host one
or more services of a NFV service line card, including a
first copy of a service (e.g., that is operating in an active
mode, shown as the service A). Another server device
(e.g., the server device N) may host one or more services
of another NFV service line card, including a second copy
of the particular service (e.g., that is operating in an active
mode, shown as the service A). As shown by reference
number 150, the network device may receive first data
plane traffic (e.g., via a wide area network (WAN) port,
or another port, of the network device). The first data
plane traffic may include, for example, one or more data
messages (e.g., that are to be forwarded by the network
device). In some implementations, the first data plane
traffic may be a flow of data plane traffic (also referred
to as a first flow of data plane traffic).
[0034] As shown by reference number 152, the net-
work device may determine (e.g., using the management
module of the network device) that a service (e.g., a se-
curity service or another service) is to be applied to the
first data plane traffic (or the first flow of data plane traffic).
As shown by reference number 154, the network device
may determine (e.g., based on determining that the serv-
ice is to be applied to the first data plane traffic) that a
particular copy of the service is to be applied to the first
data plane traffic (or the first flow of data plane traffic).
For example, the network device may use a load balanc-
ing technique (e.g., an equal cost multipath (ECMP) load
balancing technique and/or another load balancing tech-
nique) to determine that the first copy of the service (e.g.,
of the NFV service line card that is provided by the server

device 1) is to be applied to the first data plane traffic (or
the first flow of data plane traffic). Accordingly, as shown
by reference number 156, the network device may send
the first data plane traffic (or the first flow of data plane
traffic) to the server device.
[0035] As shown by reference number 158, the server
device (e.g., after receiving the first data plane traffic or
the first flow of data plane traffic) may process the first
data plane traffic (or the first flow of data plane traffic)
(e.g., parse and/or read the first data plane traffic or the
first flow of data plane traffic) to identify the first copy of
the service of the NFV service line card hosted by the
server device that is to be applied to the first data plane
traffic (or the first flow of data plane traffic) (e.g., in a
similar manner as that described herein in relation to Fig.
IF and reference number 144). Accordingly, the server
device may apply the first copy of the service to the first
data plane traffic (or the first flow of data plane traffic).
[0036] As shown by reference number 160, the server
device may generate second data plane traffic (or a sec-
ond flow of data plane traffic) associated with the NFV
service line card (e.g., based on applying the first copy
of the service to the first data plane traffic or the first flow
of data plane traffic). The second data plane traffic (or
the second flow of data plane traffic) may include at least
some of the one or more data messages that were in-
cluded in the first data plane traffic (or the first flow of
data plane traffic), one or more data messages that are
modifications of at least some of the one or more data
messages that were included in the first data plane traffic
(or the first flow of data plane traffic), and/or one or more
data messages that were not included in, and are not
modifications of, the one or more data messages includ-
ed in the first data plane traffic (or the first flow of data
plane traffic). As shown by reference number 162, the
server device may send the second data plane traffic (or
the second flow of data plane traffic) to the network de-
vice. In this way, the network device may receive the
second data plane traffic (or the second flow of data plane
traffic) from the server device (e.g., from the NFV service
line card provided by the server device). The network
device then may forward the second data plane traffic
(or the second flow of data plane traffic) (e.g., based on
destination information included in the second data plane
traffic or the second flow of data plane traffic)).
[0037] Fig. 1H shows copies of a service (e.g., a state-
ful service), that are respectively provided by at least two
NFV service line cards, communicating with each other
via the network device (e.g., to ensure high availability
of the stateful service). As further shown in Fig. 1H, a
server device (e.g., the server device 1) may host one or
more services of a NFV service line card, including a first
copy of a service (e.g., a stateful service that is operating
in an active mode, shown as the service A). Another serv-
er device (e.g., the server device N) may host one or
more services of another NFV service line card, including
a second copy of the service (e.g., that is operating in an
active mode, shown as the service A). As shown by ref-
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erence number 162, the other server device (e.g., using
the second copy of the process) may generate first man-
agement plane traffic associated with the other NFV serv-
ice line card. The first management plane traffic may in-
clude one or more state update messages related to a
state of the second copy of the service of the other NFV
service line card (e.g., related to information stored by
the other server device regarding the state of the second
copy of the process). As shown by reference number
164, the other server device may send the first manage-
ment plane traffic to the network device.
[0038] As shown by reference number 166, the net-
work device may send the first management plane traffic
to the server device (e.g., to provide the first management
plane traffic to the first copy of the service of the NFV
service line card hosted by the server device). As shown
by reference number 168, the server device may process
the first management plane traffic (e.g., parse and/or
read the first management plane traffic) to identify the
first copy of the service (e.g., as the intended recipient
of the first management plane traffic). As shown by ref-
erence number 170, the server device may generate
(e.g., using the first copy of the process and/or in re-
sponse to the first management plane traffic) second
management plane traffic associated with the NFV serv-
ice line card. The second management plane traffic may
include one or more state update messages related to a
state of the first copy of the service of the NFV service
line card (e.g., related to information stored by the server
device regarding the state of the first copy of the process).
[0039] As shown by reference number 172, the other
server device may send the second management plane
traffic to the network device. As shown by reference
number 174, the network device may send the second
management plane traffic to the other server device (e.g.,
to provide the second management plane traffic to the
second copy of the service of the other NFV service line
card hosted by the other server device).
[0040] In this way, the first copy of the process (e.g.,
the stateful process) of the NFV service line card hosted
by the server device and the second copy of the process
of the other NFV service line card hosted by the other
server device may exchange state information. In some
implementations, one copy of the process may be a back-
up copy of the process (e.g., that is operating in a standby
mode) for a primary copy of the process (e.g., that is
operating in an active mode). Accordingly, if the primary
copy should fail, or otherwise not operate in an active
mode, the network device can utilize the backup copy of
the process (e.g., cause the backup copy of the process
to operate in an active mode). This allows the network
device to provide an improved performance (e.g., as
compared to a network device that does not utilize a back-
up process functionality). Further, because the backup
copy already has current state information of the primary
copy of the process, the switchover to the backup process
enables high availability of the network device, which fur-
ther improves the performance of the network device

(e.g., because there is little downtime related to switching
from the primary copy of the process to the backup copy
of the process).
[0041] In some implementations, a server device may
host one or more services of a NFV service line card. A
management system (e.g., an NMS that runs in a cloud
environment) may communicate with the server device,
such as in association with performing one or more man-
agement or configuration operations associated with the
one or more services of the NFV service line card. The
management system may communicate with the server
device (e.g., with the one or more services of the NFC
service line card) via the network device (e.g., via one or
more connections between the network device and the
server device). Alternatively, the management system
may directly communicate with the server device (e.g.,
with the one or more services of the NFC service line),
such as via one or more connection between the server
device and the management system. In this way, the
management system has more than one way to commu-
nicate with the server device and/or the one or more serv-
ices of the NFC service line card provided by the server
device. This improves a performance and/or efficiency
of the server device and/or the one or more services of
the NFC service line card in association with performance
of the one or more management or configuration opera-
tions.
[0042] As indicated above, Figs. 1A-1H are provided
merely as one or more examples. Other examples may
differ from what is described with regard to Figs. 1A-1H.
The number and arrangement of devices shown in Figs.
1A-1H are provided as one or more examples. In practice,
there may be additional devices, fewer devices, different
devices, or differently arranged devices than those
shown in Figs. 1A-1H. Furthermore, two or more devices
shown in Figs. 1A-1H may be implemented within a single
device, or a single device shown in Figs. 1A-1H may be
implemented as multiple, distributed devices. Addition-
ally, or alternatively, a set of devices (e.g., one or more
devices) of Figs. 1A-1H may perform one or more func-
tions described as being performed by another set of
devices of Figs. 1A-1H.
[0043] Fig. 2 is a diagram of an example environment
200 in which systems and/or methods described herein
may be implemented. As shown in Fig. 2, environment
200 may include a network device 210, an NFV system
220, a plurality of server devices 230, and a network 240.
Devices and/or elements of environment 200 may inter-
connect via wired connections and/or wireless connec-
tions.
[0044] The network device 210 may include one or
more devices capable of receiving, processing, storing,
routing, and/or providing traffic (e.g., a packet and/or oth-
er information or metadata) in a manner described here-
in. For example, the network device 210 may include a
router, such as a label switching router (LSR), a label
edge router (LER), an ingress router, an egress router,
a provider router (e.g., a provider edge router or a pro-
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vider core router), a virtual router, or another type of rout-
er. Additionally, or alternatively, the network device 210
may include a gateway, a switch, a firewall, a hub, a
bridge, a reverse proxy, a server (e.g., a proxy server, a
cloud server, or a data center server), a load balancer,
and/or a similar device. In some implementations, the
network device 210 may be a physical device implement-
ed within a housing, such as a chassis. In some imple-
mentations, the network device 210 may be a virtual de-
vice implemented by one or more computing devices of
a cloud computing environment or a data center. In some
implementations, a group of network devices 210 may
be a group of data center nodes that are used to route
traffic flow through a network. The network device 210
may include a plurality of ports (e.g., a plurality of ports
that each support data speeds greater than or equal to
100 Gigabits per second (Gbps), 200 Gbps, 400 Gbps,
600 Gbps, 800 Gbps, and/or 1000 Gbps).
[0045] The NFV system 220 may include a platform or
environment that virtualizes classes of network node
functions into building blocks that may connect, or chain
together, to create services, such as a security service,
a traffic analytics service, a caching service, and/or a
transcoding service. The NFV system 220 may include
one or more virtualized network functions (VNFs), which
include virtual machines (VMs) and/or Linux containers.
The NFV system 220 may include a communication de-
vice and/or a computing device. For example, the NFV
system 220 may include a server, such as an edge com-
pute server, an application server, a client server, a web
server, a database server, a host server, a proxy server,
a virtual server (e.g., executing on computing hardware),
or a server in a cloud computing system. In some imple-
mentations, the NFV system 220 includes computing
hardware used in a cloud computing environment, such
as the plurality of server device 230.
[0046] The server device(s) 230 may include one or
more devices capable of receiving, generating, storing,
processing, providing, and/or routing traffic (e.g., as a
NFV service line card of the network device 210), as de-
scribed elsewhere herein. The server device 230 may
include a communication device and/or a computing de-
vice. For example, the server device 230 may include a
server, such as an application server, a client server, a
web server, a database server, a host server, a proxy
server, a virtual server (e.g., executing on computing
hardware), or a server in a cloud computing system. In
some implementations, the server device 230 may in-
clude computing hardware used in a cloud computing
environment.
[0047] The network 240 includes one or more wired
and/or wireless networks. For example, the network 240
may include a cellular network, a public land mobile net-
work (PLMN), a local area network (LAN), a wide area
network (WAN), a private network, the Internet, and/or a
combination of these or other types of networks. The net-
work 240 enables communication among the devices of
environment 200.

[0048] The number and arrangement of devices and
networks shown in Fig. 2 are provided as an example.
In practice, there may be additional devices and/or net-
works, fewer devices and/or networks, different devices
and/or networks, or differently arranged devices and/or
networks than those shown in Fig. 2. Furthermore, two
or more devices shown in Fig. 2 may be implemented
within a single device, or a single device shown in Fig. 2
may be implemented as multiple, distributed devices. Ad-
ditionally, or alternatively, a set of devices (e.g., one or
more devices) of environment 200 may perform one or
more functions described as being performed by another
set of devices of environment 200.
[0049] Fig. 3 is a diagram of example components of
a device 300 associated with facilitating elasticity of a
network device. Device 300 may correspond to the net-
work device 210, the NFV system 220, and/or the server
device 230. In some implementations, the network device
210, the NFV system 220, and/or the server device 230
may include one or more devices 300 and/or one or more
components of device 300. As shown in Fig. 3, device
300 may include a bus 310, a processor 320, a memory
330, an input component 340, an output component 350,
and a communication component 360.
[0050] Bus 310 may include one or more components
that enable wired and/or wireless communication among
the components of device 300. Bus 310 may couple to-
gether two or more components of Fig. 3, such as via
operative coupling, communicative coupling, electronic
coupling, and/or electric coupling. Processor 320 may
include a central processing unit, a graphics processing
unit, a microprocessor, a controller, a microcontroller, a
digital signal processor, a field-programmable gate array,
an application-specific integrated circuit, and/or another
type of processing component. Processor 320 is imple-
mented in hardware, firmware, or a combination of hard-
ware and software. In some implementations, processor
320 may include one or more processors capable of be-
ing programmed to perform one or more operations or
processes described elsewhere herein.
[0051] Memory 330 may include volatile and/or non-
volatile memory. For example, memory 330 may include
random access memory (RAM), read only memory
(ROM), a hard disk drive, and/or another type of memory
(e.g., a flash memory, a magnetic memory, and/or an
optical memory). Memory 330 may include internal mem-
ory (e.g., RAM, ROM, or a hard disk drive) and/or remov-
able memory (e.g., removable via a universal serial bus
connection). Memory 330 may be a non-transitory com-
puter-readable medium. Memory 330 stores information,
instructions, and/or software (e.g., one or more software
applications) related to the operation of device 300. In
some implementations, memory 330 may include one or
more memories that are coupled to one or more proces-
sors (e.g., processor 320), such as via bus 310.
[0052] Input component 340 enables device 300 to re-
ceive input, such as user input and/or sensed input. For
example, input component 340 may include a touch
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screen, a keyboard, a keypad, a mouse, a button, a mi-
crophone, a switch, a sensor, a global positioning system
sensor, an accelerometer, a gyroscope, and/or an actu-
ator. Output component 350 enables device 300 to pro-
vide output, such as via a display, a speaker, and/or a
light-emitting diode. Communication component 360 en-
ables device 300 to communicate with other devices via
a wired connection and/or a wireless connection. For ex-
ample, communication component 360 may include a
receiver, a transmitter, a transceiver, a modem, a net-
work interface card, and/or an antenna.
[0053] Device 300 may perform one or more opera-
tions or processes described herein. For example, a non-
transitory computer-readable medium (e.g., memory
330) may store a set of instructions (e.g., one or more
instructions or code) for execution by processor 320.
Processor 320 may execute the set of instructions to per-
form one or more operations or processes described
herein. In some implementations, execution of the set of
instructions, by one or more processors 320, causes the
one or more processors 320 and/or the device 300 to
perform one or more operations or processes described
herein. In some implementations, hardwired circuitry is
used instead of or in combination with the instructions to
perform one or more operations or processes described
herein. Additionally, or alternatively, processor 320 may
be configured to perform one or more operations or proc-
esses described herein. Thus, implementations de-
scribed herein are not limited to any specific combination
of hardware circuitry and software.
[0054] The number and arrangement of components
shown in Fig. 3 are provided as an example. Device 300
may include additional components, fewer components,
different components, or differently arranged compo-
nents than those shown in Fig. 3. Additionally, or alter-
natively, a set of components (e.g., one or more compo-
nents) of device 300 may perform one or more functions
described as being performed by another set of compo-
nents of device 300.
[0055] Fig. 4 is a diagram of example components of
a device 400 associated with facilitating elasticity of a
network device. Device 400 may correspond to the net-
work device 210, the NFV system 220, and/or the server
device 230. In some implementations, the network device
210, the NFV system 220, and/or the server device 230
may include one or more devices 400 and/or one or more
components of device 400. As shown in Fig. 4, device
400 may include one or more input components 410-1
through 410-B (B ≥ 1) (hereinafter referred to collectively
as input components 410, and individually as input com-
ponent 410), a switching component 420, one or more
output components 430-1 through 430-C (C ≥ 1) (here-
inafter referred to collectively as output components 430,
and individually as output component 430), and a con-
troller 440.
[0056] Input component 410 may be one or more
points of attachment for physical links and may be one
or more points of entry for incoming traffic, such as pack-

ets. Input component 410 may process incoming traffic,
such as by performing data link layer encapsulation or
decapsulation. In some implementations, input compo-
nent 410 may transmit and/or receive packets. In some
implementations, input component 410 may include an
input line card that includes one or more packet process-
ing components (e.g., in the form of integrated circuits),
such as one or more interface cards (IFCs), packet for-
warding components, line card controller components,
input ports, processors, memories, and/or input queues.
In some implementations, device 400 may include one
or more input components 410.
[0057] Switching component 420 may interconnect in-
put components 410 with output components 430. In
some implementations, switching component 420 may
be implemented via one or more crossbars, via busses,
and/or with shared memories. The shared memories may
act as temporary buffers to store packets from input com-
ponents 410 before the packets are eventually scheduled
for delivery to output components 430. In some imple-
mentations, switching component 420 may enable input
components 410, output components 430, and/or con-
troller 440 to communicate with one another.
[0058] Output component 430 may store packets and
may schedule packets for transmission on output phys-
ical links. Output component 430 may support data link
layer encapsulation or decapsulation, and/or a variety of
higher-level protocols. In some implementations, output
component 430 may transmit packets and/or receive
packets. In some implementations, output component
430 may include an output line card that includes one or
more packet processing components (e.g., in the form
of integrated circuits), such as one or more IFCs, packet
forwarding components, line card controller components,
output ports, processors, memories, and/or output
queues. In some implementations, device 400 may in-
clude one or more output components 430. In some im-
plementations, input component 410 and output compo-
nent 430 may be implemented by the same set of com-
ponents (e.g., and input/output component may be a
combination of input component 410 and output compo-
nent 430).
[0059] Controller 440 includes a processor in the form
of, for example, a CPU, a GPU, an APU, a microproces-
sor, a microcontroller, a DSP, an FPGA, an ASIC, and/or
another type of processor. The processor is implemented
in hardware, firmware, or a combination of hardware and
software. In some implementations, controller 440 may
include one or more processors that can be programmed
to perform a function.
[0060] In some implementations, controller 440 may
include a RAM, a ROM, and/or another type of dynamic
or static storage device (e.g., a flash memory, a magnetic
memory, an optical memory, etc.) that stores information
and/or instructions for use by controller 440.
[0061] In some implementations, controller 440 may
communicate with other devices, networks, and/or sys-
tems connected to device 400 to exchange information
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regarding network topology. Controller 440 may create
routing tables based on the network topology information,
may create forwarding tables based on the routing tables,
and may forward the forwarding tables to input compo-
nents 410 and/or output components 430. Input compo-
nents 410 and/or output components 430 may use the
forwarding tables to perform route lookups for incoming
and/or outgoing packets.
[0062] Controller 440 may perform one or more proc-
esses described herein. Controller 440 may perform
these processes in response to executing software in-
structions stored by a non-transitory computer-readable
medium. A computer-readable medium is defined herein
as a non-transitory memory device. A memory device
includes memory space within a single physical storage
device or memory space spread across multiple physical
storage devices.
[0063] Software instructions may be read into a mem-
ory and/or storage component associated with controller
440 from another computer-readable medium or from an-
other device via a communication interface. When exe-
cuted, software instructions stored in a memory and/or
storage component associated with controller 440 may
cause controller 440 to perform one or more processes
described herein. Additionally, or alternatively, hardwired
circuitry may be used in place of or in combination with
software instructions to perform one or more processes
described herein. Thus, implementations described
herein are not limited to any specific combination of hard-
ware circuitry and software.
[0064] The number and arrangement of components
shown in Fig. 4 are provided as an example. In practice,
device 400 may include additional components, fewer
components, different components, or differently ar-
ranged components than those shown in Fig. 4. Addi-
tionally, or alternatively, a set of components (e.g., one
or more components) of device 400 may perform one or
more functions described as being performed by another
set of components of device 400.
[0065] Fig. 5 is a flowchart of an example process 500
associated with facilitating elasticity of a network device.
In some implementations, one or more process blocks
of Fig. 5 are performed by a network device (e.g., the
network device 210). In some implementations, one or
more process blocks of Fig. 5 are performed by another
device or a group of devices separate from or including
the network device, such as an NFV system (e.g., the
NFV system 220) and/or a server device (e.g., the server
device 230). Additionally, or alternatively, one or more
process blocks of Fig. 5 may be performed by one or
more components of device 300, such as processor 320,
memory 330, input component 340, output component
350, and/or communication component 360; one or more
components of device 400, such as input component
410, switching component 420, output component 430,
and/or controller 440; and/or one or more other compo-
nents.
[0066] As shown in Fig. 5, process 500 may include

sending first traffic (block 510). For example, the network
device may send first traffic, as described above. In some
implementations, the network device may send, via a first
port of the network device and to a server device, the
first traffic. In some implementations, the server device
provides a NFV service line card of the network device.
In some implementations, the first traffic is at least one
of first management plane traffic associated with the NFV
service line card, first control plane traffic associated with
the NFV service line card, or first data plane traffic asso-
ciated with the NFV service line card.
[0067] As further shown in Fig. 5, process 500 may
include receiving second traffic (block 520). For example,
the network device may receive second traffic, as de-
scribed above. In some implementations, the network
device may receive, via a second port of the network
device and from the server device, the second traffic. In
some implementations, the second traffic is at least one
of second management plane traffic associated with the
NFV service line card, second control plane traffic asso-
ciated with the NFV service line card, or second data
plane traffic associated with the NFV service line card.
[0068] Process 500 may include additional implemen-
tations, such as any single implementation or any com-
bination of implementations described below and/or in
connection with one or more other processes described
elsewhere herein.
[0069] In a first implementation, the server device is
associated with an NFV system.
[0070] In a second implementation, alone or in combi-
nation with the first implementation, the server device
hosts one or more services of the NFV service line card;
the first traffic is the first management plane traffic and
includes one or more request messages related to con-
figuring at least one service, of the one or more services,
of the NFV service line card; and the second traffic is the
second management plane traffic and includes one or
more response messages related to configuring the at
least one service.
[0071] In a third implementation, alone or in combina-
tion with one or more of the first and second implemen-
tations, the first traffic is the first management plane traffic
and includes one or more request messages related to
a health status of the server device, and the second traffic
is the second management plane traffic and includes one
or more response messages related to the health status
of the server device.
[0072] In a fourth implementation, alone or in combi-
nation with one or more of the first through third imple-
mentations, the server device hosts one or more services
of the NFV service line card; the first traffic is the first
control plane traffic and includes one or more first live-
ness messages associated with a particular service, of
the one or more services, of the NFV service line card;
and the second traffic is the second control plane traffic
and includes one or more second liveness messages
associated with the particular service.
[0073] In a fifth implementation, alone or in combina-
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tion with one or more of the first through fourth imple-
mentations, process 500 includes determining, based on
the second traffic, that the particular service is not avail-
able via the NFV service line card provided by the server
device; and sending, via a third port of the network device
and to another server device, third traffic, wherein the
other server device provides another NFV service line
card of the network device and the other server device
hosts one or more services of the other NFV service line
card, wherein the one or more services of the other NFV
service line card include a copy of the particular service,
which is operating in a standby mode, and wherein the
third traffic is third management plane traffic associated
with the other NFV service line card and includes one or
more request messages related to causing the copy of
the particular service to operate in an active mode on the
other NFV service line card.
[0074] In a sixth implementation, alone or in combina-
tion with one or more of the first through fifth implemen-
tations, the server device hosts one or more services of
the NFV service line card, the first traffic is the first data
plane traffic, and the second traffic is the second data
plane traffic, wherein the second traffic is generated by
at least one service of the NFV service line card process-
ing the first traffic.
[0075] In a seventh implementation, alone or in com-
bination with one or more of the first through sixth imple-
mentations, the server device hosts one or more services
of the NFV service line card, which include a first copy
of a service; another server device provides another NFV
service line card of the network device, wherein the other
server device hosts one or more services of the other
NFV service line card, which include a second copy of
the service; and the first traffic is the first data plane traffic,
and the second traffic is the second data plane traffic,
wherein the process 500 includes: receiving, prior to
sending the first traffic and via a third port, the first traffic;
determining that the service is to be applied to the first
traffic; and determining, using a load balancing technique
and based on determining that the service is to be applied
to the first traffic, that the first copy of the service is to be
applied to the first traffic.
[0076] In an eighth implementation, alone or in combi-
nation with one or more of the first through seventh im-
plementations, the server device hosts one or more serv-
ices of the NFV service line card, which include a first
copy of a service; another server device provides another
NFV service line card of the network device, wherein the
other server device hosts one or more services of the
other NFV service line card, which include a second copy
of the service, the first traffic is the first management
plane traffic and includes one or more state update mes-
sages related to a state of the second copy of the service
of the other NFV service line card, wherein the first traffic
was generated by the second copy of the service of the
other NFV service line card and was sent, from the other
server device, to the network device via a third port of
the network device; and the second traffic is the second

management plane traffic and includes one or more state
response messages related to the state of the second
copy of the service of the other NFV service line card.
[0077] Although Fig. 5 shows example blocks of proc-
ess 500, in some implementations, process 500 includes
additional blocks, fewer blocks, different blocks, or dif-
ferently arranged blocks than those depicted in Fig. 5.
Additionally, or alternatively, two or more of the blocks
of process 500 may be performed in parallel.
[0078] Fig. 6 is a flowchart of an example process 600
associated with facilitating elasticity of a network device.
In some implementations, one or more process blocks
of Fig. 6 are performed by a server device (e.g., the server
device 230). In some implementations, one or more proc-
ess blocks of Fig. 6 are performed by another device or
a group of devices separate from or including the server
device, such as an NFV system (e.g., the NFV system
220) and/or a network device (e.g., the network device
210). Additionally, or alternatively, one or more process
blocks of Fig. 6 may be performed by one or more com-
ponents of device 300, such as processor 320, memory
330, input component 340, output component 350,
and/or communication component 360; one or more
components of device 400, such as input component
410, switching component 420, output component 430,
and/or controller 440; and/or one or more other compo-
nents.
[0079] As shown in Fig. 6, process 600 may include
receiving first traffic (block 610). For example, the server
device may receive first traffic, as described above. In
some implementations, server device may receive from
a network device, and via a first port of the server device,
the first traffic. In some implementations, the server de-
vice provides a NFV service line card of the network de-
vice. In some implementations, the first traffic is associ-
ated with the NFV service line card.
[0080] As further shown in Fig. 6, process 600 may
include generating second traffic (block 620). For exam-
ple, the server device may generate second traffic, as
described above. In some implementations, the server
device may generate, based on the first traffic, the second
traffic, which may be associated with the NFV service
line card.
[0081] As further shown in Fig. 6, process 600 may
include sending the second traffic (block 630). For ex-
ample, the server device may send the second traffic, as
described above. In some implementations, the server
device may send, to the network device and via a second
port of the server device, the second traffic.
[0082] Process 600 may include additional implemen-
tations, such as any single implementation or any com-
bination of implementations described below and/or in
connection with one or more other processes described
elsewhere herein.
[0083] In a first implementation, the server device is
associated with an NFV system.
[0084] In a second implementation, alone or in combi-
nation with the first implementation, the first traffic in-
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cludes one or more request messages related to config-
uring at least one service of one or more services of the
NFV service line card hosted by the server device, and
the second traffic includes one or more response mes-
sages related to configuring the at least one service.
[0085] In a third implementation, alone or in combina-
tion with one or more of the first and second implemen-
tations, the first traffic includes one or more request mes-
sages related to a health status of the server device, and
the second traffic includes one or more response mes-
sages related to the health status of the server device.
[0086] In a fourth implementation, alone or in combi-
nation with one or more of the first through third imple-
mentations, the first traffic includes one or more first data
messages, and the second traffic includes one or more
second data messages.
[0087] Although Fig. 6 shows example blocks of proc-
ess 600, in some implementations, process 600 includes
additional blocks, fewer blocks, different blocks, or dif-
ferently arranged blocks than those depicted in Fig. 6.
Additionally, or alternatively, two or more of the blocks
of process 600 may be performed in parallel.
[0088] The foregoing disclosure provides illustration
and description, but is not intended to be exhaustive or
to limit the implementations to the precise forms dis-
closed. Modifications and variations may be made in light
of the above disclosure or may be acquired from practice
of the implementations.
[0089] As used herein, traffic or content may include a
set of packets. A packet may refer to a communication
structure for communicating information, such as a pro-
tocol data unit (PDU), a service data unit (SDU), a net-
work packet, a datagram, a segment, a message, a block,
a frame (e.g., an Ethernet frame), a portion of any of the
above, and/or another type of formatted or unformatted
unit of data capable of being transmitted via a network.
[0090] As used herein, the term "component" is intend-
ed to be broadly construed as hardware, firmware, or a
combination of hardware and software. It will be apparent
that systems and/or methods described herein may be
implemented in different forms of hardware, firmware,
and/or a combination of hardware and software. The ac-
tual specialized control hardware or software code used
to implement these systems and/or methods is not limit-
ing of the implementations. Thus, the operation and be-
havior of the systems and/or methods are described
herein without reference to specific software code - it
being understood that software and hardware can be
used to implement the systems and/or methods based
on the description herein.
[0091] A computer readable medium may include non-
transitory type media such as physical storage media
including storage discs and solid state devices. A com-
puter readable medium may also or alternatively include
transient media such as carrier signals and transmission
media. A computer-readable storage medium is defined
herein as a non-transitory memory device. A memory
device includes memory space within a single physical

storage device or memory space spread across multiple
physical storage devices.
[0092] Even though particular combinations of fea-
tures are recited in the claims and/or disclosed in the
specification, these combinations are not intended to limit
the disclosure of various implementations. In fact, many
of these features may be combined in ways not specifi-
cally recited in the claims and/or disclosed in the speci-
fication. Although each dependent claim listed below may
directly depend on only one claim, the disclosure of var-
ious implementations includes each dependent claim in
combination with every other claim in the claim set. As
used herein, a phrase referring to "at least one of’ a list
of items refers to any combination of those items, includ-
ing single members. As an example, "at least one of: a,
b, or c" is intended to cover a, b, c, a-b, a-c, b-c, and a-
b-c, as well as any combination with multiple of the same
item.
[0093] No element, act, or instruction used herein
should be construed as critical or essential unless explic-
itly described as such. Also, as used herein, the articles
"a" and "an" are intended to include one or more items,
and may be used interchangeably with "one or more."
Further, as used herein, the article "the" is intended to
include one or more items referenced in connection with
the article "the" and may be used interchangeably with
"the one or more." Furthermore, as used herein, the term
"set" is intended to include one or more items (e.g., re-
lated items, unrelated items, or a combination of related
and unrelated items), and may be used interchangeably
with "one or more." Where only one item is intended, the
phrase "only one" or similar language is used. Also, as
used herein, the terms "has," "have," "having," or the like
are intended to be open-ended terms. Further, the phrase
"based on" is intended to mean "based, at least in part,
on" unless explicitly stated otherwise. Also, as used here-
in, the term "or" is intended to be inclusive when used in
a series and may be used interchangeably with "and/or,"
unless explicitly stated otherwise (e.g., if used in combi-
nation with "either" or "only one of’).
[0094] Thus, from one perspective, there has now
been described a network device which sends, via a first
port of the network device and to a server device, first
traffic, wherein the server device provides a NFV service
line card of the network device, and wherein the first traffic
is at least one of first management plane traffic associ-
ated with the NFV service line card, first control plane
traffic associated with the NFV service line card, or first
data plane traffic associated with the NFV service line
card. The network device receives, via a second port of
the network device and from the server device, second
traffic, wherein the second traffic is at least one of second
management plane traffic associated with the NFV serv-
ice line card, second control plane traffic associated with
the NFV service line card, or second data plane traffic
associated with the NFV service line card.
[0095] Further examples of feature combinations
taught by the present disclosure are set out in the follow-
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ing numbered clauses:

1. A network device, comprising:

one or more memories; and
one or more processors to:
send, via a first port of the network device and
to a server device, first traffic,

wherein the server device provides a net-
work function virtualization (NFV) service
line card of the network device, and
wherein the first traffic is at least one of first
management plane traffic associated with
the NFV service line card, first control plane
traffic associated with the NFV service line
card, or first data plane traffic associated
with the NFV service line card; and receive,
via a second port of the network device and
from the server device, second traffic,
wherein the second traffic is at least one of
second management plane traffic associat-
ed with the NFV service line card, second
control plane traffic associated with the NFV
service line card, or second data plane traf-
fic associated with the NFV service line
card.

2. The network device of clause 1, wherein the server
device is associated with an NFV system.

3. The network device of clause 1 or 2, wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic is the first management plane traf-
fic and includes one or more request messages
related to configuring at least one service, of the
one or more services, of the NFV service line
card; and
the second traffic is the second management
plane traffic and includes one or more response
messages related to configuring the at least one
service.

4. The network device of any preceding clause,
wherein:

the first traffic is the first management plane traf-
fic and includes one or more request messages
related to a health status of the server device;
and
the second traffic is the second management
plane traffic and includes one or more response
messages related to the health status of the
server device.

5. The network device of any preceding clause,

wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic is the first control plane traffic and
includes one or more first liveness messages
associated with a particular service, of the one
or more services, of the NFV service line card;
and
the second traffic is the second control plane
traffic and includes one or more second liveness
messages associated with the particular serv-
ice.

6. The network device of clause 5, wherein the one
or more processors are further to:

determine, based on the second traffic, that the
particular service is not available via the NFV
service line card provided by the server device;
and
send, via a third port of the network device and
to another server device, third traffic,

wherein the other server device provides
another NFV service line card of the network
device and the other server device hosts
one or more services of the other NFV serv-
ice line card,
wherein the one or more services of the oth-
er NFV service line card include a copy of
the particular service, which is operating in
a standby mode, and
wherein the third traffic is third management
plane traffic associated with the other NFV
service line card and includes one or more
request messages related to causing the
copy of the particular service to operate in
an active mode on the other NFV service
line card.

7. The network device of any preceding clause,
wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic is the first data plane traffic; and
the second traffic is the second data plane traffic,
wherein the second traffic is generated by at
least one service of the NFV service line card
processing the first traffic.

8. The network device of any preceding clause,
wherein:

the server device hosts one or more services of
the NFV service line card, which include a first
copy of a service;
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another server device provides another NFV
service line card of the network device;
wherein the other server device hosts one or
more services of the other NFV service line card,
which include a second copy of the service; and
the first traffic is the first data plane traffic, and
the second traffic is the second data plane traffic,
wherein the one or more processors are further
to:

receive, prior to sending the first traffic and
via a third port, the first traffic;
determine that the service is to be applied
to the first traffic; and
determine, using a load balancing tech-
nique and based on determining that the
service is to be applied to the first traffic,
that the first copy of the service is to be ap-
plied to the first traffic,
wherein determining that the first copy of
the service is to be applied to the first traffic
causes the one or more processors to send,
via the first port and to the server device,
the first traffic.

9. The network device of any preceding clause,
wherein:

the server device hosts one or more services of
the NFV service line card, which include a first
copy of a service;
another server device provides another NFV
service line card of the network device;
wherein the other server device hosts one or
more services of the other NFV service line card,
which include a second copy of the service;
the first traffic is the first management plane traf-
fic and includes one or more state update mes-
sages related to a state of the second copy of
the service of the other NFV service line card,
wherein the first traffic was generated by the
second copy of the service of the other NFV
service line card and was sent, from the other
server device, to the network device via a third
port of the network device; and
the second traffic is the second management
plane traffic and includes one or more state re-
sponse messages related to the state of the sec-
ond copy of the service of the other NFV service
line card.

10. A computer-readable medium storing a set of
instructions, the set of instructions comprising:
one or more instructions that, when executed by one
or more processors of a network device, cause the
network device to:

send, via a first port of the network device and

to a server device that provides a network func-
tion virtualization (NFV) service line card of the
network device, first traffic associated with the
NFV service line card; and
receive, via a second port of the network device
and from the server device, second traffic asso-
ciated with the NFV service line card.

11. The computer-readable medium of clause 10,
wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic includes one or more request mes-
sages related to configuring a particular service,
of the one or more services, of the NFV service
line card; and
the second traffic includes one or more response
messages related to configuring the particular
service.

12. The computer-readable medium of clause 10 or
11, wherein:

the first traffic includes one or more request mes-
sages related to a health status of the server
device; and
the second traffic includes one or more response
messages related to the health status of the
server device.

13. The computer-readable medium of any of claus-
es 10 to 12, wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic includes one or more first liveness
messages associated with a particular service,
of the one or more services, of the NFV service
line card; and
the second traffic includes one or more second
liveness messages associated with the particu-
lar service.

14. The computer-readable medium of any of claus-
es 10 to 13, wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic includes one or more first data
messages; and
the second traffic includes one or more second
data messages,
wherein the second traffic is generated by at
least one service of the NFV service line card
processing the first traffic.

15. The computer-readable medium of any of claus-
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es 10 to 14, wherein:

the server device hosts one or more services of
the NFV service line card, which include a first
copy of a service;
another server device provides another NFV
service line card of the network device,
wherein the other server device hosts one or
more services of the other NFV service line card,
which include a second copy of the service;
the first traffic includes one or more state update
messages related to a state of the second copy
of the service of the other NFV service line card;
and
the second traffic includes one or more state re-
sponse messages related to the state of the sec-
ond copy of the service of the other NFV service
line card.

16. A method, comprising:

receiving, by a server device, from a network
device, and via a first port of the server device,
first traffic,

wherein the server device provides a net-
work function virtualization (NFV) service
line card of the network device,
wherein the first traffic is associated with the
NFV service line card;

generating, by the server device and based on
the first traffic, second traffic associated with the
NFV service line card; and
sending, by the server device, to the network
device, and via a second port of the server de-
vice, the second traffic.

17. The method of clause 16, wherein the server
device is associated with an NFV system.

18. The method of clause 16 or 17, wherein:

the first traffic includes one or more request mes-
sages related to configuring at least one service
of one or more services of the NFV service line
card hosted by the server device; and
the second traffic includes one or more response
messages related to configuring the at least one
service.

19. The method of any of clauses 16 to 18, wherein:

the first traffic includes one or more request mes-
sages related to a health status of the server
device; and
the second traffic includes one or more response
messages related to the health status of the

server device.

20. The method of any of clauses 16 to 19, wherein:

the first traffic includes one or more first data
messages; and
the second traffic includes one or more second
data messages.

Claims

1. A network device, comprising:

one or more memories; and
one or more processors to:
send, via a first port of the network device and
to a server device, first traffic,

wherein the server device provides a net-
work function virtualization (NFV) service
line card of the network device, and
wherein the first traffic is at least one of first
management plane traffic associated with
the NFV service line card, first control plane
traffic associated with the NFV service line
card, or first data plane traffic associated
with the NFV service line card; and receive,
via a second port of the network device and
from the server device, second traffic,
wherein the second traffic is at least one of
second management plane traffic associat-
ed with the NFV service line card, second
control plane traffic associated with the NFV
service line card, or second data plane traf-
fic associated with the NFV service line
card.

2. The network device of claim 1, wherein the server
device is associated with an NFV system.

3. The network device of claim 1 or 2, wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic is the first management plane traf-
fic and includes one or more request messages
related to configuring at least one service, of the
one or more services, of the NFV service line
card; and
the second traffic is the second management
plane traffic and includes one or more response
messages related to configuring the at least one
service.

4. The network device of any preceding claim, wherein:

the first traffic is the first management plane traf-
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fic and includes one or more request messages
related to a health status of the server device;
and
the second traffic is the second management
plane traffic and includes one or more response
messages related to the health status of the
server device.

5. The network device of any preceding claim, wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic is the first control plane traffic and
includes one or more first liveness messages
associated with a particular service, of the one
or more services, of the NFV service line card;
and
the second traffic is the second control plane
traffic and includes one or more second liveness
messages associated with the particular serv-
ice.

6. The network device of claim 5, wherein the one or
more processors are further to:

determine, based on the second traffic, that the
particular service is not available via the NFV
service line card provided by the server device;
and
send, via a third port of the network device and
to another server device, third traffic,

wherein the other server device provides
another NFV service line card of the network
device and the other server device hosts
one or more services of the other NFV serv-
ice line card,
wherein the one or more services of the oth-
er NFV service line card include a copy of
the particular service, which is operating in
a standby mode, and
wherein the third traffic is third management
plane traffic associated with the other NFV
service line card and includes one or more
request messages related to causing the
copy of the particular service to operate in
an active mode on the other NFV service
line card.

7. The network device of any preceding claim, wherein:

the server device hosts one or more services of
the NFV service line card;
the first traffic is the first data plane traffic; and
the second traffic is the second data plane traffic,
wherein the second traffic is generated by at
least one service of the NFV service line card
processing the first traffic.

8. The network device of any preceding claim, wherein:

the server device hosts one or more services of
the NFV service line card, which include a first
copy of a service;
another server device provides another NFV
service line card of the network device;
wherein the other server device hosts one or
more services of the other NFV service line card,
which include a second copy of the service; and
the first traffic is the first data plane traffic, and
the second traffic is the second data plane traffic,
wherein the one or more processors are further
to:

receive, prior to sending the first traffic and
via a third port, the first traffic;
determine that the service is to be applied
to the first traffic; and
determine, using a load balancing tech-
nique and based on determining that the
service is to be applied to the first traffic,
that the first copy of the service is to be ap-
plied to the first traffic,
wherein determining that the first copy of
the service is to be applied to the first traffic
causes the one or more processors to send,
via the first port and to the server device,
the first traffic.

9. The network device of any preceding claim, wherein:

the server device hosts one or more services of
the NFV service line card, which include a first
copy of a service;
another server device provides another NFV
service line card of the network device;
wherein the other server device hosts one or
more services of the other NFV service line card,
which include a second copy of the service;
the first traffic is the first management plane traf-
fic and includes one or more state update mes-
sages related to a state of the second copy of
the service of the other NFV service line card,
wherein the first traffic was generated by the
second copy of the service of the other NFV
service line card and was sent, from the other
server device, to the network device via a third
port of the network device; and
the second traffic is the second management
plane traffic and includes one or more state re-
sponse messages related to the state of the sec-
ond copy of the service of the other NFV service
line card.

10. A computer-readable medium storing a set of in-
structions, the set of instructions comprising:
one or more instructions that, when executed by one
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or more processors of a network device, cause the
network device to:

send, via a first port of the network device and
to a server device that provides a network func-
tion virtualization (NFV) service line card of the
network device, first traffic associated with the
NFV service line card; and
receive, via a second port of the network device
and from the server device, second traffic asso-
ciated with the NFV service line card.

11. A method, comprising:

receiving, by a server device, from a network
device, and via a first port of the server device,
first traffic,

wherein the server device provides a net-
work function virtualization (NFV) service
line card of the network device,
wherein the first traffic is associated with the
NFV service line card;

generating, by the server device and based on
the first traffic, second traffic associated with the
NFV service line card; and
sending, by the server device, to the network
device, and via a second port of the server de-
vice, the second traffic.

12. The method of claim 11, wherein the server device
is associated with an NFV system.

13. The method of claim 11 or 12, wherein:

the first traffic includes one or more request mes-
sages related to configuring at least one service
of one or more services of the NFV service line
card hosted by the server device; and
the second traffic includes one or more response
messages related to configuring the at least one
service.

14. The method of any of claims 11 to 13, wherein:

the first traffic includes one or more request mes-
sages related to a health status of the server
device; and
the second traffic includes one or more response
messages related to the health status of the
server device.

15. The method of any of claims 11 to 14, wherein:

the first traffic includes one or more first data
messages; and
the second traffic includes one or more second

data messages.
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