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Description

CLAIM OF PRIORITY

[0001] This application claims priority under 35 U.S.C.
§119(e) to U.S. Provisional Application Serial No.
62/917,258, filed on November 30, 2018, the entire con-
tents of which are hereby incorporated by reference.

GOVERNMENT SUPPORT CLAUSE

[0002] The invention was made with government sup-
port under the National Science Foundation grant #BCS-
1349042 and National Institute of Health grant numbers
NS089069, NS076176, and EY028535. The government
has certain rights to the invention.

TECHNICAL FIELD

[0003] This application relates to data acquisition, col-
lection, processing, and analysis to generate a visuali-
zation representing predicted effects on a patient of one
or more treatments to the brain of the patient. More spe-
cifically, the system is configured to generate predictions
about patient outcome in the future and display those
predictions in the format of a three dimensional brain and
other formats.

BACKGROUND

[0004] For over 60 years, intraoperative electrical stim-
ulation in awake patients has been the gold standard for
mapping functions in the human brain. During awake
mapping, the patient is alert and comfortably positioned
on the operating table. Local anesthetic is used to numb
the area of incision, and the patient is awake for at least
part of the period during the surgery when their brain is
exposed. The patient can then be engaged in cognitive,
sensory or motor tasks while the surgeon stimulates the
brain with a bipolar electrical stimulator at low current
(typically 1 to 15 milliamps). A similar procedure is used
in patients with implanted electrodes who are undergoing
localization of epileptogenic tissue--the same electrodes
used to detect the onset of seizures can be used to stim-
ulate the brain. For this application of electrical stimula-
tion mapping, the procedure is carried out in a patient’s
hospital room rather than an operating room. The goal
of electrical stimulation mapping, as a clinical procedure,
is to identify where stimulation disrupts the patient’s abil-
ity to carry out a given task. For instance, the primary
motor representation for the hand can be localized by
identifying the region that when stimulated disrupts the
patient’s ability to move their fingers. Regions of the brain
critical for language ability can be localized by testing for
disruption of (for instance) a patient’s ability to name pic-
tures, read words, or repeat sentences. Once surgeons
have identified the critical brain regions via intraoperative
or extra-operative electrical stimulation mapping paired

with cognitive testing, the surgeons can formulate an op-
erative plan to remove pathological tissue while not re-
secting brain regions that are critical for whatever cogni-
tive function needs to be preserved. This basic approach,
of using electrical stimulation mapping to generate causal
evidence about the role of specific brain regions in spe-
cific cognitive functions, can be used to treat a range of
neurological diseases, including resection of brain tumor,
epileptogenic tissue, or correction of arteriovenous mal-
formations.
[0005] However, despite the tremendous advances in
image-guided and stereotactic neurosurgery over the
last decade, an integrated hardware-software solution is
needed that allows for flexible cognitive testing of pa-
tients, and which seamlessly interfaces with the other
technologies standardly found across operating rooms.
Just about every major medical center in the world carries
out awake mapping, and the ’standard-of-care’ is that
someone, a nurse or neuropsychologist or technician,
crawls up under the draping and shows images or words
for patients to name or read either in the format of a paper
pencil test or a tablet. However, the behavioral conse-
quences of electrical stimulation mapping are not record-
ed, scored and integrated with other data streams that
exist (or that will exist) about the patient. One solution to
this problem is a system that is configured to integrate
patient’s behavioral performance with structural and
functional magnetic resonance imaging (MRI), electro-
corticography, computed tomography (CAT), and other
imaging techniques.

SUMMARY

[0006] The system described in this document is con-
figured to measure data about the brain of a patient and
predict effects on the patient of one or more treatments
to the brain. More specifically, a mapping visualization
system is configured to receive data (such as pre-oper-
ative data) about one or more regions of the brain of the
patient from the sensors of the system.
[0007] Generally, neurosurgical interventions to re-
move brain tumors or epileptogenic tissue adjacent to
brain areas that support critical cognitive functions must
balance the clinical objective of the surgery (remove as
much tumor, or epileptogenic tissue as possible) against
damage to healthy tissue that could cause neurologic
deficits. In the context of brain tumor surgery, this balance
is referred to as the onco-functional balance. On the ’on-
co’ side of the balance, surgeons want to remove as much
of the tumor as possible, as rates of ’gross total tumor
resection’ are linked to longer survival. On the ’functional’
side, removal of tumors can damage cortical and sub-
cortical substrates of cognition; post-operative difficulties
can involve language, action, vision, hearing, touch or
movement, depending on the neural system(s) affected.
The onco-functional balance is important because in-
creased morbidity is associated with i) lower quality of
life, ii) increased post-operative complications that can
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increase mortality (e.g., patients who can no longer move
are at a higher risk of blood clots). The tension inherent
in the ’onco-functional’ balance in the setting of brain tu-
mor surgery translates as well to epilepsy surgery - there
the balance is between the clinical objective of removing
all tissue that is generating seizures, while not removing
tissue that supports critical functions. More generally, this
translates to any invasive neurosurgical procedure that
may risk damage to eloquent structures.
[0008] At a broad level, functional neuroanatomy is
highly stereotyped from individual to individual. However,
there can be a high degree of individual variability in the
precise (i.e., mm to mm) location of higher cortical func-
tions. In addition, it is generally recognized that the pres-
ence of cortical or subcortical pathology can spur cortical
reorganization, although the principles that drive such
reorganization are poorly understood. Neurosurgical in-
terventions proceed millimeter by millimeter. The system
is configured to map each patient’s brain, in detail and
with sensitivity and precision, in order to understand
which regions in that specific patient support which sen-
sory, cognitive and motor functions.
[0009] To overcome the above problems, the system
described in this disclosure is configured to map the pa-
tient’s brain in detail from many different data streams
for that patient (and in some cases, for classes of similar
patients). The system provides a detailed visualization
of the patient’s brain showing regions in which there is a
high risk of adverse patient outcomes overall in response
to a treatment (such as removal) of that region.
[0010] The system described herein has one or more
of the following technical advantages. The system is able
to predict the effects of treatments to a patient’s brain
and provide a visualization of predicted consequences
for cognitive outcome for a given treatment. The system
can perform a simulation of a surgery to enable a surgeon
to determine the expected cognitive outcome for a patient
for a given surgical plan, in advance of or during a sur-
gery. The system can combine data from different data
streams into a common data source, and use the various
data streams together to model outcomes.
[0011] In an aspect, the system can include a client
standalone application that is capable of acquiring data
through audio/video recordings and user interactions.
These data are a reflection of the patient’s interaction
with respect to a suite of predefined tests (in the client
standalone application) that measure different cognitive
skills that are considered relevant to identify the activa-
tion of different regions of the brain. Once the data has
been collected from multiple sources, the client stan-
dalone application sends the raw data to a store (e.g., a
data consortium) through a network. A computing device
(such as a backend server) transforms the raw data ob-
tained from the data consortium into a consolidated-
structured dataset that enables the process of predictive
analytics. One or more models (such as machine learn-
ing, deep learning or statistical models subsequently de-
scribed in further detail) of the system receive the vec-

torized dataset (or predictor variables) and generate
(based on the patient’s records and other patients’
records with similar cognitive issues), for the region of
the brain, a prediction value of an effect of a treatment
on that region of the brain. The backend server generates
a visual representation of the patient’s brain using the
prediction values for different regions. The backend serv-
er sends the predictions back to the client standalone
application through the network. For example, the visu-
alization may indicate regions of the brain of the patient
that could potentially be removed during a surgical op-
eration or that are safe (or relatively safe) for removal
during a surgical operation. In this example, such a de-
termination can be made when a prediction value satis-
fies a threshold. In this example, the prediction value can
indicate a likelihood that there are adverse effects to a
patient’s functionality for a behavior or combination of
behaviors (e.g., speech behavior, motor behavior, etc.).
[0012] In some implementations, the system (e.g., the
backend server) trains the predictive analytics based on
data collected from other patients, such as data from the
data consortium. For example, data are collected by the
system (or instances of the system) for different patients.
The system organizes those data (e.g., in the data con-
sortium) and configures the data as inputs to predictive
models such that a prediction can be made for the current
patient. Generally, the data consortium is too large to be
stored in the local application of the system, and so some
or all of the predictive analytics processing can be of-
floaded to the cloud. The local device of the system can
gather additional patient data, update computations in
the cloud, and display the results of those non-local com-
putations to the medical service provider and/or the pa-
tient.
[0013] Furthermore, the system has practical advan-
tages. The system can be mobile and have a small foot-
print in what is often a crowded- operating or hospital
room of a patient. It is possible to access data and patient
information as well as run simulations using a web-based
interface that does not require installation of the local
application. In addition, the client standalone application
can also show in a dashboard screen the visualization
model outcome that comes from the backend server. The
system can be repositioned in the changing environment
of the operating room, as well as compatible across dif-
ferent operating rooms, hospital rooms, and so forth. The
system interface with the patient (monitor, microphones,
video camera, etc.) are adaptable in real time to the
changing ergonomics of the patient as the operation pre-
cedes, including changes in the positioning of the oper-
ating table throughout the surgery. The system can ac-
commodate patients in different positions on the table
(e.g., laying on their side, supine) and so forth (e.g., de-
pending on the location of a brain lesion).
[0014] Additionally, the software of the application of
the client device is flexible in its operation to allow for
online adjustment of the speed of testing. The system
allows a provider to switch between different experimen-
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tal paradigms on the fly (e.g., during the treatment), and
to be able to adjust all aspects of stimulus presentation
(e.g., duration, loudness) as well as audio and video feed-
back to the provider of the patient performance. The sys-
tem is configured to automatically time-stamp and tem-
porally co-register all data streams to permit both offline
quantitative analysis after the case and real-time integra-
tion of data generated during the current case (in the
service of real-time predictive analytics). This serves both
to provide new information that is clinically actionable
during the procedure and supports scientific inquiry
based on data generated during electrical stimulation
mapping. The system can send this data (anonymized)
to a data consortium for storing, training and testing mod-
els across all instances of the system, improving patient
outcomes as more data are provided for training the mod-
els.
[0015] In an aspect, the system includes at least one
sensor configured to generate sensor data representing
a behavior of at least one region of the brain of the patient;
a data storage storing mapping data that maps a predic-
tion value to the at least one region of the brain. The
prediction value is indicative of an effect on a behavior
of the patient responsive to a treatment of the at least
one region of the brain of the patient, the mapping data
being indexed to a patient identifier. The system includes
at least one processing device configured to receive the
sensor data from the at least one sensor, The at least
one processing device configured to perform operations
including retrieving the mapping data indexed to the pa-
tient identifier; receiving, responsive to an application of
a stimulation to the at least one region of the brain, sensor
data representing behavior of at least one region of the
brain. The operations include executing a model that up-
dates, based on the sensor data, the prediction value for
the at least one region of the brain. The operations in-
clude updating, responsive to executing the model, the
mapping data by including the updated prediction value
in the mapping data. The operations include outputting,
a visual representation of the updated mapping data in-
cluding the updated prediction value.
[0016] In some implementations, the mapping data in-
clude, for each region of the brain including the at least
one region, a feature vector representing at least one
feature having a value, the updated prediction value be-
ing a function of the value of the at least one feature. In
some implementations, the feature vector represents a
plurality of features each having a value, and the updated
prediction value is a function of each value of the plurality
of features.
[0017] In some implementations, the updated predic-
tion value is a function of one or more first values of re-
spective features represented by a first feature vector of
a first region including the region and one or more second
values of respective features represented by a second
feature vector of a second region neighboring the first
region.
[0018] In some implementations, the at least one fea-

ture represents functional magnetic resonance imaging
(fMRI) activity of the brain. In some implementations, the
at least one feature represents a functional connectivity
of the region of the brain to a core language center of the
brain. In some implementations, the at least one feature
represents structural connectivity of the region of the
brain to a core language center of the brain. In some
implementations, the at least one feature represents a
behavioral performance of the patient when the region
of the brain is stimulated with direct electrical stimulation
mapping. In some implementations, the at least one fea-
ture is common to all regions of the brain of the patient,
and where the at least one feature represents one of a
patient demographic, a tumor type, a pre-operative level
of a cognitive task, or a combination thereof.
[0019] In some implementations, the sensor data com-
prises one or more of audio data, electroencephalogram
(EEG) data, video data, or a combination thereof. In some
implementations, the audio data comprises speech data
from the patient, speech data from a medical service pro-
vider, or a combination thereof. In some implementa-
tions, the video data comprises at least two video streams
recorded simultaneously. In some implementations, the
model is configured to allow the at least one processing
device to execute the model and to update the mapping
data in real-time during a surgical operation based on
the sensor data received during the surgical operation.
In some implementations, the at least one region of the
brain corresponds to a voxel of a magnetic resonance
imaging (MRI) image.
[0020] In some implementations, the visual represen-
tation comprises a three dimensional image of the brain
of the patient including an indication of at least one target
region of the brain for removal. In some implementations,
the operations include retrieving pre-operative data as-
sociated with the patient identifier, the pre-operative data
representing a state of the brain of the patient for the at
least one region prior to a treatment, where executing
the model is based on the pre-operative data. In some
implementations, the pre-operative data comprises a
vasculature model of the brain, and executing the model
comprises updating the prediction value responsive to
receiving sensor data for updating the vasculature model
of the brain.
[0021] In some implementations, the effect on the be-
havior of the patient responsive to the treatment of the
at least one region of the brain comprises an estimation
of an activity deficit after the treatment for that region of
the brain.
[0022] In some implementations, the visual represen-
tation is configured for transmission to a remote medical
service provider during a surgical operation.
[0023] In some implementations, the treatment com-
prises surgical removal of the at least one region of the
brain.
[0024] In some implementations, the application of the
stimulation to the region of the brain comprises adminis-
tration of a drug to the patient, application of an electrical
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signal to the patient, or a combination thereof.
[0025] In an aspect, a method for generating predic-
tions of cognitive outcome in patients includes receiving
sensor data representing a behavior of at least one region
of the brain of the patient; retrieving mapping data that
maps a prediction value to the at least one region of the
brain, the prediction value being indicative of an effect
on a behavior of the patient responsive to a treatment of
the at least one region of the brain of the patient, the
mapping data being indexed to a patient identifier; and
receiving, responsive to an application of a stimulation
to the at least one region of the brain, sensor data rep-
resenting behavior of at least one region of the brain;
executing a model that updates, based on the sensor
data, the prediction value for the at least one region of
the brain; updating, responsive to executing the model,
the mapping data by including the updated prediction val-
ue in the mapping data; and outputting, a visual repre-
sentation of the updated mapping data including the up-
dated prediction value.
[0026] In an aspect, one or more non-transitory com-
puter readable media store instructions that, when exe-
cuted by one or more processing devices, are configured
to cause the one or more processing devices to perform
operations including receiving sensor data representing
a behavior of at least one region of the brain of the patient;
retrieving mapping data that maps a prediction value to
the at least one region of the brain, the prediction value
being indicative of an effect on a behavior of the patient
responsive to a treatment of the at least one region of
the brain of the patient, the mapping data being indexed
to a patient identifier; and receiving, responsive to an
application of a stimulation to the at least one region of
the brain, sensor data representing behavior of at least
one region of the brain; executing a model that updates,
based on the sensor data, the prediction value for the at
least one region of the brain; updating, responsive to ex-
ecuting the model, the mapping data by including the
updated prediction value in the mapping data; and out-
putting, a visual representation of the updated mapping
data including the updated prediction value.
[0027] The details of one or more embodiments are
set forth in the accompanying drawings and the descrip-
tion below. Other features and advantages will be appar-
ent from the description and drawings, and from the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0028]

FIG. 1 is a block diagram of an example of a com-
puting environment for a client standalone applica-
tion, and the backend server configured to output a
visual representation of a brain of a patient.
FIG. 2 is a block diagram of the client standalone
application configured to output a visual representa-
tion of a brain of a patient based on the model created

on the backend server.
FIG. 3 is a block diagram of the backend server that
is configured to output a visual representation of the
brain.
FIG. 4 is a block representation of the data-preproc-
essing module that is part of the backend server.
FIG. 5 is a block diagram that shows all the sequen-
tial steps followed by the different data-streams.
FIG. 6 is a block diagram that shows all the steps
followed by the training models.
FIG. 7 is a block diagram that shows the final module
of the backend-server.
FIG. 8 is a block diagram of the external hardware
box for controlling and time stamping the stimulus
from a photodiode.
FIG. 9 is an example image of a hardware configu-
ration of the computing environment of FIG. 1.
FIG. 10 is an example user interface for the mapping
visualization system of FIGS. 1-2.
FIG. 11 shows a flow diagram including an example
process for outputting a visual representation of a
brain of a patient by the mapping visualization sys-
tem of FIGS. 1-2.
FIG. 12 is a diagram of an example computing sys-
tem.

DETAILED DESCRIPTION

[0029] FIG. 1 is a block diagram of an example of a
computing environment 100 for a data processing system
300 (e.g., a backend server) configured to generate a
visual representation of a brain of a patient and the client
device host 110 hosting a standalone application 200 to
collect data and display that visualization for output on a
user interface (such as a patient dashboard). The client
host device 110 is configured to interface over a local
area network 125 and a wide area network 120 with other
hardware elements of the environment 100 to form a data
processing system. The system is configured to measure
data about a brain of a patient and predict effects on the
patient from one or more treatments of the brain, such
as (e.g., electrical stimulation mapping, craniotomy, and
so forth. More specifically, the client standalone applica-
tion 200 is configured to gather and receive data (such
as pre-operative data) about one or more regions of the
brain of the patient from the sensors of the system.
[0030] These different data-streams are stored in the
local storage 206 of the standalone application 200 for
further processing. Generally, before data preprocess-
ing, the client standalone application 200 anonymizes
the data by cleaning, and deleting some of the metadata
that corresponds to personally identifiable information
(PII). This process also affects patient images in which
the identity of the subject can be unveiled. In order to
comply with the Protected Health Information defined by
HIPAA, the anonymization process affects the following
categories: 1. Names; 2. Locations: All geographic sub-
divisions smaller than a state, including street address,
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city, county, precinct, zip code, and their equivalent ge-
ocodes, except for the initial three digits of a zip code if
the corresponding area contains more than 20,000 peo-
ple; 3. Dates: (i) All elements of dates (except year) for
dates directly related to an individual, including birth date,
admission date, discharge date, date of death. (ii) All ag-
es over 89 and all elements of dates (including year) in-
dicating such an age; 4. Telephone numbers; 5. Fax num-
bers; 6. E-mail addresses; 7. Social security numbers;
8. Medical record numbers; 9. Health plan beneficiary
numbers; 10. Account numbers; 11. Certificate/license
numbers; 12. Vehicle identifiers and serial numbers, in-
cluding license plate numbers; 13. Device identifiers and
serial numbers; 14. Web Universal Resource Locators
(URLs); 15. Internet Protocol (IP) address numbers.
[0031] Once the data have been anonymized, the cli-
ent standalone application will trigger a signal to the Up-
load Module to send the data over the Network 120 to
the Data Consortium 130. Then, the backend server 600
will receive a notification that it has to make a query to
the Data Consortium 130, so that it can gather different
anonymized data-streams that will be filtered based on
different aspects such as the region of interest of the
brain from the patient and from other patients. All these
data will be preprocessed, to have a clean and coherent
data corpus that will eventually be used to generate the
models to perform predictions.
[0032] As part of the Model Training module, the sys-
tem transforms the data into feature data by applying a
feature vectorization process. One or more models (such
as machine learning models subsequently described in
further detail) of the system receive the feature vectorized
data and generate, for (a) relevant region(s) of the brain,
a prediction value of an effect of a treatment on that region
of the brain. The backed server 300 generates a visual
representation of the brain of the patient using the pre-
diction values for different regions. For example, the vis-
ualization may indicate regions of the brain of the patient
that should be removed during a surgical operation or
that are safe for removal during a surgical operation. In
this example, such a determination can be made when
a prediction value satisfies a threshold. The threshold
can be defined, in part, based on historical data from
different patients that successfully recovered from similar
medical procedures. In this example, the prediction value
can indicate a likelihood that there are adverse effects
to a patient’s functionality for a behavior or combination
of behaviors (e.g., speech behavior, motor behavior,
etc.). When used in an intra-operative setting, the 3D
visualization is registered to and in the same orientation
as the patient’s brain on the operating table.
[0033] In an aspect, the visualization shows regions of
the brain with a representation of the prediction values.
For example, the visualization can include a three dimen-
sional (3D) representation of the brain. Prediction values
for one or more regions of the brain can be represented
as a heat map overlaid on the representation of the brain,
a numerical output, region identification, or other such

representations. In some implementations, the visualiza-
tion can include a list of regions that are candidates for
treatment based on the prediction values.
[0034] In an aspect, the system receives additional da-
ta related to treatment of the patient and updates the
visualization. The treatment of the patient can include a
surgical operation on the brain (including a surgical re-
moval of the region), administration of a drug to the pa-
tient, application of a therapy, or some other such treat-
ment. For example, the backend server can request an
anonymized electroencephalogram 170, data from im-
aging devices 180 such as a magnetic resonance image
(MRI), and input data from the standalone application
200, such as data received through a user interface (e.g.,
interface 1000 of FIG. 10) of the client standalone appli-
cation 200 . Each of these components are subsequently
described in further detail. When the additional data are
received, the data processing system 300 can generate
updated prediction values for the one or more regions of
the brain and subsequently update the visualization.
[0035] The application 200 also receives data indicat-
ing the location of the electrical stimulation for a given
trial. The location is associated with the behavioral con-
sequence of that stimulation. Generally, the location of
stimulation is provided by, in the instance of intraopera-
tive use, connectivity/interactions with cranial navigation
systems already present in all operating rooms. Gener-
ally, the location of stimulation is provided by, in the in-
stance of bedside testing of epileptic patients implanted
electrodes, prior imaging that has been processed (CT
and/or MRI).
[0036] In an aspect, the data processing system 300
is configured to send updates about the visualization dur-
ing the treatment (e.g., surgery, bedside cognitive map-
ping, drug therapy, radiation treatment, laser ablation,
etc.) of the patient to the client standalone application
200. The data processing system 300 updates the pre-
diction values mapped to the regions of the brain in re-
sponse to receiving additional data (such as operative
data) about one or more regions of the brain. For exam-
ple, during a surgical operation on the brain of the patient,
the application 200 receives sensor data from sensors
such as one or more cameras 140, one or more micro-
phones 150, one or more electrical stimulators 160, and
so forth. As sensor data are received (after being ano-
nymized and uploaded into the Data Consortium 130),
the backend server application 3 00 transforms received
data in to feature data and executes the model(s) on the
feature data. The set of models applied to the new data
is based on previously trained models that have been
developed, evaluated and tested by a group of experts
in neuroscience. This group of experts includes research-
ers, analysts, neurosurgeons, psychologists, psychom-
etrists, neuroscientists, and other experts in the field. The
data processing system 300 updates the prediction val-
ues for the effects of the treatment on the region of the
brain of the patient using the outputs of the models from
the operative feature data based on data received from
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the application 200. For example, during a surgical op-
eration, a surgeon might stimulate regions of the brain
of the patient using the stimulator 160 and record a pa-
tient response. The response may indicate a function of
that region. For example, the response might indicate
that the region of the patient’s brain is a core language
region. The response data received from the patient (e.g.,
speech data) is transformed in to feature data (along with
the corresponding set of data from other data sources)
that are input into a model to update the prediction value
for that region. For a surgical operation, the prediction
value can be an estimation of a deficit of the patient in
response to removal of that region of the brain. How the
data from the sensors are acquired by the client applica-
tion 200 is described in further detail with respect to FIG.
2. In addition, how the data is processed by the backend
server 300 is described in further detail with respect to
FIG. 3.
[0037] In some implementations, the environment 100
includes a surgical environment, such as an operating
room. In some implementations, the environment 100
includes an operating room and one or more other loca-
tions remote from the operating room, such as different
rooms in a treatment center, hospital, research labora-
tory, private company, and so forth. In some implemen-
tations, the environment is a patient’s hospital room, or
an outpatient testing facility. In some implementations,
the system, including the application 200 and client de-
vice 110, has a small footprint that is suitable for an op-
erating environment. The system is also suitable for real-
time adaptation to changing ergonomics of a patient as
an operation proceeds, or as patient positioning in a bed
changes. Details as to the physical configuration of the
hardware elements of the system are described in rela-
tion to FIG. 9.
[0038] The client application 200 is configured to com-
municate with a backend server over the WAN network
120. Generally, the client device 110 comprises a com-
puting device that is configured to receive input (e.g.,
through a user interface) from a user for interacting with
the application 200. In some implementations, the client
device 110 and the data processing system 300 are sep-
arate computing systems (e.g., a client-server system or
cloud-based system). In some implementations, the cli-
ent device 110, the client application 200 and the data
processing system 300 can be incorporated in a single
computing system.
[0039] The client application 200 can function as a
front-end device for accessing the backend server appli-
cation 3 00 in a client-server relationship. For example,
a medical service provider (or other user) can access the
backend application 300 through the user interface of the
client application 200 during treatment (e.g., a surgical
operation). In some implementations, the client applica-
tion 200 can be installed for execution on the client device
110 that is configured to interface with data processing
system 300 and/or the data storage 130. In some imple-
mentations, the client device 110 can access a web portal

that allows the user to enter login credentials for access-
ing the client application 200 or the data store 130. The
client application 200 is configured to send data to the
data storage 130 when new files are available, such as
when a notification/messaging module indicates that lo-
cal files are waiting for transmission to the data storage
130, or there are updated predictive values, test materi-
als, software updates, or test protocol changes that need
to be returned to the client application 200.
[0040] The system includes a data storage 130 that is
accessible by the other devices (such as the client device
110 and the application 200) over the WAN network 120.
The data storage 130 is configured to store data that are
used for generating the visualization of the brain of the
patient or for training and testing models based on prior
patients studied and used to generate the visualization
of predictive analytics. Each patient is assigned a profile
that is stored in the data storage 130. The profile can be
indexed to a unique patient identifier. The profile can in-
clude the data (e.g., sensor data) measured from the
patient. As additional sensor data are measured for the
patient (e.g., additional MRI or cognitive tests are per-
formed, etc.), the patient’s profile data are updated and
can be expanded as needed, which makes the storage
system flexible enough to adapt to different conditions
based on the patient’s data availability. The application
200 can then update the visualization for the patient re-
ceiving the outcomes coming from the backend server
300 models applied to the additional sensor data. The
models can be continually trained or updated by data
received from the patient, as well as from other patients
(in the past, or contemporaneously at other sites). In
some implementations, the models can be updated using
data received for other patients. In other implementa-
tions, the models are based on data corpus from a spe-
cific patient. The models are described in further detail
with respect to FIGS. 6-8. In some implementations, the
data storage 130 is configured to store data uploaded
"as-is," in the respective format. However, the data stor-
age 130 can be configured to store data in different ways
depending on the format of the data. For example, media
files can be stored in a hierarchical file system, while MRI
data are stored in a brain imaging data structure (BIDS)
format. In some implementations, the data storage 130
includes a non-relational database for fast query and re-
al-time analytics. In some implementations, the data stor-
age 130 is a cloud-based data storage.
[0041] The data storage 130 is configured to store data
related to many patients to provide a library of data that
is accessible by the application 200 and the client device
110 through a web browser application. For example, the
data storage 130 can store pre-operative data from dif-
ferent medical service providers or other sources of data.
In some implementations, the data storage 130 is a back-
end data storage, and forms a server-client relationship
with the application 200 and/or backend application serv-
er 300. In some implementations, the data storage 130
is configured to interface with many instances of the sys-
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tem including the client application 200 and store data in
a common location. Generally, an anonymization module
anonymizes patient data stored at the data storage 130
if the data are to be accessible by systems other than
those related to the patient. For example, if patient data
are used to train a model, the data are first anonymized
prior to storage in the data storage 130. The communi-
cation between the data storage 130 and other devices
of the system are conducted using secure, encrypted pro-
tocols. In this way, the data storage 130 forms a data
consortium that is a common resource for generating vis-
ualizations for a plurality of patients by a plurality of in-
stances of the client application 200.
[0042] The data storage 130 is optimized for fast re-
trieval of data so that the application 200 is able to update
the visualization of the brain of the patient in real-time
during treatment. In some implementations, the data stor-
age 130 can be configured to deliver all data needed for
generation of the visualization for local storage by the
application 200 prior to the treatment. In some implemen-
tations, the data storage 130 can continually provide data
to the backend application 300 upon request during the
treatment of the patient.
[0043] FIG. 2 is a block diagram of an example appli-
cation 200 configured to output a visual representation
of a brain of a patient. The application 200 is configured
to receive data from various data sources (e.g., data
streams) before, during, and/or after treatment of the pa-
tient. The application 200 is configured for receiving and
processing data continuously (or nearly continuously) as
data are received from the various data streams during
a test of the patient or during treatment of the patient.
For example, audio data 212 can be continuously record-
ed during a cognitive test of the patient, buffered by the
buffer 214 if needed, encoded/decoded, time stamped,
and stored in a data storage 206 or processed by a
processing module, such as a semantic interpretation
module 208 for speech recognition, a registration module
234 for MRI-brain registration, and so forth. In an aspect,
the application 200, along with the backend application
300, receives the data from the various data streams,
associates the data with a region of the brain of the patient
(or the entire brain of the patient), integrates/registers
temporally extended data with other temporally extended
data (e.g., video with audio, audio with electrocorticog-
raphy), processes the data using one or more models
(such as machine learning, deep learning or statistical
models), generates prediction values of an effect of treat-
ment on the associated region, and generates a visual-
ization based on the prediction values. The data streams
can be processed in parallel by various modules as
shown in FIG. 2. Where applicable, the data processing
processes can be pipelined.
[0044] Various example data streams are now de-
scribed. This list is illustrative rather than exhaustive- oth-
er data streams can be added to increase the accuracy
of the prediction values generated by the various models,
and displayed and integrated with the visualization or an-

other format. The application 200 can include an appli-
cation programming interface (API) configured to inter-
face with electronic medical records (EMR) to acquire
clinical notes and brain scans from EMR systems. The
application 200 is configured to provide a 3D integration
of multiple data streams, including: computerized axial
tomography (CAT) scan data; resting functional MRI (fM-
RI) data; task based functional MRI data using (for in-
stance) tasks such as speech production, speech com-
prehension, speech repetition, reading, picture naming,
motor tasks (move fingers, toes), or other paradigms
(music processing, arithmetic, visual processing, etc.),
user interface responses (button presses, eye move-
ments, kinematic profiles of reaching actions, etc.), dif-
fusion tensor imaging (DTI); diffusion spectrum imaging
(DSI); tumor/standing lesion location data (e.g., in the
format of a mask); transcranial magnetic stimulation
(TMS) points and associated behavioral effects; angiog-
raphy of brain vasculature; magnetoencephalography
(MEG) data; electrocorticography (ECoG) data; electrical
stimulation mapping coordinates streamed from a cranial
navigation system and associated behavioral responses;
electrode location data for any electrical stimulation map-
ping (e.g., as in stereo EEG, grids or strips for recording
from and stimulating the brain); skull shape ; cortical
thickness maps; anatomical atlases in various stereotac-
tic spaces; Montreal Neurological Institute (MNI) brain
space coordinates; Talairach space coordinates; native
space coordinates; all relevant transformation matrices
among different spaces, and any combination thereof.
[0045] In addition to the data streams previously de-
scribed, the application 200 can be interfaced with other
sensors for measuring physiological data about the pa-
tient. The application 200 can accept as input continuous
data (as from an EyeTracker, physiological monitoring
of heart rate/respiration during functional MRI, surgery,
or bedside testing or kinematic motion capture systems
for the hand/arm/body). The application 200 can include
an accelerometer based response time. In this case, an
accelerometer is gently attached to the surface of a pa-
tient’s neck to detect speech onsets in noisy environ-
ments where microphones may fail. The application 200
can also include electromyographic recordings of the
neck, throat, hand, fingers (etc.).
[0046] The application 200 spatially registers data re-
ceived from the various data streams described previ-
ously to the corresponding regions of the patient’s brain,
aligning all data streams into a common space and for-
mat. In an aspect, the application 200 is configured to
export 3D map features as flat or scaled grey-scale or
color in Digital Imaging and Communications in Medicine
(DICOM) format or Neuroimaging Informatics Technolo-
gy Initiative (NIFTI) format for input to standard cranial
navigation systems used during surgery (e.g., BrainLab,
Stealth, Medtronic, Stryker, etc.) and for input to standard
MRI processing systems (e.g., MRICron, FreeSurfer,
etc.). In an aspect, during an operation, a stimulator can
be used to apply a stimulation to a region of the brain of
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the patient. Generally, the stimulation includes an elec-
trical stimulation (it could include a cooling device to cool,
temporarily, a sub region of the brain). The stimulator
position data 202 are recorded. The position data can
include neuronavigation data. The position data 202 can
be synchronized with activity shown by the brain of the
patient that is responsive to the stimulation (such as elec-
troencephalogram (EEG) data), and with the patient’s
behavioral responses and phenomenology as a function
of stimulation. A data transform module 204 receives the
position data 202 and stores the data for transformation
to a pre-operative space. The transformed data are sent
to the data storage 206. The data storage 206 can be
included in the data storage 130 data consortium, de-
scribed previously, and can be displayed in real time via
the data visualization dashboard present in the client ap-
plication 200.
[0047] An EEG encoder 224 can be used to receive
the EEG data. In parallel, the EEG data can be repre-
sented on a provider monitor 236 (e.g., a surgeon’s mon-
itor). The patient can be stimulated during one or more
cognitive tests (e.g., neuropsychological tests). The test
can be presented to the patient on a patient monitor 238.
[0048] An electrocorticography (ECoG) sensor can
provide ECoG data 220 during a treatment of the patient.
The ECoG data 220 are provided to a sensor data module
222 that reads the ECoG data and synchronizes to the
data synchronizer 230 for inclusion with other data
streams (video, audio, behavior, stimulation parameters,
etc.) to the data storage 206, as subsequently described.
[0049] During cognitive testing, a treatment, including
electrical stimulation paired with a cognitive task (or com-
bination thereof), the patient and/or medical service pro-
vider can be monitored with the cameras 140, micro-
phones 150, or both. Video data 210 and audio data are
recorded, and, if needed, buffered by an input buffer 214.
The buffer 214 can serve various purposes, such as syn-
chronizing data, storing data until a data processing proc-
ess is ready to receive the data, and so forth. The video
data 210 and/or the audio data 212 can be processed by
an audio/visual encoder/decoder 232 before being syn-
chronized by a data synchronizer 230. The audio data
212 and the video data 210 are processed by a stream
processor 228, which is configured to process the audio
data 212 and the video data 210 continuously or nearly
continuously. Additionally or alternatively, the audio data
212 and the video data 210 can be sent to one or more
processing modules for processing in trial level snippets,
and used in accordance with trained models. For exam-
ple, a semantic interpretation module 208 is configured
to extract semantic information from speech signals of
the audio data 212 or visual data from the video data
210. The semantic interpretation module 208 can include
a machine-learning module that is a pre-trained model
(trained based on patient data from the data storage 130).
To illustrate, this pre-trained model can be the product
of one or more of the machine-learning/deep learning
models that were trained by the corresponding backend

application module. In this case, the model training mod-
ule 314. In another example, the audio data 212 and the
visual data 210 can be sent to a registration module 234
configured to associate responses in the audio data 212
or the video data 210 with portions of an MRI image (e.g.,
with regions of the brain of the patient that were stimu-
lated or recorded from coincident with those video/audio
time points).
[0050] In an aspect, a continuous audio recording of
the patient is acquired throughout an entire testing ses-
sion. The test session can occur in an MRI scanner, in
an office prior to or after surgery, in a hospital bed prior
to or after surgery, in an operating room (during awake
surgery), or in another location. Similarly, a continuous
video recording can be performed with two or more cam-
eras. The provider interface 236 provides the medical
service provider with an ability to toggle between audio
and video (turn audio or video on/off independent of the
other streams), as described below. A photo-diode is at-
tached to the patient display monitor 238. The photo-
diode streams data to the sensor data module 222 and
to the data synchronizer 230, which is the module that
timestamps the onset stimuli (EEG 224 as an example).
This provides an objective measure of when in time the
stimulus was presented which is used to define trial onset
times, and for synchronization with any temporally ex-
tended data streams (e.g., video, audio, electrocorticog-
raphy) Based on those trial onset times, the continuous
audio/video streams are spliced into trial level data, which
can be indexed and stored in the data storage 206. For
example, the application 200 is configured to integrate
video data 210, audio data 212, and the stimulus data
from the provider monitor 238 into a single data stream
that is indexed by trial.
[0051] The application 200 can be configured to control
how stimulation is applied or presented to the patient.
For example, patient stimulation can include electrical
signals, as described previously. In another example, the
patient can be stimulated using presentation of data on
a patient monitor 236. The patient monitor can include a
screen. In some implementations, the patient monitor can
receive input data (e.g., a touch sensitive screen, as on
a tablet or touch sensitive monitor). Likewise, the provider
monitor 236 can be an interactive device, such as a tablet
computer. The stimulation presentation controller 226
can be used to synchronize presentation of a stimulus to
the patient with one or more other data streams.
[0052] A user interface 216 is configured to receive
input data from one or more of the patient or medical
service provider, such as a surgeon or test administrator.
In some implementations, the user interface 216 is in-
cluded in the client device 110.
[0053] The provider monitor/interface 236 provides
one or more controls that enable the provider to configure
a cognitive test for a patient, select or configure data
streams, and so forth. For example, the provider may
configure a test, and the test settings data 218 are sent
to the data synchronizer to synchronize the test and the
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data streams. The provider monitor/interface 236 can be
used by the provider to modify a score module (e.g., a
part of modules 208, 234, etc.) based on the response
obtained through the scoring module 242, in which the
provider can select multiple categories depending on the
type of the task. To illustrate, the categories can include:
correct, incorrect, and within incorrect, phonological er-
ror, semantic error, grammatical error, omission, and so
forth. The provider monitor/ interface 236 is described in
further detail with respect to FIG. 10.
[0054] The application 200 is configured to assist a
medical service provider in designing and conducting one
or more cognitive tests of a patient prior to treatment,
during treatment, after treatment, or any combination
thereof. The devices and modules of FIG. 2 are config-
ured to collect data from various data streams, process
the data streams, and generate a visualization in real-
time or near real-time. The updated visualization can as-
sist the medical service provider with the treatment of the
patient or influence how the cognitive test is performed
on the patient.
[0055] When designing a new experiment, the user can
define, through the provider monitor/interface 236, the
number of factors and levels of each factor for the exper-
imental design. The user can select experimental mate-
rials of their own choosing for the experiment. For exam-
ple, a provider interface can allow the provider to drag
and drop data representing stimuli (e.g., pictures, .wav
files) into cells of an experimental design. Additional input
parameters specify response types for the patient, such
as vocal/microphone responses, manual/button box se-
lection, written/Wacom pad input, eye movements/eye
tracking, and so forth. The provider can set the duration
of each auditory or visual stimulus, the number of repe-
titions of each stimulus, the time between stimuli and the
overall duration of the experiment, and so forth. As an-
other example, the provider can use the client application
200 to design a pseudo-random or truly random order of
stimulation presentation for the experiment.
[0056] In an aspect, the data storage 206 can store a
library of neuropsychological test configurations. A pro-
vider can select a test configuration, and the application
200 configures data acquisition from the sensors as
needed based on the selected neuropsychological test.
In some implementations, the library can be updated with
customizable tests that are privately available to a pro-
vider or globally available from the data consortium 130
through the backend server 300. The application 200 can
periodically update the library of tests with available tests
from the data consortium 130 through the messaging/no-
tification module 250. Users can modify available tests
to suit their needs.
[0057] The library of tests can include the following
tests, which represent a non-exhaustive list. In an exam-
ple, patients complete the following tests before a surgery
and at multiple time points after surgery (e.g., 1 month
after surgery, 6 months after surgery, and twelve months
after surgery). The tests can include, for example, a

measure spontaneous speech (e.g., cookie theft picture,
Cinderella story, etc.); category fluency test, in which ac-
tions, semantic categories, words starting with F, A, and
S are produced; word reading and repetition (e.g., nouns,
verbs, adjectives, nonwords, matched on length and fre-
quency); picture naming; auditory naming; sentence
completion; mid and high-level visual tests, such as the
Birmingham Object Recognition Battery (BORB ); audi-
tory minimal pair discrimination (e.g., "pa" vs. "da," "ga"
vs. "ta", and so forth); sentence picture matching includ-
ing reversible passives; color naming and Farnsworth
Munsell hue sorting; face recognition and memory tests,
such as the Cambridge face test; verbal learning tests,
such as the California verbal learning test; an IQ test such
as the Weshler IQ test. While these particular tests are
included for illustration, similar variations on these tests
and different combinations of these and similar tests are
possible.
[0058] In an aspect, a test protocol can be developed
and saved in the same manner as the cognitive test. A
test protocol includes a sequence of tests to perform on
a patient. The protocol can be associated with a particular
treatment, patient, class of patients, provider, medical
center, or be a stand-alone protocol. The protocol can
specify which tests to perform (and what sensor data to
gather) before, during, and after treatment of the patient
for providing mapping of functions to relevant regions of
the brain for that patient. For example, when a patient is
registered in the system, based on the entered informa-
tion about the location of a brain lesion, a series of neu-
ropsychological tests are suggested as a testing protocol.
The provider can adjust the protocol using either a web-
based platform or through the local software application
of the application 200. Changes to the protocol can be
made in real time, including during testing.
[0059] In some implementations, stimulus order for a
given experiment is determined prior to initiating the ex-
periment, based on provider input. The interface 23 6
then enables the provider the opportunity to change the
order of upcoming stimuli or to skip an upcoming stimulus
using a simple interface where upcoming trials are dis-
played and a drag and drop means for changing order
on the fly.
[0060] The application 200 includes a scoring module
242. The provider can score the performance (e.g., be-
havior) of the patient in real time at the trial level. The
provider can designate a response as correct, incorrect,
and if incorrect, the nature of the error as it was described
above. The real-time human-based scoring can be ac-
complished through the same interface 236 that is used
to run the application 200, and/or through a tablet. In
addition, the scoring module 242 includes an interface
that allows the scorer to review an integrated video of
the patient during testing, audio of the patient, and video
of what the patient saw on the stimulus monitor--indexed
by trial number, where trials have been pre-scored (in
real time).
[0061] In some implementations, scoring is performed
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using crowdsourcing techniques. For example, the ap-
plication 200 can include a platform for reaction/response
time and/or transcription scoring by human users. In an
example, when audio data 212 are generated that in-
clude, for instance, audio of the patient naming a picture
or reading a word, the data 212 are automatically sent
to an online platform associated with the application 200.
Networked users can score the data 212 for content (e.g.,
generate a transcription), measure the response time
and other temporal aspects (e.g., duration of articulation,
etc.), score responses, or perform other scoring opera-
tions. While some of these scoring operations can be
performed automatically, networked users can perform
validation of the scored data. In some implementations,
the provider can determine which networked users can
view the data (e.g., users associated with the provider,
etc.), how many networked users should validate the re-
sults, and what type of validation or scoring is requested.
The results of online scoring can be controlled by giving
networked users control data with known results. The
performance/reliability of a given networked user can be
based on responses to the control data. In this case, the
networked user does not know which data are standard
and which are genuine test results. The audio data 212
and the provider monitor data 326 can be connected to
the network 120 for crowdsourcing in this way by the
networked users.
[0062] The application 200 can show results of the test
on a cognitive dashboard of the interface 236. The cog-
nitive dashboard includes a user interface that plots (or
otherwise displays graphically) patient performance in
various domains (e.g., language, executive function, mo-
tor function, and so forth). The value obtained for each
domain can include a weighted summary statistic across
multiple tasks. The cognitive dashboard shows patient
performance over time and normalized to various com-
parison groups. The comparison groups can include oth-
er patients, healthy subjects of the same demographic
(age, gender, physical condition, etc.), and so forth.
[0063] The application 200 is configured for automatic
report generation. At the end of cognitive testing, the ap-
plication 200 automatically organizes the results of test-
ing. The application 200 can organize the results in sev-
eral ways. First, the application 200 can organize the
results into a chart that shows performance levels. Sec-
ond, the application 200 can organize the results using
a comparison to normative standards. The application
200 can write the performance levels into a text document
that is a template for a provider’s (e.g., the clinical neu-
ropsychologist’s) report. The report can be generated by
a reporting module 256.
[0064] The application 200 is configured for surgical
simulation. The application 200 is configured to generate
a 3D representation of the patient’s brain where parts of
the brain can be ’virtually’ resected/removed. The appli-
cation 200 is thus capable of allowing clinicians to sim-
ulate a given surgical plan. The application 200 gener-
ates expected post-operative cognitive outcomes based

on the models created and run by the backend application
server 300. For example, a projected cognitive dash-
board for a surgical plan is generated. To generate the
simulated outcomes, the various models of backend ap-
plication 300 generate the prediction values for the re-
gions of the brain as described previously.
[0065] The application 200 includes a surgical optimi-
zation module. The surgical optimization module allows
clinicians to identify a more optimal surgical plan from
the standpoint of optimizing the projected cognitive dash-
board present in 236.
[0066] The application 200 is configured to present the
predictive analytics obtained in the backend server 300.
Predictive models (for instance, machine learning, deep
learning and statistical based predictions) of cognitive
outcomes after treatment (e.g., surgery) are generated
by the server 300. The data streams collected for a pa-
tient (e.g., up to the point at which the prediction is made)
collectively form the features used for testing (with train-
ing of the algorithms based on prior completed datasets
from other patients that have been collected). This proc-
ess is described in further detail with respect to FIG. 4
and FIG. 5.
[0067] The application 200 is configured for real-time
remote monitoring. For example, an individual that is re-
mote from the patient can observe the patient being test-
ed and can communicate with the provider during testing.
For instance, a clinical neuropsychologist might monitor
the testing of multiple patients by multiple different psy-
chometricians in this manner. The application 200 can
be configured to allow a live chat between the provider
and the observer. The observer can be invited to syn-
chronize its dashboard with the provider’s dashboard
(e.g., by a dashboard synchronization module 260 con-
nected to the provider monitor 236) and communicate
with the provider using a live chat window within the sys-
tem. The chat feature allows both troubleshooting and
technical assistance as well as real-time remote moni-
toring, and can be executed by a chat module 258 con-
nected to the provider monitor 236. Thus, multiple pro-
viders using multiple instances of the application, such
as application 200a of FIG. 1 on another client device
110a) can participate in the same treatment or commu-
nicate during treatments of different patients.
[0068] In an aspect, additional surveys can be admin-
istered either with tablets (e.g., in clinic waiting room) or
via web interface (for home use)--results are automati-
cally integrated with a patient’s cognitive dashboard and
thus used for treatment simulations and modeling patient
outcomes. The application 200 also allows input of sur-
gical milestones (e.g., session notes, time of incision,
medications administered, electrical stimulation intensi-
ties, changes in patient ability over the session, and so
forth). The provider is able to record germane clinical
observations and have those observations stored togeth-
er with the other data in the patient profile. In some im-
plementations, electrode-based clinical notes can be en-
tered by the provider. For example, the application 200
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can be used with patients with implanted electrodes un-
dergoing seizure monitoring. The provider, using a data
integration tool, can select an electrode represented in
the user interface. A text input box appears, allowing the
user to take notes that are specific to each electrode.
The provider can document, for example, that when the
respective electrode is stimulated, the patient reports
tasting metal, hearing a musical note, seeing a flash of
light, or there are after-discharges.
[0069] The application 200 is configured to preserve
data entered into the system and ensure that the mapping
data are up to date when modeling patient outcomes with
the mapping data or prior to a treatment. For example,
checkpoints to send data and check workflow are used
by the application 200. Each time the application 200 is
initialized, and the host computer (e.g., the client device
110) is connected to the internet, there is an automatic
check to make sure all data of the patient profile are up
to date. For example, a check is performed in the data
storage 130 by searching the patient’s profile in the data
consortium. In addition, specific checkpoints are includ-
ed. For example, the application 200 can perform a check
at midnight on the day of the surgery to make sure that
data from each milestone in a patient’s care are uploaded
to the central repository of the data storage 130.
[0070] The application 200 is configured for ease of
use and interoperability with existing third party systems
and devices. For example, if the device is used to control
stimulus presentation during task-based functional MRI,
a user can select which software package will be used
for analysis (e.g., AFNI, FSL, Brain Voyager, SPM, etc.)
and the design matrices of timing of the experiment will
be outputted in the appropriate format. The application
200 is configured to accept joystick control of a camera
that is on a motorized articulating arm.
[0071] The application 200 can be calibrated prior to
accepting data streams. For example, test module 218
of the application 200 allows a provider to turn on an input
listening system to test, calibrate and adjust inputs (e.g.,
microphone settings, codes for buttons on a button box,
etc.).
[0072] The application 200 is configured to gather data
about a patient after treatment has occurred. For exam-
ple, if a surgical operation has been performed, the ap-
plication 200 is configured to integrate data representing
the resection into the 3D mapping data for the patient,
and update the visualization accordingly. The application
200 can generate a report at the end of surgery to send
to various members of the clinical team that predicts the
patient’s expected cognitive deficits (projected cognitive
dashboard). This can be compared to actual outcomes
measured from the patient over time. The feedback ob-
tained from this process can be integrated into the back-
end server testing/training modules in order to reduce
future discrepancies between predicted and observed
outcomes.
[0073] The application 200 also includes an upload
module 248 and a messaging module 250. The messag-

ing module 250 communicates with the backend server
300. The data send from the data storage 206 are ano-
nymized before uploading by the upload module 248
(e.g., by an anonymizing module 262). The upload mod-
ule 258 uploads the patient’s data to the data consortium
130.
[0074] FIG. 3 is a block diagram of the backend server
300 that is configured to output a visual representation
of the brain for rendering and displaying by the host de-
vice 110. The backend server 300 receives data from the
consortium 130 and data 302 from the messaging mod-
ule 250 of the application 200 described in relation to
FIG. 2. A query module 304 can request data from the
consortium 130 as needed for updating or generating
predictions for a patient in real time or near real time. The
query module 304 can also request the data 308 of other
patients for use in the predictive models of the data
processing system 300. The patient data 306 and other
patients’ data 308 are preprocessed by a preprocessing
module 400 as described in relation to FIG. 4. The pre-
processed data are then sent to a data analysis and trans-
formation module 500, described in relation to FIG. 5.
The data are used for developing and training models,
as described in relation to FIG. 6. The models are tested
and validated, as described in relation to FIG. 7. The data
processing system 300 generates a three dimensional
(3D) visualization module 318. The data 320 are sent to
the messaging module 250 of FIG. 2.
[0075] FIG. 4 is a block representation of the data-pre-
processing module 400 that is part of the backend server
300. The preprocessing module 400 includes sub-mod-
ules such as data cleaning 404, data standardization 406,
408, and 410, and an upsampling/downsampling module
412 for some records obtained from a frequency-related
data stream. Data standardization can include any func-
tions that normalize the data for later statistical analysis.
The data collected by the application 200, such as EEG
data 402a, the MRI data 402b, the ECoG data 402c, the
behavioral data 402d, and any other data collected are
sent to a data-cleaning module 404. The data-cleaning
module 404 removes noise from signals (if needed), per-
forms filtering and sub sectioning, and so forth to prepare
the data for standardization. Image data are standardized
in an image stereotactic space 406. The text records are
standardized in module 408. The behavioral records are
standardized in module 410. The frequency-based data
are upsampled or downsampled at module 412. These
standardized data are sent to an output 414 for further
preprocessing at module 500 of server 300.
[0076] The preprocessing procedure for medical im-
ages can be extensive, and depends on different varia-
bles such as the scope of the issue to be analyzed (stroke,
different types of tumor, for instance). As an example, in
general the pre-processing steps for functional MRI: slice
time correction, motion correction, physiological correc-
tion and removal of physiological noises, coregistration,
normalization, spatial filtering, temporal filtering, etc.
These steps are part of the standardization process 406.
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[0077] FIG. 5 is a block diagram that shows all the se-
quential steps followed by the different data-streams.
Each data-stream has its own set of characteristics that
are analyzed with the statistical analysis block to perform
later modifications. In the end, the data is split into training
and testing sets. The data from output 414 are received
at module 502, and sent to module 504 for statistical anal-
ysis, such as profiling the data. The data are normalized
at module 506, aggregated at module 508, reduced at
module 510, discretized at module 512, and split for test-
ing and training at module 514. The data amalgamation
516 is sent to develop and train the predictive models at
module 600.
[0078] FIG. 6 is a block diagram that shows all the steps
followed by the training models in a training module 600
of the data processing system 300. The data amalgama-
tion 516 is sent to different modules depending on the
data type. The training module 601 is a complex system
that can include machine learning, deep learning, and
statistical modelling. Therefore, the following is an exam-
ple of the possible implementations that the data can
traverse to generate a model to make the predictions
described above. To illustrate, the tabular data 602 are
sent to classical machine learning models 608, multime-
dia data 604, including video, audio, etc. are sent to deep
learning models 610, such as recurrent neural networks
or to a convolutional neural network. Text data 606 are
sent to other machine learning models 612 such as con-
volutional neural networks. After differentiated training,
the system will create a vector through the feature vec-
torization module 614. This module can potentially com-
bine different outcomes to create a set of features per
patient, per brain region. Next, the system will be capable
of using different Ensemble methods to take advantage
of the different data types obtained from previous stages.
In one implementation, the vectorized feature form can
be used in parallel with bagging, boosting, and stacking
ensemble methods to boost the prediction accuracy, and
sensitivity of the system. In another implementation, the
outputs obtained from the modules 608, 610, 612 can be
used in parallel with the ensemble methods (or some
variations) enlisted above.
[0079] FIG. 7 is a block diagram that shows the final
module of the backend-server 300. In this case, it takes
the testing data to validate the model created during the
training phase. Then, it creates a set of predictions based
on the regions of interest of the brain, and its correspond-
ing visualization that will be sent back to the client stan-
dalone application 200 to be displayed. The records 702
are received and sent to the training module 620. Testing
data 706 are generated. The testing data 706 form a pre-
diction 708, which are used to generate the visualization
data at the visualization module 710. FIG. 4 is a block
diagram showing an example model 400 for generating
the visual representation of FIGS. 1-3. The application
200 is configured to transform the data streams received
from the sensors and patient feedback from tests as pre-
viously described into feature data on which (for instance)

machine learning models can operate. The machine
learning models can be trained with data from the data
consortium. The models can include neural networks and
deep learning networks, support vector machines, deci-
sion trees, statistical models (e.g., regression models),
instance based or clustering models, and so forth.
[0080] The core predictions generated by the machine
learning algorithms concern patient performance on ref-
erence neuropsychological tests described above (e.g.,
sentence production, picture naming, and speech com-
prehension). The features in the machine learning anal-
ysis can be voxels (the smallest unit of spatial resolution
in MRI), and values at each voxel for the different data
streams that are acquired for each patient, and hosted
in the cloud. For example, a data stream could be trans-
formed into feature data as illustrated for fMRI data. fMRI
activity can be used as feature values, such as beta
weights, contrast weighted t values, etc. for a given cog-
nitive task (multiple dimensions within this data type
could correspond to the different fMRI experiments pa-
tients perform). The feature vector can include feature
values for functional connectivity, of the region in the
brain represented by a given voxel to core language cent-
ers. The feature vector can include a feature value cor-
responding to structural (white matter) connectivity from
a region of the brain represented by a given voxel to core
language centers. The feature vector can include feature
values corresponding to behavioral performance of the
patient during surgery when the region of the brain rep-
resented by the respective voxel is stimulated with direct
electrical stimulation mapping. And so on, for all of the
data streams. Importantly, features can also be created
by integrating data streams, or by computing a ratio of
values within a data stream (e.g., laterality indices com-
puted over functional MRI data).
[0081] There are global patient-specific variables that
are common to all regions of the brain and thus all voxels,
because they are at a global patient level, including 1)
demographic information (sex, education, and handed-
ness), 2) tumor type, and 3) pre-operative cognitive levels
on a range of tasks (as described above). The goal of
the modeling is to generate a prediction of future patient
cognitive ability based on the feature vector(s) for that
patient. The application 200 returns to the provider (e.g.,
surgeon) as feedback the spatial distribution throughout
the brain of that prediction, for instance as feature weights
associated with each voxel, represented as a map of the
brain combined (e.g., overlaid, enhanced, updated, etc.)
with prediction data. For example, projecting feature
weights onto the brain creates a map about the contri-
bution of each point in the brain to the prediction about
future behavior.
[0082] In an aspect, as described in relation to FIGS.
6-8, the data processing system 300 is configured to re-
ceive data from the client device 110 and the data storage
130, which can include tests results data. The data can
be converted to a format that can be transformed into
feature data, as described in relation to FIGS. 6-7. For
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example, speech data can be transformed into a string,
and the features of the string can be related to semantic
analysis (e.g., did the patient answer yes or no to ques-
tions, give the correct response, and so forth). An image
of the brain represented by a set of voxels is provided.
A particular region (e.g., a voxel or set of voxels) is se-
lected. The selected region and the test results data are
input into module 614. The module 614 generates a fea-
ture vector for the region representing the test results
data for that region. The vector is inputted into training
model 620. The model 620 generates prediction values
708 for various health outcomes. The prediction values
are used to generate a visualization at module 710 of the
brain showing predicted outcomes of treatment. In this
example, the visualization shows regions that can be re-
moved from the brain and regions that are not safe to
remove (safe from the standpoint of cognitive perform-
ance on reference neuropsychological tasks, reference
performance levels or general competencies). While a
simplified two-dimensional (2D) image is shown for illus-
trative purposes, the visualization is generally projected
onto a detailed, 3D rendering of the brain with millimeter
resolution and showing patient-specific gyrual and sub-
cortical anatomy.
[0083] FIG. 8 is a block diagram of the external hard-
ware box 800 that uses a real-time clock to timestamp
all the onset-offsets of the photodiode corresponding to
visual stimuli presented to the patient o n a screen or a
display. The stimulus onset/offset detector box 800 re-
ceives the photodiode signal 802 and uses a real-time
clock 804 to generate time-stamped data 808 using a
processing unit 806. The timestamp data 808 are asso-
ciated with the stimulation point and its corresponding
patient behavioral data. The timestamp data 808 are
stored locally in a module 810 until requested by the ap-
plication 200 and sent by module 812; the duration of the
local storage prior to being requested by application can
be at the trial, experiment or session level.
[0084] FIG. 9 is an example image of a hardware con-
figuration 900 of the computing environment of FIG. 1 for
an operating room. In some implementations, the system
is mobile and has a small footprint in what can be a crowd-
ed operating room. In some implementations, the system
is able to be repositioned in the changing environment
of the operating room, as well as compatible across dif-
ferent operating rooms. For example, the interface with
the patient (e.g., monitors , screens, microphones, video
camera) are adaptable in real time to the changing ergo-
nomics of the patient as the operation precedes, includ-
ing changes in the positioning of the operating table
throughout the surgery.
[0085] FIG. 10 is an example user interface 1000 for
the mapping visualization system of FIGS. 1-2. The in-
terface 1000 can be presented on the hardware interface
216 described previously. The interface 1000 includes
an image 1002 of the patient during the treatment or stim-
ulation. The interface 1000 includes audio/visual controls
1012 for the cameras and microphones of the system.

The interface includes testing data 1004 and test protocol
data 1006. Additional controls 1008 and 1010 can be
used to adjust the test or stimulation, including a joystick
or mouse-based control of an extendable arm on which
a camera is mounted that has a view of the patient’s brain
and the surgeon (in the operating room), or the entire
hospital room in the case of electrical stimulation map-
ping (in an inpatient setting), or the entire patient and
provider sitting at a desk (in an outpatient setting). All
aspects of the interface can be operated/monitored re-
motely from where the test is being performed.
[0086] FIG. 11 shows a flow diagram 1100 including
an example process for outputting a visual representation
of a brain of a patient by the mapping visualization system
of FIGS. 1-2. The system is configured to receive (1102)
sensor data representing a behavior of at least one region
of the brain of the patient. The system is configured to
retrieve (1104) mapping data that maps a prediction val-
ue to the at least one region of the brain, the prediction
value being indicative of an effect on a behavior of the
patient responsive to a treatment of the at least one re-
gion of the brain of the patient, the mapping data being
indexed to a patient identifier. The system is configured
to receive (1106), responsive to an application of a stim-
ulation to the at least one region of the brain, sensor data
representing behavior of at least one region of the brain.
The system is configured to execute (1108) a model that
updates, based on the sensor data, the prediction value
for the at least one region of the brain. The system is
configured to update (1110), responsive to executing the
model, the mapping data by including the updated pre-
diction value in the mapping data. The system is config-
ured to output (1112) a visual representation of the up-
dated mapping data comprising the updated prediction
value.
[0087] A particular test protocol and treatment regimen
can be configured as described here. At the pre-operative
stage, the provider sees the patient in clinic and orders
tests such as neuropsychological tests described above.
Data can be ordered to improve the map of the patient’s
brain, such as an MRI, fMRI, DTI, DSI, TMS, and CT
imaging. The provider then schedules the patient for test-
ing, reviews the protocol for selecting the neuropsycho-
logical tests, and suggests changes to the protocol if ap-
plicable. The provider then administers the chosen neu-
ropsychological tests. The provider can score testing re-
sults, interpret the scored testing results, and repeat
some tests if needed. Once all data are acquired from
tests and imaging, the provider can simulate patient out-
come for a given surgical approach. The provider need
not be a single individual, and can include one or more
medical service providers for the patient. For example,
the provider can include physical therapist, nurse, sur-
geon, doctor, and so forth.
[0088] In an example, a pre-operative path for epilepsy
is described. The provider develops a seizure onset hy-
pothesis using previously acquired imaging data, semi-
ology and neuropsychological data. The provider initiates
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a clinical conference #1 to discuss electrode implantation
to identify the epileptogenic onset zone. The provider col-
lects a high resolution anatomical MRI (which can also
be used for cranial navigation, including for electrode
placement in the first place). The provider may collect
functional MRI and/or other functional imaging modalities
(PET, MEG) at this point as well. The provider may use
extra-cranial stimulation devices to test hypotheses of
functional localization (e.g., TMS). The provider implants
the electrodes. The provider orders CT imaging to identify
electrode contact points. The software provider ano-
nymizes and face strips the data. The provider merges
CT and MRI imaging results. The provider merges DTI
and CT/MRI results. The provider merges fMRI with
CT/MRI/DTI imaging results.
[0089] The provider then creates a 3D mesh using the
application 200. The provider titrates patient off anti-ep-
ileptic medication. When the patient has seizures and it
is possible to positively identify the seizure onset zone,
then the patient may be put back on anti-epileptics. The
provider can perform electrical stimulation based map-
ping. The provider can initiate a clinical conference to
determine a resection plan, and determine whether the
surgery should be carried out awake or asleep. If the
surgery is to be awake, then tests must be selected for
use in the operating room; if the surgery will be asleep,
then the full resection plan must be in place prior to going
to the operating room.
[0090] For surgical operations, the provider identifies
dicoms to be used for cranial neuronavigation planning
(e.g., BrainLab). The provider merges DTI and MRI im-
aging. The provider merges fMRI with MRI/DTI imaging.
The provider creates 3D mesh through the application
200. The provider initiates a clinical conference to deter-
mine a resection path and determines an awake vs. an
asleep case.
[0091] At the intra-operative stage, the provider up-
loads a surgical plan to the cranial navigation system
(e.g., BrainLab). This plan consists of anatomical MRI’s
of the patient with various data streams overlaid (e.g.,
DSI, points of TMS, functional MRI, etc.). The provider
retrieves an MRI in BrainLab and uses a registration star
to calibrate the location of the electrical stimulator in the
surgical field, to be able to stream coordinates of stimu-
lation. The provider sets up the cart in the operating room,
including the patient monitor, EEG, BrainLab, cameras,
audio check, registers the bi-polar stimulator, registers
intra-operative electrodes; during and after the case, the
provider confirms all data are present before leaving the
operating room. The provider sends the data to the con-
sortium. The patient stays as an inpatient and receives
bedside neuropsychological testing. The provider sched-
ules a post-operative visit before the patient leaves the
hospital.
[0092] At the post-operative stage, the provider sees
the patient in the neurosurgery clinic, and ensures that
the patient repeats neuropsychological tests at multiple
time points postoperatively. The provider initiates a con-

ference to discuss how the case went. In some imple-
mentations, a standing clinical appointment every 6-12
months is scheduled. Neuropsychological and imaging
data collected during these post-operative visits is sent
back to the data consortium and the patient’s cognitive
dashboard.
[0093] A specific example of an implementation of us-
ing the system including the application 200 is now de-
scribed. The provider runs all intraoperative cognitive
testing on the system including the application 200. The
provider sets up an audio system such that a directional
microphone that is trained on the patient’s mouth feeds
through a splitter. Generally, one channel coming out of
the splitter goes through an amplifier and directly to a
speaker. This allows surgeons and researchers to hear
the patient’s responses against the background noise of
the operating room with zero perceptible delay (i.e., elim-
inating ’echo’ effects). Generally, the second channel
from the splitter goes to the PC on the mobile cart, where
it is time-stamped, recorded and stored (these files are
used for offline analysis). The system also has a separate
(stand-alone) audio system that consists of a second di-
rectional microphone also trained on the patient, a direc-
tional microphone trained on the surgeons, and a ’noise’
microphone in a corner of the operating room to sample
room tone for subtraction from the main audio files. Those
three audio channels feed to a MIDI, and to a second
computer that records each channel separately. This
second audio system provides redundancy should the
primary system fail; all verbal responses of the patient
will be available for offline analysis.
[0094] The provider attaches a commercially available
ether screen L-bracket to the operating room (OR) table
using an OR table clamp. The provider attaches articu-
lating arms (e.g., Manfrotto 244 Variable Friction Magic
Arms) to the ether screen L-bracket, and those articulat-
ing arms support the patient monitor, directional micro-
phones, video camera trained on the patient’s face, and
an auxiliary monitor to allow a research team member or
operating room nurse to see what the patient sees while
interacting with the patient.
[0095] The provider runs all necessary cables for the
screens, microphones, and camera along the arm. Gen-
erally, none of this equipment needs to be sterilized as
it is (only ever) on the non-sterile side of the field. This
manner of supporting stimulus presentation and re-
sponse recording equipment provides maximal flexibility
to take into account the differing ergonomics of cognitive
testing according to patient positioning which varies case
by case, yet provides a reliable and stable platform on
which to attach equipment. Because all monitors, micro-
phones and cameras are attached to the OR table via
single device (either screen L-bracket), adjustments to
the positioning of the table during the case do not affect
the testing setup. For patient safety, the entire setup for
cognitive testing can be broken down quickly during the
case should an emergent situation present that man-
dates full and unobstructed access to the patient (e.g.,
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to the patient’s airway).
[0096] The provider configures the system for i) pre-
senting stimuli (visual, auditory) to patients and recording
patient responses (verbal, button response, video), ii)
temporally registering all experimentally-relevant events
and measures (stimulus on, ECoG, contact with brain of
direct electrical stimulator probe, patient responses); and
iii) communication with cranial navigation systems to ob-
tain the 3 dimensional coordinate for each application of
direct electrical stimulation. The system allows on-line
re-calibration of experimental variables such as stimulus
duration, interstimulus-intervals, randomization, number
of repetitions or blocks of stimuli, and control of the patient
video and audio channels. The system streams the pa-
tient video camera, the online ECoG data, and the stim-
ulus that the patient is currently seeing/hearing to a desk-
top display, which is also mirrored on a large monitor that
is in the line of sight of the surgeon.
[0097] The provider attaches a photodiode to the pa-
tient monitor and feeds into an open channel on the ECoG
amplifier. This provides a temporal sync between pres-
entation of each stimulus and ECoG for offline analysis.
[0098] The provider uses cranial navigation hardware
and software (e.g., BrainLab Inc., Munich, Germany) for
intra-operative cranial navigation based on pre-operative
MRI. This is an optical system consisting of a set of cam-
eras that view the operating field and register the patient’s
head via a fixed registration star that is affixed to the
operating table. Specifically, after the patient is set in the
head-holder, but before draping, the provider uses the
facial physiognomy of the patient to register the patient’s
head to the preoperative MRI. This allows pre-operative
MRI (functional and structural) to be brought into direct
alignment with the patient’s brain on the operating table.
[0099] The provider attaches a second (much smaller)
registration star to the bipolar stimulator and uses it to
register the stimulator’s length and position in the field.
This enables the research team to acquire the precise
location of each point of stimulation as well as the margins
of the resection, relative to pre-operative MRI. As noted
above, the system can be connected with the cranial nav-
igation system (e.g., BrainLab, connection via IGT link)
to allow for real time streaming (and time stamping) of
the coordinates of direct electrical stimulation mapping.
[0100] Some implementations of subject matter and
operations described in this specification can be imple-
mented in digital electronic circuitry, or in computer soft-
ware, firmware, or hardware, including the structures dis-
closed in this specification and their structural equiva-
lents, or in combinations of one or more of them. For
example, in some implementations, the client device, the
application 200, and their modules and sub-devices, can
be implemented using digital electronic circuitry, or in
computer software, firmware, or hardware, or in combi-
nations of one or more of them. In another example, the
process 1100 can be implemented using digital electronic
circuitry, or in computer software, firmware, or hardware,
or in combinations of one or more of them.

[0101] Some implementations described in this spec-
ification (e.g., modules of 200) can be implemented as
one or more groups or modules of digital electronic cir-
cuitry, computer software, firmware, or hardware, or in
combinations of one or more of them. Although different
modules can be used, each module need not be distinct,
and multiple modules can be implemented on the same
digital electronic circuitry, computer software, firmware,
or hardware, or combination thereof.
[0102] Some implementations described in this spec-
ification can be implemented as one or more computer
programs, i.e., one or more modules of computer pro-
gram instructions, encoded on computer storage medi-
um for execution by, or to control the operation of, data
processing apparatus. A computer storage medium can
be, or can be included in, a computer-readable storage
device, a computer-readable storage substrate, a ran-
dom or serial access memory array or device, or a com-
bination of one or more of them. Moreover, while a com-
puter storage medium is not a propagated signal, a com-
puter storage medium can be a source or destination of
computer program instructions encoded in an artificially
generated propagated signal. The computer storage me-
dium can also be, or be included in, one or more separate
physical components or media (e.g., multiple CDs, disks,
or other storage devices).
[0103] The term "data processing apparatus" encom-
passes all kinds of apparatus, devices, and machines for
processing data, including by way of example a program-
mable processor, a computer, a system on a chip, or
multiple ones, or combinations, of the foregoing. In some
implementations, one or more of the modules described
above can each comprise a data processing apparatus
as described herein. The apparatus can include special
purpose logic circuitry, e.g., an FPGA (field programma-
ble gate array) or an ASIC (application specific integrated
circuit). The apparatus can also include, in addition to
hardware, code that creates an execution environment
for the computer program in question, e.g., code that con-
stitutes processor firmware, a protocol stack, a database
management system, an operating system, a cross-plat-
form runtime environment, a virtual machine, or a com-
bination of one or more of them. The apparatus and ex-
ecution environment can realize various different com-
puting model infrastructures, such as web services, dis-
tributed computing and grid computing infrastructures.
[0104] A computer program (also known as a program,
software, software application, script, or code) can be
written in any form of programming language, including
compiled or interpreted languages, declarative or proce-
dural languages. A computer program may, but need not,
correspond to a file in a file system. A program can be
stored in a portion of a file that holds other programs or
data (e.g., one or more scripts stored in a markup lan-
guage document), in a single file dedicated to the pro-
gram in question, or in multiple coordinated files (e.g.,
files that store one or more modules, sub programs, or
portions of code). A computer program can be deployed

29 30 



EP 4 335 489 A2

18

5

10

15

20

25

30

35

40

45

50

55

for execution on one computer or on multiple computers
that are located at one site or distributed across multiple
sites and interconnected by a communication network.
[0105] Some of the processes and logic flows de-
scribed in this specification can be performed by one or
more programmable processors executing one or more
computer programs to perform actions by operating on
input data and generating output. The processes and log-
ic flows can also be performed by, and apparatus can be
implemented as, special purpose logic circuitry, e.g., an
FPGA (field programmable gate array) or an ASIC (ap-
plication specific integrated circuit).
[0106] Processors suitable for the execution of a com-
puter program include, by way of example, both general
and special purpose microprocessors, and processors
of any kind of digital computer. Generally, a processor
will receive instructions and data from a read only mem-
ory or a random access memory or both. A computer
includes a processor for performing actions in accord-
ance with instructions and one or more memory devices
for storing instructions and data. A computer may also
include, or be operatively coupled to receive data from
or transfer data to, or both, one or more mass storage
devices for storing data, e.g., magnetic, magneto optical
disks, or optical disks. However, a computer need not
have such devices. Devices suitable for storing computer
program instructions and data include all forms of non-
volatile memory, media and memory devices, including
by way of example semiconductor memory devices (e.g.,
EPROM, EEPROM, flash memory devices, and others),
magnetic disks (e.g., internal hard disks, removable
disks, and others), magneto optical disks, and CD-ROM
and DVD-ROM disks. The processor and the memory
can be supplemented by, or incorporated in, special pur-
pose logic circuitry.
[0107] To provide for interaction with a user, operations
can be implemented on a computer having a display de-
vice (e.g., a monitor, or another type of display device)
for displaying information to the user and a keyboard and
a pointing device (e.g., a mouse, a trackball, a tablet, a
touch sensitive screen, or another type of pointing de-
vice) by which the user can provide input to the computer.
Other kinds of devices can be used to provide for inter-
action with a user as well; for example, feedback provided
to the user can be any form of sensory feedback, e.g.,
visual feedback, auditory feedback, or tactile feedback;
and input from the user can be received in any form,
including acoustic, speech, or tactile input. In addition, a
computer can interact with a user by sending documents
to and receiving documents from a device that is used
by the user; for example, by sending web pages to a web
browser on a user’s client device in response to requests
received from the web browser.
[0108] A computer system may include a single com-
puting device, or multiple computers that operate in prox-
imity or generally remote from each other and typically
interact through a communication network. Examples of
communication networks include a local area network

("LAN") and a wide area network ("WAN"), an inter-net-
work (e.g., the Internet), a network comprising a satellite
link, and peer-to-peer networks (e.g., ad hoc peer-to-peer
networks). A relationship of client and server may arise
by virtue of computer programs running on the respective
computers and having a client-server relationship to each
other.
[0109] FIG. 12 shows an example computer system
1200 that includes a processor 1210, a memory 1220, a
storage device 1230 and an input/output device 1240.
Each of the components 1210, 1220, 1230 and 1240 can
be interconnected, for example, by a system bus 1250.
The processor 1210 is capable of processing instructions
for execution within the system 1200. In some implemen-
tations, the processor 1210 is a single-threaded proces-
sor, a multi-threaded processor, or another type of proc-
essor. The processor 1210 is capable of processing in-
structions stored in the memory 1220 or on the storage
device 1230. The memory 1220 and the storage device
1230 can store information within the system 1200.
[0110] The input/output device 1240 provides in-
put/output operations for the system 1200. In some im-
plementations, the input/output device 1240 can include
one or more of a network interface device, e.g., an Eth-
ernet card, a serial communication device, e.g., an RS-
232 port, and/or a wireless interface device, e.g., an
802.11 card, a 3G wireless modem, a 4G wireless mo-
dem, a 5G wireless modem, etc. In some implementa-
tions, the input/output device can include driver devices
configured to receive input data and send output data to
other input/output devices, e.g., keyboard, printer and
display devices 1260. In some implementations, mobile
computing devices, mobile communication devices, and
other devices can be used.
[0111] While this specification contains many details,
these should not be construed as limitations on the scope
of what may be claimed, but rather as descriptions of
features specific to particular examples. Certain features
that are described in this specification in the context of
separate implementations can also be combined. Con-
versely, various features that are described in the context
of a single implementation can also be implemented in
multiple embodiments separately or in any suitable sub-
combination.
[0112] A number of embodiments have been de-
scribed. Nevertheless, it will be understood that various
modifications may be made without departing from the
spirit and scope of the data processing system described
herein. Accordingly, other embodiments are within the
scope of the following claims.

EMBODIMENTS:

[0113] Although the present invention is defined in the
claims, it should be understood that the present invention
can also (alternatively) be defined in accordance with the
following embodiments:
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1. A system for outputting a visual representation of
a brain of a patient, the system comprising:

at least one sensor configured to generate sen-
sor data representing a behavior of at least one
region of the brain of the patient;
a data storage storing mapping data that maps
a prediction value to the at least one region of
the brain, the prediction value being indicative
of an effect on a behavior of the patient respon-
sive to a treatment of the at least one region of
the brain of the patient, the mapping data being
indexed to a patient identifier; and
at least one processing device configured to re-
ceive the sensor data from the at least one sen-
sor, the at least one processing device config-
ured to perform operations comprising:

retrieving the mapping data indexed to the
patient identifier;
receiving, responsive to an application of a
stimulation to the at least one region of the
brain, sensor data representing behavior of
at least one region of the brain;
executing a model that updates, based on
the sensor data, the prediction value for the
at least one region of the brain;
updating, responsive to executing the mod-
el, the mapping data by including the updat-
ed prediction value in the mapping data; and
outputting, a visual representation of the up-
dated mapping data comprising the updat-
ed prediction value.

2. The system of embodiment 1, wherein the map-
ping data comprise, for each region of the brain in-
cluding the at least one region, a feature vector rep-
resenting at least one feature having a value, the
updated prediction value being a function of the val-
ue of the at least one feature.

3. The system of embodiment 2, wherein the feature
vector represents a plurality of features each having
a value, and wherein the updated prediction value
is a function of each value of the plurality of features.

4. The system of embodiment 2, wherein the updated
prediction value is a function of one or more first val-
ues of respective features represented by a first fea-
ture vector of a first region comprising the region and
one or more second values of respective features
represented by a second feature vector of a second
region neighboring the first region.

5. The system of embodiment 2, wherein the at least
one feature represents functional magnetic reso-
nance imaging (fMRI) activity of the brain.

6. The system of embodiment 2, wherein the at least
one feature represents a functional connectivity of
the region of the brain to a core language center of
the brain.

7. The system of embodiment 2, wherein the at least
one feature represents structural connectivity of the
region of the brain to a core language center of the
brain.

8. The system of embodiment 2, wherein the at least
one feature represents a behavioral performance of
the patient when the region of the brain is stimulated
with direct electrical stimulation mapping.

9. The system of embodiment 2, wherein the at least
one feature is common to all regions of the brain of
the patient, and wherein the at least one feature rep-
resents one of a patient demographic, a tumor type,
a pre-operative level of a cognitive task, or a combi-
nation thereof.

10. The system of embodiment 1, wherein the sensor
data comprises one or more of audio data, electro-
encephalogram (EEG) data, video data, or a combi-
nation thereof.

11. The system of embodiment 10, wherein the audio
data comprises speech data from the patient, speech
data from a medical service provider, or a combina-
tion thereof.

12. The system of embodiment 10, wherein the video
data comprises at least two video streams recorded
simultaneously.

13. The system of embodiment 1, wherein the model
is configured to allow the at least one processing
device to execute the model and to update the map-
ping data in real-time during a surgical operation
based on the sensor data received during the surgi-
cal operation.

14. The system of embodiment 1, wherein the at least
one region of the brain corresponds to a voxel of a
magnetic resonance imaging (MRI) image.

15. The system of embodiment 1, wherein the visual
representation comprises a three dimensional image
of the brain of the patient comprising an indication
of at least one target region of the brain for removal.

16. The system of embodiment 1, further comprising
retrieving pre-operative data associated with the pa-
tient identifier, the pre-operative data representing a
state of the brain of the patient for the at least one
region prior to a treatment, wherein executing the
model is based on the pre-operative data.
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17. The system of embodiment 16, wherein the pre-
operative data comprises a vasculature model of the
brain, and wherein executing the model comprises
updating the prediction value responsive to receiving
sensor data for updating the vasculature model of
the brain.

18. The system of embodiment 1, wherein the effect
on the behavior of the patient responsive to the treat-
ment of the at least one region of the brain comprises
an estimation of an activity deficit after the treatment
for that region of the brain.

19. The system of embodiment 1, wherein the visual
representation is configured for transmission to a re-
mote medical service provider during a surgical op-
eration.

20. The system of embodiment 1, wherein the treat-
ment comprises surgical removal of the at least one
region of the brain.

21. The system of embodiment 1, wherein the appli-
cation of the stimulation to the region of the brain
comprises administration of a drug to the patient,
application of an electrical signal to the patient, or a
combination thereof.

22. A method for outputting a visual representation
of a brain of a patient, the method comprising:

receiving sensor data representing a behavior
of at least one region of the brain of the patient;
retrieving mapping data that maps a prediction
value to the at least one region of the brain, the
prediction value being indicative of an effect on
a behavior of the patient responsive to a treat-
ment of the at least one region of the brain of
the patient, the mapping data being indexed to
a patient identifier;
receiving, responsive to an application of a stim-
ulation to the at least one region of the brain,
sensor data representing behavior of at least
one region of the brain;
executing a model that updates, based on the
sensor data, the prediction value for the at least
one region of the brain;
updating, responsive to executing the model,
the mapping data by including the updated pre-
diction value in the mapping data; and
outputting, a visual representation of the updat-
ed mapping data comprising the updated pre-
diction value.

23. One or more non-transitory computer readable
media storing instructions that, when executed by
one or more processing devices, are configured to
cause the one or more processing devices to perform

operations including:

receiving sensor data representing a behavior
of at least one region of the brain of the patient;
retrieving mapping data that maps a prediction
value to the at least one region of the brain, the
prediction value being indicative of an effect on
a behavior of the patient responsive to a treat-
ment of the at least one region of the brain of
the patient, the mapping data being indexed to
a patient identifier;
receiving, responsive to an application of a stim-
ulation to the at least one region of the brain,
sensor data representing behavior of at least
one region of the brain;
executing a model that updates, based on the
sensor data, the prediction value for the at least
one region of the brain;
updating, responsive to executing the model,
the mapping data by including the updated pre-
diction value in the mapping data; and
outputting, a visual representation of the updat-
ed mapping data comprising the updated pre-
diction value.

Claims

1. A computer-implemented method performed at a
computing device, the method comprising:

obtaining raw data, the raw data representing
patient’s interactions with a suite of tests, where-
in the tests are being configured to measure dif-
ferent abilities relevant to identify activation of
different regions of a brain of a patient;
transforming the raw data into a structured da-
taset that enables predictive analytics by one or
more models;
generating by the one or more models a predic-
tion value of an effect of a treatment on a region
of a brain of a first patient; and
generating a visual representation of the brain
of the first patient using prediction values for dif-
ferent regions of the brain of the first patient.

2. The method of claim 1, wherein different regions of
the brain of the patient are mapped to support differ-
ent functions including sensory, cognitive, and motor
functions.

3. The method of claim 1, comprising:
sending the prediction values to a client standalone
application through a network.

4. The method of any one of the preceding claims,
wherein the visualization indicates i) regions of the
brain of the patient that could potentially be removed
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during a surgical operation or that are safe for re-
moval during a surgical operation and ii) regions of
the brain of the patient that are not safe to be re-
moved, wherein a determination for removal of a re-
gion of the brain is made when the prediction value
satisfies a threshold, wherein a region is determined
to be safe for removal from the standpoint of cogni-
tive performance on reference neuropsychological
tasks, reference performance levels or general com-
petencies.

5. The method of any one of the preceding claims,
wherein the prediction value indicates a likelihood
that there are adverse effects to a patient’s function-
ality for a behavior or combination of behaviors in
response to the treatment.

6. The method of claim 5, wherein the behavior or the
combination of behaviors include at least one of
speech behavior or motor behavior.

7. The method of any one of the preceding claims,
wherein the one or more models include models se-
lected from a group of machine learning models,
deep leaning models, or statistical models.

8. The method of any one of the preceding claims, com-
prising:
training the one or more models based on data col-
lected from other patients, such as data from a data
consortium that stores raw data sent from client stan-
dalone application capable of acquiring data through
audio/video recordings and user interactions for a
patient.

9. The method of claim 8, wherein the data are collected
by a system or instances of the system for different
patients, wherein the data is organized by the system
and provided as inputs to the one or more models
such that a prediction can be made for a current pa-
tient.

10. The method of claim 8 or 9, wherein the data con-
sortium is stored into a cloud storage.

11. The method of claim 9, wherein a local device of the
system is configured to gather additional patient da-
ta, update computations in a cloud storage, and dis-
play results of those non-local computations to a
medical service provider and/or to a client application
of the first patient.

12. The method of any one of the preceding claims, com-
prising:
displaying in a dashboard screen of a client stan-
dalone application of a mobile device the visualiza-
tion representation.

13. The method of any one of the preceding claims, com-
prising:
interfacing, by a system interface, with the first pa-
tient through one or more of a monitor, microphones,
video camera that are adaptable in real time to
changing ergonomics of the first patient during an
operation, wherein the changing ergonomics include
changes in a positioning of an operating table
throughout the operation.

14. The method of any one of the preceding claims,
wherein the visual representation of the brain is a
two-dimensional or a three-dimensional representa-
tion of the brain, where parts of the brain are virtually
resected or removed for performing a surgical sim-
ulation, wherein the prediction values are used to
generate simulated cognitive outcomes expected af-
ter an operation for the first patient.

15. A system for outputting a visual representation of a
brain of a patient, the system comprising:

at least one sensor configured to generate sen-
sor data representing a behavior of at least one
region of the brain of the patient;
a data storage storing mapping data that maps
a prediction value to the at least one region of
the brain, the prediction value being indicative
of an effect on a behavior of the patient respon-
sive to a treatment of the at least one region of
the brain of the patient, the mapping data being
indexed to a patient identifier; and

at least one processing device configured to receive
the sensor data from the at least one sensor, the at
least one processing device configured to perform
operations according to a method of any one of
claims 1 to 13.

16. One or more non-transitory computer readable me-
dia storing instructions that, when executed by one
or more processing devices, are configured to cause
the one or more processing devices to perform op-
erations according to a method of any one of claims
1 to 13.
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