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Description

Technical Field

[0001] The present disclosure relates to a mixed reality
(MR) service platform providing MR automotive meta
service, and a method for controlling the same.

Background Art

[0002] A vehicle is an apparatus that moves in a direc-
tion desired by a user riding therein. A representative
example of a vehicle may be an automobile.
[0003] Meanwhile, for convenience of a user using a
vehicle, various types of sensors and electronic appara-
tuses are provided in the vehicle. In particular, for the
convenience of the user’s driving, research on an ad-
vanced driver assistance system (ADAS) is being active-
ly carried out. Furthermore, development of an autono-
mous vehicle is being actively carried out.
[0004] In recent years, development on UI/UX and
services that help the driving of a vehicle using augment-
ed reality (hereinafter, AR), virtual reality (hereinafter,
VR), and mixed reality (MR) that mix AR and VR is being
actively carried out.
[0005] In the case of using mixed reality technologies,
there is an advantage capable of providing various infor-
mation required for the driving of the vehicle based on
an actual real world, or providing various interfaces re-
lated to the driving of the vehicle in a virtual world (or
digital twin) that is almost similar to the real world, and
further providing information, content, and the like in var-
ious fields as well as driving to vehicle occupants.

Disclosure of Invention

Technical Problem

[0006] An aspect of the present disclosure is to provide
an MR service platform that provides an optimized mixed
reality service related to a vehicle.
[0007] Another aspect of the present disclosure is to
provide an MR service platform capable of providing a
mixed reality automotive meta service that can help the
driving of a vehicle.
[0008] Still another aspect of the present disclosure is
to provide an MR service platform capable of providing
information related to the driving of the vehicle in an op-
timized method through an interface implemented in
mixed reality.
[0009] Yet still another aspect of the present disclosure
is to provide an MR service platform capable of providing
a mixed reality automotive meta service optimized ac-
cording to an environment of a vehicle.
[0010] The problems of the present disclosure may not
be limited to the above-mentioned problems, and other
problems not mentioned herein may be clearly under-
stood by those skilled in the art from the following de-

scription.

Solution to Problem

[0011] To achieve those aspects and other advantag-
es, a mixed reality automotive meta service (MR AMS)
server according to an embodiment of the present dis-
closure, which is an MR AMS server disposed outside a
vehicle to provide an MR AMS, may include an interface
API that calls a function for communicating with an MR
AMS client disposed in the vehicle, a service aggregation
manager that requests and receives a context corre-
sponding to a request received from the MR AMS client
from a service provider, and a data integration manager
that loads a three-dimensional asset corresponding to
the received context from a database.
[0012] In an embodiment, the interface API may trans-
fer a user request received from the MR AMS client to
the service aggregation manager.
[0013] In an embodiment, the interface API may in-
clude a first interface API that calls a function for per-
forming communication with the MR AMS client, and a
second interface API that calls a function for allowing the
service aggregation manager to perform communication
with the service provider.
[0014] In an embodiment, the service aggregation
manager may request the requested context from differ-
ent service providers based on a type of the context re-
quested by the MR AMS client disposed in the vehicle.
[0015] In an embodiment, the service aggregation
manager may request a first type of context from a first
service provider that provides the first type of context
when the type of the requested context is the first type
of context, and request a second type of context from a
second service provider that provides the second type
of context when the type of the requested context is the
second type of context.
[0016] In an embodiment, the interface API may trans-
mit a three-dimensional asset loaded from the data inte-
gration manager to the MR AMS client.
[0017] In an embodiment, the MR AMS server may fur-
ther include a context manager that manages a context
corresponding to the request received from the MR AMS
client.
[0018] In an embodiment, the context manager may
include a context handler that handles and parses a con-
text request, a context interpreter that manages a session
for interpreting a context request, and generates a con-
text set using a data model, and a context graph database
that stores the data model.
[0019] In an embodiment, the context handler may re-
ceive a user request input to the MR AMS client through
the interface API, and parse the received user request
to transmit the parsed user request to the context inter-
preter.
[0020] In an embodiment, the context interpreter may
generate a session and then generate a query for a con-
text request corresponding to the user request, and re-
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quest and receive a context data model corresponding
to the query from the context graph database.
[0021] In an embodiment, the context interpreter may
request a context corresponding to the context data mod-
el from the service aggregation manager, and the service
aggregation manager may request and receive context
data corresponding to the context data model from the
service provider.
[0022] In an embodiment, the service aggregation
manager may request and receive a three-dimensional
asset corresponding to the requested context from the
data integration manager, and transmit the context data
received from the service provider and the three-dimen-
sional asset received from the data integration manager
to the context interpreter.
[0023] In an embodiment, the context interpreter may
transmit the received context data and the 3D asset to
the MR AMS client provided in the vehicle through the
context handler and the interface API.
[0024] In an embodiment, the context manager may
further include a context recommender that extracts a
recommendation context based on the generated con-
text set and a context controller that manages a context
to be acquired periodically.
[0025] In an embodiment, when the completed context
data includes information that is unavailable for a specific
service, the context recommender may request the con-
text interpreter to generate a query for recommending a
service capable of substituting the specific service.
[0026] An MR AMS client according to an embodiment
of the present disclosure, which is an MR AMS client that
is provided in a vehicle to provide a mixed reality auto-
motive meta service (MR AMS), may include a context
manager that requests a context corresponding to a user
request from an MR AMS server provided outside the
vehicle, a scene manager that manages MR scene in-
formation provided to a display provided in the vehicle,
and a UX scenario database that provides a UX rule to
at least one of the context manager and the scene man-
ager.
[0027] In an embodiment, the MR AMS client may fur-
ther include an interface API that calls a function for com-
municating with the MR AMS server provided outside the
vehicle.
[0028] In an embodiment, the interface API may trans-
mit a context request output from the context manager
to the MR AMS server, and receive a three-dimensional
asset corresponding to the requested context from the
MR AMS server.
[0029] In an embodiment, the MR AMS client may be
included in an MR service apparatus, and the MR service
apparatus may include a user interaction handler that
generates and transfers an action corresponding to a us-
er input to the context manager when the user input is
received through an input unit provided in the vehicle.
[0030] In an embodiment, the context manager may
generate a command for requesting a context corre-
sponding to an action received from the user interaction

handler, and transmit the command to the MR AMS serv-
er through an interface API.
[0031] In an embodiment, the context manager may
receive current scene information currently being output
from a vehicle from the scene manager, receive a UX
rule from the UX scenario database, receive navigation
information including a current path and a current location
from a navigation handler that handles the information
of a navigation system, and generate a command for
requesting the context based on at least one of the cur-
rent scene information, the UX rule, and the navigation
information.
[0032] In an embodiment, the interface API may re-
ceive the metadata of a context corresponding to the
command and a three-dimensional asset corresponding
to the context from the MR AMS server, and transmit the
received metadata and three-dimensional asset to the
scene manager.
[0033] In an embodiment, the scene manager may
generate UI data using the UX rule received from the UX
scenario database, and the metadata and the three-di-
mensional asset received from the interface API.
[0034] In an embodiment, the scene manager may
transmit the generated UI data to an MR renderer that
renders the generated UI data to be displayed as mixed
reality (MR) on a display provided in the vehicle.
[0035] In an embodiment, the scene manager may fur-
ther transmit the generated UI data to an AR engine han-
dler configured to handle an AR service apparatus pro-
vided in the vehicle.
[0036] In an embodiment, the context manager may
include a context handler that handles and parses a con-
text request corresponding to a user request, a context
interpreter that manages a session for interpreting a con-
text request, and generates a context set using a data
model, and a context graph database that stores the data
model.
[0037] In an embodiment, the context manager may
further include a context recommender that extracts a
recommendation context based on the generated con-
text set and a context controller that manages a context
to be acquired periodically.
[0038] A Digital Twin as a Service (DTaaS) server ac-
cording to an embodiment of the present disclosure,
which is a DTaaS server provided outside a vehicle to
provide a mixed reality automotive meta service (MR
AMS), may include a DTaaS API that calls a function for
communicating with an MR service apparatus provided
in the vehicle, a database that stores a digital twin map
and a renderable three-dimensional polygon map pro-
vided to the MR service apparatus, and a processor that
transmits a three-dimensional polygon map correspond-
ing to the location information to the MR service appara-
tus through the DTaaS API based on the location infor-
mation of the vehicle received from the MR service ap-
paratus.
[0039] In an embodiment, the DTaaS server may fur-
ther include a telecommunication unit provided outside
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the vehicle to communicate with an MR AMS server that
provides an MR AMS service.
[0040] In an embodiment, the DTaaS server may fur-
ther include a digital twin map generation unit that gen-
erates a digital twin map by matching an actually photo-
graphed image with a three-dimensional polygon map
stored in the database.
[0041] In an embodiment, the DTaaS server may fur-
ther include a dynamic model database that stores dy-
namic information on a moving object received from at
least one of an MR service apparatus and an MR AMS
server, and a scenario database that stores information
related to a scenario that can be implemented in a digital
twin.
[0042] In an embodiment, the DTaaS server may fur-
ther include a simulation unit that performs a simulation
corresponding to a user request on the digital twin and
a visualization unit that visualizes information to be im-
plemented on the digital twin.
[0043] An MR renderer according to an embodiment
of the present disclosure, which is an mixed reality (MR)
renderer provided in a vehicle to provide a mixed reality
automotive meta service (MR AMS), may include a Dig-
ital Twin as a Service (DTaaS) API that calls a function
for communicating with a DTaaS server that provides at
least one of a digital twin map and a three-dimensional
polygon map, an MR visualization unit that receives UI
data from an MR AMS client, and visualizes a MR image
using a three-dimensional polygon map received from
the DTaaS API and the UI data, and a three-dimensional
human-machine interface (HMI) framework that gener-
ates a three-dimensional HMI to allow a user-operable
interface to be included in the MR image.
[0044] In an embodiment, the three-dimensional HMI
framework may overlap the interface with the MR image
generated by the MR visualization unit, and transmit the
MR image overlapped with the interface to a window
manager disposed in the vehicle, to be displayed on a
display provided in the vehicle.
[0045] In an embodiment, the UI data may include in-
formation related to a camera image captured by a cam-
era of the vehicle and an object related to an MR service,
and the MR visualization unit may generate a digital twin
map by matching an image extracted from the camera
image included in the UI data on the three-dimensional
polygon map, and generate the MR image by overlapping
the object related to the MR service on the digital twin
map.
[0046] In an embodiment, the MR visualization unit
may periodically receive the III data from the MR AMS
client, and update the object related to the MR service
using the received UI data.
[0047] In an embodiment, the window manager may
output, to the display disposed in the vehicle, at least one
of the MR image transmitted from the MR renderer and
a camera image overlapped with augmented reality (AR)
information transmitted from an AR service apparatus.
[0048] Other details of embodiments are included in

the detailed description and the drawings.

Advantageous Effects of Invention

[0049] According to an embodiment of the present dis-
closure, one or more of the following advantages may be
provided.
[0050] First, according to the present disclosure, it may
be possible to provide an MR service platform capable
of providing an optimized MR service or a mixed reality
automotive meta service to a passenger who is onboard
a vehicle.
[0051] Second, according to the present disclosure, it
may be possible to provide an MR service platform ca-
pable of providing information corresponding to a user
request in the form of MR using an optimized method.
[0052] Third, according to the present disclosure, it
may be possible to provide an MR service platform ca-
pable of providing an MR interface optimized in consid-
eration of a current state of the vehicle to a user.
[0053] The effects of the present disclosure may not
be limited to the above-mentioned effects, and other ef-
fects not mentioned herein may be clearly understood
by those skilled in the art from the description of the
claims.

Brief Description of Drawings

[0054]

FIG. 1 is a view illustrating appearance of a vehicle
in accordance with an embodiment of the present
disclosure.
FIG. 2 is a diagram illustrating appearance of a ve-
hicle at various angles in accordance with an em-
bodiment of the present disclosure.
FIGS. 3 and 4 are diagrams illustrating an inside of
a vehicle in accordance with an embodiment of the
present disclosure.
FIGS. 5 and 6 are diagrams illustrating objects in
accordance with an embodiment of the present dis-
closure.
FIG. 7 is a block diagram illustrating a vehicle in ac-
cordance with an embodiment of the present disclo-
sure.
FIG. 8 is a conceptual diagram for explaining an MR
service platform for providing an MR service of the
present disclosure.
FIG. 9 is a conceptual diagram for explaining an MR
AMS client of the present disclosure.
FIGS. 10A and 10B are conceptual diagrams for ex-
plaining an MR AMS server of the present disclosure.
FIG. 11 is a conceptual diagram for explaining a con-
text manager of the present disclosure.
FIGS. 12A and 12B are conceptual diagrams for ex-
plaining a DTaaS server of the present disclosure.
FIG. 13 is a conceptual diagram for explaining an
MR renderer of the present disclosure.
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FIGS. 14, 15, 16, 17, 18, 19 and 20 are flowcharts
and conceptual diagrams for explaining a method
for providing an MR automotive meta service accord-
ing to an embodiment of the present disclosure.
FIGS. 21, 22 and 23 are conceptual diagrams for
explaining an MR service providing screen accord-
ing to an embodiment of the present disclosure.

Mode for the Invention

[0055] Description will now be given in detail according
to one or more embodiments disclosed herein, with ref-
erence to the accompanying drawings. For the sake of
brief description with reference to the drawings, the same
or equivalent components may be provided with the
same or similar reference numbers, and description
thereof will not be repeated. A suffix "module" or "unit"
used for elements disclosed in the following description
is merely intended for easy description of the specifica-
tion, and the suffix itself is not intended to give any special
meaning or function. In describing the embodiments dis-
closed herein, moreover, the detailed description will be
omitted when specific description for publicly known tech-
nologies to which the invention pertains is judged to ob-
scure the gist of the present disclosure. The accompa-
nying drawings are used to help easily understand vari-
ous technical features and it should be understood that
the embodiments presented herein are not limited by the
accompanying drawings. As such, the present disclosure
should be construed to extend to any alterations, equiv-
alents and substitutes in addition to those which are par-
ticularly set out in the accompanying drawings.
[0056] It will be understood that although the terms
first, second, etc. may be used herein to describe various
elements, these elements should not be limited by these
terms. These terms are generally only used to distinguish
one element from another.
[0057] It will be understood that when an element is
referred to as being "connected with" another element,
the element can be connected with the another element
or intervening elements may also be present. In contrast,
when an element is referred to as being "directly con-
nected with" another element, there are no intervening
elements present.
[0058] A singular representation may include a plural
representation unless it represents a definitely different
meaning from the context.
[0059] Terms "include" or "has" used herein should be
understood that they are intended to indicate the exist-
ence of a feature, a number, a step, an element, a com-
ponent or a combination thereof disclosed in the speci-
fication, and it may also be understood that the existence
or additional possibility of one or more other features,
numbers, steps, elements, components or combinations
thereof are not excluded in advance.
[0060] A vehicle according to an embodiment of the
present disclosure may be understood as a conception
including cars, motorcycles and the like. Hereinafter, the

vehicle will be described based on a car.
[0061] The vehicle according to the embodiment of the
present disclosure may be a conception including all of
an internal combustion engine car having an engine as
a power source, a hybrid vehicle having an engine and
an electric motor as power sources, an electric vehicle
having an electric motor as a power source, and the like.
[0062] In the following description, a left side of a ve-
hicle refers to a left side in a driving direction of the ve-
hicle, and a right side of the vehicle refers to a right side
in the driving direction.
[0063] FIG. 1 is a view illustrating appearance of a ve-
hicle in accordance with an embodiment.
[0064] FIG. 2 is a diagram illustrating appearance of a
vehicle at various angles in accordance with an embod-
iment of the present disclosure.
[0065] FIGS. 3 and 4 are diagrams illustrating an inside
of a vehicle in accordance with an embodiment of the
present disclosure.
[0066] FIGS. 5 and 6 are diagrams illustrating objects
in accordance with an embodiment of the present disclo-
sure.
[0067] FIG. 7 is a block diagram illustrating a vehicle
in accordance with an embodiment of the present disclo-
sure.
[0068] Referring to FIGS. 1 through 7, a vehicle 100
may include wheels turning by a driving force, and a
steering apparatus 510 for adjusting a driving (ongoing,
moving) direction of the vehicle 100.
[0069] The vehicle 100 may be an autonomous vehi-
cle.
[0070] The vehicle 100 may be switched into an au-
tonomous mode or a manual mode based on a user input.
[0071] For example, the vehicle 100 may be converted
from the manual mode into the autonomous mode or from
the autonomous mode into the manual mode based on
a user input received through a user interface apparatus
200.
[0072] The vehicle 100 may be switched into the au-
tonomous mode or the manual mode based on driving
environment information. The driving environment infor-
mation may be generated based on object information
provided from an object detecting apparatus 300.
[0073] For example, the vehicle 100 may be switched
from the manual mode into the autonomous mode or from
the autonomous mode into the manual mode based on
driving environment information generated in the object
detecting apparatus 300.
[0074] In an example, the vehicle 100 may be switched
from the manual mode into the autonomous mode or from
the autonomous mode into the manual mode based on
driving environment information received through a com-
munication apparatus 400.
[0075] The vehicle 100 may be switched from the man-
ual mode into the autonomous mode or from the auton-
omous module into the manual mode based on informa-
tion, data or signal provided from an external device.
[0076] When the vehicle 100 is driven in the autono-
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mous mode, the vehicle 100 may be driven based on an
operation system 700.
[0077] For example, the vehicle 100 may be driven
based on information, data or signal generated in a driv-
ing system 710, a parking exit system 740 and a parking
system 750.
[0078] When the vehicle 100 is driven in the manual
mode, the autonomous vehicle 100 may receive a user
input for driving through a driving control apparatus 500.
The vehicle 100 may be driven based on the user input
received through the driving control apparatus 500.
[0079] An overall length refers to a length from a front
end to a rear end of the vehicle 100, a width refers to a
width of the vehicle 100, and a height refers to a length
from a bottom of a wheel to a roof. In the following de-
scription, an overall-length direction L may refer to a di-
rection which is a criterion for measuring the overall
length of the vehicle 100, a width direction W may refer
to a direction that is a criterion for measuring a width of
the vehicle 100, and a height direction H may refer to a
direction that is a criterion for measuring a height of the
vehicle 100
[0080] As illustrated in FIG. 7, the vehicle 100 may in-
clude a user interface apparatus 200, an object detecting
apparatus 300, a communication apparatus 400, a driv-
ing control apparatus 500, a vehicle operating apparatus
600, an operation system 700, a navigation system 770,
a sensing unit 120, an interface unit 130, a memory 140,
a controller 170 and a power supply unit 190.
[0081] According to embodiments, the vehicle 100
may include more components in addition to components
to be explained in this specification or may not include
some of those components to be explained in this spec-
ification.
[0082] The user interface apparatus 200 is an appara-
tus for communication between the vehicle 100 and a
user. The user interface apparatus 200 may receive a
user input and provide information generated in the ve-
hicle 100 to the user. The vehicle 100 may implement
user interfaces (Uls) or user experiences (UXs) through
the user interface apparatus 200.
[0083] The user interface apparatus 200 may include
an input unit 210, an internal camera 220, a biometric
sensing unit 230, an output unit 250 and a processor 270.
[0084] According to embodiments, the user interface
apparatus 200 may include more components in addition
to components to be explained in this specification or
may not include some of those components to be ex-
plained in this specification.
[0085] The input unit 200 may allow the user to input
information. Data collected in the input unit 120 may be
analyzed by the processor 270 and processed as a user’s
control command.
[0086] The input unit 200 may be disposed inside the
vehicle. The input unit 200 may be disposed inside the
vehicle. For example, the input unit 200 may be disposed
on one area of a steering wheel, one area of an instrument
panel, one area of a seat, one area of each pillar, one

area of a door, one area of a center console, one area
of a headlining, one area of a sun visor, one area of a
wind shield, one area of a window or the like.
[0087] The input unit 200 may include a voice input
module 211, a gesture input module 212, a touch input
module 213, and a mechanical input module 214.
[0088] The audio input module 211 may convert a us-
er’s voice input into an electric signal. The converted elec-
tric signal may be provided to the processor 270 or the
controller 170.
[0089] The audio input module 211 may include at least
one microphone.
[0090] The gesture input module 212 may convert a
user’s gesture input into an electric signal. The converted
electric signal may be provided to the processor 270 or
the controller 170.
[0091] The gesture input module 212 may include at
least one of an infrared sensor and an image sensor for
detecting the user’s gesture input.
[0092] According to embodiments, the gesture input
module 212 may detect a user’s three-dimensional (3D)
gesture input. To this end, the gesture input module 212
may include a light emitting diode outputting a plurality
of infrared rays or a plurality of image sensors.
[0093] The gesture input module 212 may detect the
user’s 3D gesture input by a time of flight (TOF) method,
a structured light method or a disparity method.
[0094] The touch input module 213 may convert the
user’s touch input into an electric signal. The converted
electric signal may be provided to the processor 270 or
the controller 170
[0095] The touch input module 213 may include a
touch sensor for detecting the user’s touch input.
[0096] According to an embodiment, the touch input
module 213 may be integrated with the display module
251 so as to implement a touch screen. The touch screen
may provide an input interface and an output interface
between the vehicle 100 and the user.
[0097] The mechanical input module 214 may include
at least one of a button, a dome switch, a jog wheel, and
a jog switch. An electric signal generated by the mechan-
ical input module 214 may be provided to the processor
270 or the controller 170.
[0098] The mechanical input module 214 may be ar-
ranged on a steering wheel, a center fascia, a center
console, a cockpit module, a door and the like.
[0099] The internal camera 220 may acquire an inter-
nal image of the vehicle. The processor 270 may detect
a user’s state based on the internal image of the vehicle.
The processor 270 may acquire information related to
the user’s gaze from the internal image of the vehicle.
The processor 270 may detect a user gesture from the
internal image of the vehicle.
[0100] The biometric sensing unit 230 may acquire the
user’s biometric information. The biometric sensing unit
230 may include a sensor for detecting the user’s bio-
metric information and acquire fingerprint information
and heart rate information regarding the user using the
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sensor. The biometric information may be used for user
authentication.
[0101] The output unit 250 may generate an output re-
lated to a visual, auditory or tactile signal.
[0102] The output unit 250 may include at least one of
a display module 251, an audio output module 252 and
a haptic output module 253.
[0103] The display module 251 may output graphic ob-
jects corresponding to various types of information.
[0104] The display module 251 may include at least
one of a liquid crystal display (LCD), a thin film transistor-
LCD (TFT LCD), an organic light-emitting diode (OLED),
a flexible display, a three-dimensional (3D) display and
an e-ink display.
[0105] The display module 251 may be inter-layered
or integrated with a touch input module 213 to implement
a touch screen.
[0106] The display module 251 may be implemented
as a head up display (HUD). When the display module
251 is implemented as the HUD, the display module 251
may be provided with a projecting module so as to output
information through an image which is projected on a
windshield or a window.
[0107] The display module 251 may include a trans-
parent display. The transparent display may be attached
to the windshield or the window.
[0108] The transparent display may have a predeter-
mined degree of transparency and output a predeter-
mined screen thereon. The transparent display may in-
clude at least one of a thin film electroluminescent
(TFEL), a transparent OLED, a transparent LCD, a trans-
missive transparent display and a transparent LED dis-
play. The transparent display may have adjustable trans-
parency.
[0109] Meanwhile, the user interface apparatus 200
may include a plurality of display modules 251a to 251g.
[0110] The display module 251 may be disposed on
one area of a steering wheel, one area 521a, 251b, 251e
of an instrument panel, one area 251d of a seat, one area
251f of each pillar, one area 251g of a door, one area of
a center console, one area of a headlining or one area
of a sun visor, or implemented on one area 251c of a
windshield or one area 251h of a window.
[0111] The audio output module 252 converts an elec-
tric signal provided from the processor 270 or the con-
troller 170 into an audio signal for output. To this end,
the audio output module 252 may include at least one
speaker.
[0112] The haptic output module 253 generates a tac-
tile output. For example, the haptic output module 253
may vibrate the steering wheel, a safety belt, a seat
110FL, 110FR, 110RL, 110RR such that the user can
recognize such output.
[0113] The processor 270 may control an overall op-
eration of each unit of the user interface apparatus 200.
[0114] According to an embodiment, the user interface
apparatus 200 may include a plurality of processors 270
or may not include any processor 270.

[0115] When the processor 270 is not included in the
user interface apparatus 200, the user interface appara-
tus 200 may operate according to a control of a processor
of another apparatus within the vehicle 100 or the con-
troller 170.
[0116] Meanwhile, the user interface apparatus 200
may be called as a display apparatus for vehicle.
[0117] The user interface apparatus 200 may operate
according to the control of the controller 170.
[0118] The object detecting apparatus 300 is an appa-
ratus for detecting an object located at outside of the
vehicle 100.
[0119] The object may be a variety of objects associ-
ated with driving (operation) of the vehicle 100.
[0120] Referring to FIGS. 5 and 6, an object O may
include a traffic lane OB10, another vehicle OB11, a pe-
destrian OB12, a two-wheeled vehicle OB13, traffic sig-
nals OB14 and OB15, light, a road, a structure, a speed
hump, a terrain, an animal and the like.
[0121] The lane OB10 may be a driving lane, a lane
next to the driving lane or a lane on which another vehicle
comes in an opposite direction to the vehicle 100. The
lanes OB10 may be a concept including left and right
lines forming a lane.
[0122] The another vehicle OB11 may be a vehicle
which is moving around the vehicle 100. The another
vehicle OB11 may be a vehicle located within a prede-
termined distance from the vehicle 100. For example, the
another vehicle OB11 may be a vehicle which moves
before or after the vehicle 100.
[0123] The pedestrian OB12 may be a person located
near the vehicle 100. The pedestrian OB12 may be a
person located within a predetermined distance from the
vehicle 100. For example, the pedestrian OB12 may be
a person located on a sidewalk or roadway.
[0124] The two-wheeled vehicle OB12 may refer to a
vehicle (transportation facility) that is located near the
vehicle 100 and moves using two wheels. The two-
wheeled vehicle OB12 may be a vehicle that is located
within a predetermined distance from the vehicle 100 and
has two wheels. For example, the two-wheeled vehicle
OB13 may be a motorcycle or a bicycle that is located
on a sidewalk or roadway.
[0125] The traffic signals may include a traffic light
OB15, a traffic sign OB14 and a pattern or text drawn on
a road surface.
[0126] The light may be light emitted from a lamp pro-
vided on another vehicle. The light may be light generated
from a streetlamp. The light may be solar light.
[0127] The road may include a road surface, a curve,
an upward slope, a downward slope and the like.
[0128] The structure may be an object that is located
near a road and fixed on the ground. For example, the
structure may include a streetlamp, a roadside tree, a
building, an electric pole, a traffic light, a bridge and the
like.
[0129] The geographical feature may include a moun-
tain, a hill and the like.
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[0130] Meanwhile, objects may be classified into a
moving object and a fixed object. For example, the mov-
ing object may be a concept including another vehicle
and a pedestrian. The fixed object may be, for example,
a traffic signal, a road, or a structure.
[0131] The object detecting apparatus 300 may in-
clude a camera 310, a radar 320, a LiDAR 330, an ultra-
sonic sensor 340, an infrared sensor 350, and a proces-
sor 370.
[0132] According to an embodiment, the object detect-
ing apparatus 300 may further include other components
in addition to the components described, or may not in-
clude some of the components described.
[0133] The camera 310 may be located on an appro-
priate portion outside the vehicle to acquire an external
image of the vehicle. The camera 310 may be a mono
camera, a stereo camera 310a, an AVM (Around View
Monitoring) camera 310b, or a 360-degree camera.
[0134] For example, the camera 310 may be disposed
adjacent to a front windshield within the vehicle to acquire
a front image of the vehicle. Or, the camera 310 may be
disposed adjacent to a front bumper or a radiator grill.
[0135] For example, the camera 310 may be disposed
adjacent to a rear glass within the vehicle to acquire a
rear image of the vehicle. Alternatively, the camera 310
may be disposed adjacent to a rear bumper, a trunk, or
a tail gate.
[0136] For example, the camera 310 may be disposed
adjacent to at least one of side windows within the vehicle
to acquire a side image of the vehicle. Alternatively, the
camera 310 may be disposed adjacent to a side mirror,
a fender, or a door.
[0137] The camera 310 may provide an acquired im-
age to the processor 370.
[0138] The radar 320 may include electric wave trans-
mitting and receiving portions. The radar 320 may be
implemented as a pulse radar or a continuous wave radar
according to a principle of emitting electric waves. The
radar 320 may be implemented by a Frequency Modu-
lated Continuous Wave (FMCW) scheme or a Frequency
Shift Keying (FSK) scheme according to a signal wave-
form in a continuous wave radar scheme.
[0139] The radar 320 may detect an object in a time of
flight (TOF) manner or a phase-shift manner through the
medium of electromagnetic waves, and detect a location
of the detected object, a distance from the detected object
and a relative speed with the detected object.
[0140] The radar 320 may be disposed on an appro-
priate location outside the vehicle for detecting an object
which is located at a front, rear or side of the vehicle.
[0141] The LiDAR 330 may include laser transmitting
and receiving portions. The LiDAR 330 may be imple-
mented in a time of flight (TOF) manner or a phase-shift
manner.
[0142] The LiDAR 330 may be implemented as a drive
type or a non-drive type.
[0143] For the drive type, the LiDAR 330 may be ro-
tated by a motor and detect object near the vehicle 100.

[0144] For the non-drive type, the LiDAR 330 may de-
tect, through light steering, objects which are located
within a predetermined range based on the vehicle 100.
The vehicle 100 may include a plurality of non-drive type
LiDARs 330.
[0145] The lidar 330 may detect an object in a time of
flight (TOF) manner or a phase-shift manner through the
medium of laser light, and detect a location of the detect-
ed object, a distance from the detected object and a rel-
ative speed with the detected object.
[0146] The LiDAR 330 may be disposed on an appro-
priate position outside the vehicle for detecting an object
located at the front, rear or side of the vehicle.
[0147] The ultrasonic sensor 340 may include ultra-
sonic wave transmitting and receiving portions. The ul-
trasonic sensor 340 may detect an object based on an
ultrasonic wave, and detect a position of the detected
object, a distance from the detected object and a relative
speed with the detected object.
[0148] The ultrasonic sensor 340 may be disposed on
an appropriate position outside the vehicle for detecting
an object located at the front, rear or side of the vehicle.
[0149] The infrared sensor 350 may include infrared
light transmitting and receiving portions. The infrared
sensor 340 may detect an object based on infrared light,
and detect a location of the detected object, a distance
from the detected object and a relative speed with the
detected object.
[0150] The infrared sensor 350 may be disposed on
an appropriate location outside the vehicle for detecting
an object located at the front, rear or side of the vehicle.
[0151] The processor 370 may control an overall op-
eration of each unit of the object detecting apparatus 300.
[0152] The processor 370 may detect an object based
on an acquired image, and track the object. The proces-
sor 370 may execute operations, such as a calculation
of a distance from the object, a calculation of a relative
speed with the object and the like, through an image
processing algorithm.
[0153] The processor 370 may detect an object based
on a reflected electromagnetic wave which an emitted
electromagnetic wave is reflected from the object, and
track the object. The processor 370 may execute oper-
ations, such as a calculation of a distance from the object,
a calculation of a relative speed with the object and the
like, based on the electromagnetic wave.
[0154] The processor 370 may detect an object based
on a reflected laser beam which an emitted laser beam
is reflected from the object, and track the object. The
processor 370 may execute operations, such as a cal-
culation of a distance from the object, a calculation of a
relative speed with the object and the like, based on the
laser beam.
[0155] The processor 370 may detect an object based
on a reflected ultrasonic wave which an emitted ultrason-
ic wave is reflected from the object, and track the object.
The processor 370 may execute operations, such as a
calculation of a distance from the object, a calculation of
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a relative speed with the object and the like, based on
the ultrasonic wave.
[0156] The processor 370 may detect an object based
on reflected infrared light which emitted infrared light is
reflected from the object, and track the object. The proc-
essor 370 may execute operations, such as a calculation
of a distance from the object, a calculation of a relative
speed with the object and the like, based on the infrared
light.
[0157] According to an embodiment, the object detect-
ing apparatus 300 may include a plurality of processors
370 or may not include any processor 370. For example,
each of the camera 310, the radar 320, the lidar 330, the
ultrasonic sensor 340 and the infrared sensor 350 may
include the processor in an individual manner.
[0158] When the processor 370 is not included in the
object detecting apparatus 300, the object detecting ap-
paratus 300 may operate according to the control of a
processor of an apparatus within the vehicle 100 or the
controller 170.
[0159] The object detecting apparatus 400 may oper-
ate according to the control of the controller 170.
[0160] The communication apparatus 400 is an appa-
ratus for performing communication with an external de-
vice. Here, the external device may be another vehicle,
a mobile terminal, or a server.
[0161] The communication apparatus 400 may per-
form the communication by including at least one of a
transmitting antenna, a receiving antenna, and radio fre-
quency (RF) circuit and RF device for implementing var-
ious communication protocols.
[0162] The communication apparatus 400 may include
a short-range communication unit 410, a location infor-
mation unit 420, a V2X communication unit 430, an op-
tical communication unit 440, a broadcast transceiver
450 and a processor 470.
[0163] According to an embodiment, the communica-
tion apparatus 400 may further include other components
in addition to the components described, or may not in-
clude some of the components described.
[0164] The short-range communication unit 410 is a
unit for facilitating short-range communications. Suitable
technologies for implementing such short-range commu-
nications may include BluetoothTM, Radio Frequency
IDentification (RFID), Infrared Data Association (IrDA),
Ultra-WideBand (UWB), ZigBee, Near Field Communi-
cation (NFC), Wireless-Fidelity (Wi-Fi), Wi-Fi Direct,
Wireless USB (Wireless Universal Serial Bus), and the
like.
[0165] The short-range communication unit 410 may
construct short-range area networks to perform short-
range communication between the vehicle 100 and at
least one external device.
[0166] The location information unit 420 is a unit for
acquiring position information. For example, the location
information unit 420 may include a Global Positioning
System (GPS) module or a Differential Global Positioning
System (DGPS) module.

[0167] The V2X communication unit 430 is a unit for
performing wireless communications with a server (Ve-
hicle to Infra; V2I), another vehicle (Vehicle to Vehicle;
V2V), or a pedestrian (Vehicle to Pedestrian; V2P). The
V2X communication unit 430 may include an RF circuit
capable of implementing a communication protocol with
an infrastructure (V2I), a communication protocol be-
tween vehicles (V2V) and a communication protocol with
a pedestrian (V2P).
[0168] The optical communication unit 440 is a unit for
performing communication with an external device
through the medium of light. The optical communication
unit 440 may include an optical transmission part for con-
verting an electric signal into an optical signal and trans-
mitting the optical signal to the outside, and an optical
reception part for converting the received optical signal
into the electric signal.
[0169] According to an embodiment, the light-emitting
diode may be integrated with lamps provided on the ve-
hicle 100.
[0170] The broadcast transceiver 450 is a unit for re-
ceiving a broadcast signal from an external broadcast
managing entity or transmitting a broadcast signal to the
broadcast managing entity via a broadcast channel. The
broadcast channel may include a satellite channel, a ter-
restrial channel, or both. The broadcast signal may in-
clude a TV broadcast signal, a radio broadcast signal,
and a data broadcast signal.
[0171] The processor 470 may control an overall op-
eration of each unit of the communication apparatus 400.
[0172] According to an embodiment, the communica-
tion apparatus 400 may include a plurality of processors
470 or may not include any processor 470.
[0173] When the processor 470 is not included in the
communication apparatus 400, the communication ap-
paratus 400 may operate according to the control of a
processor of another device within the vehicle 100 or the
controller 170.
[0174] Meanwhile, the communication apparatus 400
may implement a display apparatus for a vehicle together
with the user interface apparatus 200. In this instance,
the display apparatus for the vehicle may be referred to
as a telematics apparatus or an Audio Video Navigation
(AVN) apparatus.
[0175] The communication apparatus 400 may oper-
ate according to the control of the controller 170.
[0176] The driving control apparatus 500 is an appa-
ratus for receiving a user input for driving.
[0177] In a manual mode, the vehicle 100 may be op-
erated based on a signal provided by the driving control
apparatus 500.
[0178] The driving control apparatus 500 may include
a steering input device 510, an acceleration input device
530 and a brake input device 570.
[0179] The steering input apparatus 510 may receive
an input regarding a driving (ongoing) direction of the
vehicle 100 from the user. The steering input apparatus
510 is preferably configured in the form of a wheel allow-
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ing a steering input in a rotating manner. According to
some embodiments, the steering input apparatus may
also be configured in a shape of a touch screen, a touch-
pad, or a button.
[0180] The acceleration input apparatus 530 may re-
ceive an input for accelerating the vehicle 100 from the
user. The brake input apparatus 570 may receive an input
for braking the vehicle 100 from the user. Each of the
acceleration input apparatus 530 and the brake input ap-
paratus 570 is preferably configured in the form of a ped-
al. According to some embodiments, the acceleration in-
put apparatus or the brake input apparatus may also be
configured in the form of a touch screen, a touch pad, or
a button.
[0181] The driving control apparatus 500 may operate
according to the control of the controller 170.
[0182] The vehicle operating apparatus 600 is an ap-
paratus for electrically controlling operations of various
devices within the vehicle 100.
[0183] The vehicle operating apparatus 600 may in-
clude a power train operating unit 610, a chassis oper-
ating unit 620, a door/window operating unit 630, a safety
apparatus operating unit 640, a lamp operating unit 650,
and an air-conditioner operating unit 660.
[0184] According to an embodiment, the vehicle oper-
ating apparatus 600 may further include other compo-
nents in addition to the components described, or may
not include some of the components described.
[0185] Meanwhile, the vehicle operating apparatus
600 may include a processor. Each unit of the vehicle
operating apparatus 600 may individually include a proc-
essor.
[0186] The power train operating unit 610 may control
an operation of a power train apparatus.
[0187] The power train operating unit 610 may include
a power source operating portion 611 and a gearbox op-
erating portion 612.
[0188] The power source operating portion 611 may
perform a control for a power source of the vehicle 100.
[0189] For example, upon using a fossil fuel-based en-
gine as the power source, the power source operating
portion 611 may perform an electronic control for the en-
gine. Accordingly, an output torque and the like of the
engine can be controlled. The power source operating
portion 611 may adjust the engine output torque accord-
ing to the control of the controller 170.
[0190] For example, upon using an electric energy-
based motor as the power source, the power source op-
erating portion 611 may perform a control for the motor.
The power source operating portion 611 may adjust a
rotating speed, a torque, and the like of the motor ac-
cording to the control of the controller 170.
[0191] The gearbox operating portion 612 may perform
a control for a gearbox.
[0192] The gearbox operating portion 612 may adjust
a state of the gearbox. The gearbox operating portion
612 may change the state of the gearbox into drive (for-
ward) (D), reverse (R), neutral (N) or parking (P).

[0193] Meanwhile, when an engine is the power
source, the gearbox operating portion 612 may adjust a
locked state of a gear in the drive (D) state.
[0194] The chassis operating unit 620 may control an
operation of a chassis apparatus.
[0195] The chassis operating unit 620 may include a
steering operating portion 621, a brake operating portion
622 and a suspension operating portion 623.
[0196] The steering operating portion 621 may perform
an electronic control for a steering apparatus within the
vehicle 100. The steering operating portion 621 may
change a driving direction of the vehicle.
[0197] The brake operating portion 622 may perform
an electronic control for a brake apparatus within the ve-
hicle 100. For example, the brake operating portion 622
may control an operation of brakes provided at wheels
to reduce speed of the vehicle 100.
[0198] Meanwhile, the brake operating portion 622
may individually control each of a plurality of brakes. The
brake operating portion 622 may differently control brak-
ing force applied to each of a plurality of wheels.
[0199] The suspension operating portion 623 may per-
form an electronic control for a suspension apparatus
within the vehicle 100. For example, the suspension op-
erating portion 623 may control the suspension appara-
tus to reduce vibration of the vehicle 100 when a bump
is present on a road.
[0200] Meanwhile, the suspension operating portion
623 may individually control each of a plurality of sus-
pensions.
[0201] The door/window operating unit 630 may per-
form an electronic control for a door apparatus or a win-
dow apparatus within the vehicle 100.
[0202] The door/window operating unit 630 may in-
clude a door operating portion 631 and a window oper-
ating portion 632.
[0203] The door operating portion 631 may perform
the control for the door apparatus. The door operating
portion 631 may control opening or closing of a plurality
of doors of the vehicle 100. The door operating portion
631 may control opening or closing of a trunk or a tail
gate. The door operating portion 631 may control opening
or closing of a sunroof.
[0204] The window operating portion 632 may perform
the electronic control for the window apparatus. The win-
dow operating portion 632 may control opening or closing
of a plurality of windows of the vehicle 100.
[0205] The safety apparatus operating unit 640 may
perform an electronic control for various safety appara-
tuses within the vehicle 100.
[0206] The safety apparatus operating unit 640 may
include an airbag operating portion 641, a seatbelt oper-
ating portion 642 and a pedestrian protecting apparatus
operating portion 643.
[0207] The airbag operating portion 641 may perform
an electronic control for an airbag apparatus within the
vehicle 100. For example, the airbag operating portion
641 may control the airbag to be deployed upon a detec-
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tion of a risk.
[0208] The seatbelt operating portion 642 may perform
an electronic control for a seatbelt apparatus within the
vehicle 100. For example, the seatbelt operating portion
642 may control passengers to be motionlessly seated
in seats 110FL, 110FR, 110RL, 110RR using seatbelts
upon a detection of a risk.
[0209] The pedestrian protection apparatus operating
portion 643 may perform an electronic control for a hood
lift and a pedestrian airbag. For example, the pedestrian
protection apparatus operating portion 643 may control
the hood lift and the pedestrian airbag to be open up upon
detecting pedestrian collision.
[0210] The lamp operating portion 650 may perform
an electronic control for various lamp apparatuses within
the vehicle 100.
[0211] The air-conditioner operating unit 660 may per-
form an electronic control for an air conditioner within the
vehicle 100. For example, the air-conditioner operating
unit 660 may control the air conditioner to supply cold air
into the vehicle when internal temperature of the vehicle
is high.
[0212] The vehicle operating apparatus 600 may in-
clude a processor. Each unit of the vehicle operating ap-
paratus 600 may individually include a processor.
[0213] The vehicle operation device 600 may operate
according to the control of the controller 170.
[0214] The operation system 700 is a system that con-
trols various driving modes of the vehicle 100. The op-
eration system 700 may be operated in the autonomous
driving mode.
[0215] The operation system 700 may include a driving
system 710, a parking exit system 740 and a parking
system 750.
[0216] According to embodiments, the operation sys-
tem 700 may further include other components in addition
to components to be described, or may not include some
of the components to be described.
[0217] Meanwhile, the operation system 700 may in-
clude a processor. Each unit of the operation system 700
may individually include at least one processor.
[0218] According to embodiments, the operation sys-
tem may be a sub concept of the controller 170 when it
is implemented in a software configuration.
[0219] Meanwhile, according to embodiment, the op-
eration system 700 may be a concept including at least
one of the user interface apparatus 200, the object de-
tecting apparatus 300, the communication apparatus
400, the vehicle operating apparatus 600, and the con-
troller 170.
[0220] The driving system 710 may perform driving of
the vehicle 100.
[0221] The driving system 710 may receive navigation
information from a navigation system 770, transmit a con-
trol signal to the vehicle operation device 600, and per-
form driving of the vehicle 100.
[0222] The driving system 710 may receive object in-
formation from the object detecting apparatus 300, trans-

mit a control signal to the vehicle operating apparatus
600 and perform driving of the vehicle 100.
[0223] The driving system 710 may receive a signal
from an external device through the communication ap-
paratus 400, transmit a control signal to the vehicle op-
erating apparatus 600, and perform driving of the vehicle
100.
[0224] The parking exit system 740 may perform an
exit of the vehicle 100 from a parking lot.
[0225] The parking exit system 740 may receive nav-
igation information from the navigation system 770,
transmit a control signal to the vehicle operating appa-
ratus 600, and perform the exit of the vehicle 100 from
the parking lot.
[0226] The parking exit system 740 may receive object
information from the object detecting apparatus 300,
transmit a control signal to the vehicle operating appa-
ratus 600 and perform the exit of the vehicle 100 from
the parking lot.
[0227] The parking exit system 740 may receive a sig-
nal from an external device through the communication
apparatus 400, transmit a control signal to the vehicle
operating apparatus 600, and perform the exit of the ve-
hicle 100 from the parking lot.
[0228] The parking system 750 may perform parking
of the vehicle 100.
[0229] The parking system 750 may receive navigation
information from the navigation system 770, transmit a
control signal to the vehicle operating apparatus 600, and
park the vehicle 100.
[0230] The parking system 750 may receive object in-
formation from the object detecting apparatus 300, trans-
mit a control signal to the vehicle operating apparatus
600 and park the vehicle 100.
[0231] The parking system 750 may receive a signal
from an external device through the communication ap-
paratus 400, transmit a control signal to the vehicle op-
erating apparatus 600, and park the vehicle 100.
[0232] The navigation system 770 may provide navi-
gation information. The navigation information may in-
clude at least one of map information, information regard-
ing a set destination, path information according to the
set destination, information regarding various objects on
a path, lane information and current location information
of the vehicle.
[0233] The navigation system 770 may include a mem-
ory and a processor. The memory may store the naviga-
tion information. The processor may control an operation
of the navigation system 770.
[0234] According to embodiments, the navigation sys-
tem 770 may update prestored information by receiving
information from an external device through the commu-
nication apparatus 400.
[0235] According to embodiments, the navigation sys-
tem 770 may be classified as a sub component of the
user interface apparatus 200.
[0236] The sensing unit 120 may sense a status of the
vehicle. The sensing unit 120 may include a posture sen-
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sor (e.g., a yaw sensor, a roll sensor, a pitch sensor, etc.),
a collision sensor, a wheel sensor, a speed sensor, a tilt
sensor, a weight-detecting sensor, a heading sensor, a
gyro sensor, a position module, a vehicle forward/back-
ward movement sensor, a battery sensor, a fuel sensor,
a tire sensor, a steering sensor by a turn of a handle, a
vehicle internal temperature sensor, a vehicle internal
humidity sensor, an ultrasonic sensor, an illumination
sensor, an accelerator position sensor, a brake pedal
position sensor, and the like.
[0237] The sensing unit 120 may acquire sensing sig-
nals with respect to vehicle-related information, such as
a posture, a collision, an orientation, a location (GPS in-
formation), an angle, a speed, an acceleration, a tilt, a
forward/backward movement, a battery, a fuel, tires,
lamps, internal temperature, internal humidity, a rotated
angle of a steering wheel, external illumination, pressure
applied to an accelerator, pressure applied to a brake
pedal and the like.
[0238] The sensing unit 120 may further include an ac-
celerator sensor, a pressure sensor, an engine speed
sensor, an air flow sensor (AFS), an air temperature sen-
sor (ATS), a water temperature sensor (WTS), a throttle
position sensor (TPS), a TDC sensor, a crank angle sen-
sor (CAS), and the like.
[0239] The interface unit 130 may serve as a path al-
lowing the vehicle 100 to interface with various types of
external devices connected thereto. For example, the in-
terface unit 130 may be provided with a port connectable
with a mobile terminal, and connected to the mobile ter-
minal through the port. In this instance, the interface unit
130 may exchange data with the mobile terminal.
[0240] Meanwhile, the interface unit 130 may serve as
a path for supplying electric energy to the connected mo-
bile terminal. When the mobile terminal is electrically con-
nected to the interface unit 130, the interface unit 130
supplies electric energy supplied from a power supply
unit 190 to the mobile terminal according to the control
of the controller 170.
[0241] The memory 140 is electrically connected to the
controller 170. The memory 140 may store basic data for
units, control data for controlling operations of units and
input/output data. The memory 140 may be various stor-
age apparatuses such as a ROM, a RAM, an EPROM,
a flash drive, a hard drive, and the like in terms of hard-
ware. The memory 140 may store various data for overall
operations of the vehicle 100, such as programs for
processing or controlling the controller 170.
[0242] According to embodiments, the memory 140
may be integrated with the controller 170 or implemented
as a sub component of the controller 170.
[0243] The controller 170 may control an overall oper-
ation of each unit of the vehicle 100. The controller 170
may be referred to as an Electronic Control Unit (ECU).
[0244] The power supply unit 190 may supply power
required for an operation of each element according to
the control of the controller 170. Specifically, the power
supply unit 190 may receive power supplied from an in-

ternal battery of the vehicle, and the like.
[0245] At least one processor and the controller 170
included in the vehicle 100 may be implemented using
at least one of application specific integrated circuits
(ASICs), digital signal processors (DSPs), digital signal
processing devices (DSPDs), programmable logic devic-
es (PLDs), field programmable gate arrays (FPGAs),
processors, controllers, micro controllers, microproces-
sors, and electric units performing other functions.
[0246] Meanwhile, the vehicle 100 according to the
present disclosure may include an AR service apparatus
800.
[0247] The AR service apparatus 800 may control at
least one of those elements illustrated in FIG. 7. From
this point of view, the AR service apparatus 800 may be
the controller 170.
[0248] However, the present disclosure is not limited
thereto, and the AR service apparatus 800 may be a sep-
arate configuration independent of the controller 170.
When the AR service apparatus 800 is implemented as
a component independent of the controller 170, the AR
service apparatus 800 may be provided on a part of the
vehicle 100.
[0249] Meanwhile, the AR service apparatus 800 de-
scribed herein may include all kinds of devices capable
of controlling the vehicle, and may be, for example, a
mobile terminal. When the AR service apparatus 800 is
a mobile terminal, the mobile terminal and the vehicle
100 may be connected to each other to be communicable
through wired/wireless communication. In addition, the
mobile terminal may control the vehicle 100 in various
ways in a communicatively connected state.
[0250] When the AR service apparatus 800 is a mobile
terminal, the processor 870 described herein may be a
controller of the mobile terminal.
[0251] Hereinafter, description will be given of an ex-
ample that the AR service apparatus 800 is an element
separate from the controller 170 for the sake of explana-
tion. In this specification, functions (operations) and con-
trol methods described in relation to the AR service ap-
paratus 800 may be executed by the controller 170 of
the vehicle. In other words, all the details described in
relation to the AR service apparatus 800 may be applied
to the controller 170 in the same/similar manner.
[0252] Furthermore, the AR service apparatus 800 de-
scribed herein may include some of the elements illus-
trated in FIG. 7 and various elements included in the ve-
hicle. For the sake of explanation, the elements illustrated
in FIG. 7 and the various elements included in the vehicle
will be described with separate names and reference
numbers.
[0253] Meanwhile, the vehicle 100 according to the
present disclosure may include an MR service apparatus
900.
[0254] The MR service apparatus 900 may control at
least one of those elements illustrated in FIG. 7. From
this point of view, the MR service apparatus 900 may be
the controller 170.
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[0255] However, the present disclosure is not limited
thereto, and the MR service apparatus 900 may be a
separate configuration independent of the controller 170.
When the MR service apparatus 900 is implemented as
an element independent of the controller 170, the MR
service apparatus 900 may be provided on a part of the
vehicle 100.
[0256] Meanwhile, the MR service apparatus 900 de-
scribed in the present specification may include all types
of devices capable of controlling the vehicle, and may be
a mobile terminal, as an example. When the MR service
apparatus 900 is a mobile terminal, the mobile terminal
and the vehicle 100 may be connected to each other to
be communicable through wired/wireless communica-
tion. In addition, the mobile terminal may control the ve-
hicle 100 in various ways in a communicatively connect-
ed state.
[0257] Hereinafter, description will be given of an ex-
ample that the MR service apparatus 900 is an element
separate from the controller 170 for the sake of explana-
tion. In this specification, functions (operations) and con-
trol methods described in relation to the MR service ap-
paratus 900 may be executed by the controller 170 of
the vehicle. In other words, all the details described in
relation to the AR service apparatus 800 may be applied
to the controller 170 in the same/similar manner.
[0258] Also, the MR service apparatus 900 described
herein may include some of the components illustrated
in FIG. 7 and various components included in the vehicle.
For the sake of explanation, the elements illustrated in
FIG. 7 and the various elements included in the vehicle
will be described with separate names and reference
numbers.
[0259] The AR service apparatus 800 and the MR serv-
ice apparatus 900 described above may be provided in
a vehicle, and may each be independent hardware.
[0260] As an example, the AR service apparatus 800
and the MR service apparatus 900 may be configured to
be detachable from a part of the vehicle or elements pro-
vided in the vehicle.
[0261] Hereinafter, an MR service platform according
to an embodiment of the present disclosure will be de-
scribed in more detail with reference to the accompany-
ing drawings.
[0262] FIG. 8 is a conceptual diagram for explaining
an MR service platform for providing an MR service of
the present disclosure.
[0263] The present disclosure may provide an MR
service platform capable of providing a mixed reality au-
tomotive meta service (MR AMS) (hereinafter, inter-
changeably used with an MR service).
[0264] The MR service platform may be referred to as
an MR service system, an MR navigation system, an MR
platform, an MR system, or the like.
[0265] The MR service platform refers to a platform
capable of providing a service based on mixed reality,
and may include several independent elements.
[0266] For example, the MR service platform may in-

clude an MR service apparatus 900 (or referred to as an
MR navigation engine) provided at a vehicle end (on-
board), an MR AMS (hereinafter, referred to as an MR
AMS server) 1100 and a Digital Twin as a Service
(DTaaS) server 1200 provided at a server end (or cloud
end) outside the vehicle (offboard).
[0267] The MR service apparatus 900 may include an
MR AMS client 910 and an MR renderer 920.
[0268] The MR service described herein may be un-
derstood as a mixed reality navigation service for a ve-
hicle. That is, the MR service platform of the present dis-
closure may provide an interface for a vehicle implement-
ed in mixed reality to a user who is onboard a vehicle.
[0269] The MR service provided by the MR service
platform of the present disclosure may provide a digital
world experience through a display in the vehicle while
driving in an actual world.
[0270] Specifically, the MR service may interactively
provide a driver with directions, safe driving, a point of
interest (POI), and an entertainment user experience in
a virtual 3D space in which real-world information is fused
with the digital world.
[0271] Through this, the MR service platform of the
present disclosure may provide a variety of user experi-
ences (UXs) deviating from space-time constraints com-
pared to camera-based (or head-up display
(HUD)-based) augmented reality (AR) in the related art.
[0272] Here, the digital world may refer to a digital twin
or a digital twinned smart city, and the real world infor-
mation may include infrastructure data such as Vehicle-
to-Everything (V2X) and Cooperative-Intelligent Trans-
port Systems (C-ITS) and/or surrounding recognition da-
ta sensed by a sensor provided in an autonomous driving
vehicle.
[0273] Furthermore, the fusion described above may
include a concept of fusing a vehicle and infrastructure
sensor data, as well as an MR service cloud 1000 (or MR
AMS cloud) and an MR service apparatus 900 for imple-
menting the MR service platform.
[0274] In addition, "interactive" should be understood
as a concept including not only mixed reality navigation,
but also high-quality 3D image rendering and user inter-
action.
[0275] Meanwhile, mixed reality (MR) described herein
may refer to an environment in which virtual reality is
grafted onto a real world such that a real physical object
and a virtual object can interact with each other.
[0276] Mixed reality (MR) may include the meaning of
augmented reality (AR) in which virtual information is
added based on reality and augmented virtuality (AV) in
which reality information is added to a virtual environ-
ment.
[0277] In other words, a smart environment in which
reality and virtuality are naturally connected to each other
may be provided to provide the user with a rich experi-
ence. For example, the user may interact with a virtual
pet placed on his or her palm or play a game by creating
a virtual game environment in a real room. It may also
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be possible to virtually rearrange furniture in home, or
create an environment where remote people come and
work together.
[0278] A mixed reality automotive meta service (MR
AMS) using mixed reality (MR) according to an embod-
iment of the present disclosure may express a future driv-
ing route as a preview to help a user prepare for road
shapes and actions in advance.
[0279] Furthermore, the mixed reality automatic meta
service (MR AMS) using mixed reality (MR) according to
an embodiment of the present disclosure may improve
an advertisement effect or induce service usage rate en-
hancement by allowing the user to watch a specific point
of interest (POI).
[0280] In addition, the mixed reality automotive meta
service (MR AMS) using the mixed reality (MR) according
to an embodiment of the present disclosure is not de-
pendent on a specific map provider, and it is also possible
to converge data from various map providers.
[0281] The present disclosure may provide an MR nav-
igation function as one of the mixed reality automotive
meta services.
[0282] Since the MR navigation function is implement-
ed in a virtual world rather than overlapping an augment-
ed reality object on a real world, it may be possible to
solve problems such as front occlusion and difficulties in
achieving matching quality that occur in AR navigation.
[0283] Accordingly, the present disclosure may im-
prove a user experience (UX) by effectively expressing
various contexts that have been difficult to express in the
existing navigation through the MR navigation function.
[0284] To this end, the MR service platform of the
present disclosure may provide an MR context manage-
ment method, and a method and system of acquiring
metadata and 3D assets for providing an MR AMS.
[0285] The MR service platform of the present disclo-
sure may render related service metadata and 3D assets
to MR navigation by defining an MR context required in
a digital world and modeling the service metadata for
acquiring the MR context.
[0286] Accordingly, the present disclosure may pro-
vide a digital world experience through a display in the
vehicle while driving in an actual world, and recommend
and provide various additional human machine interface
(HMI) services to the user by utilizing the improved visi-
bility and watchfulness of the MR navigation.
[0287] Hereinafter, an MR service platform according
to an embodiment of the present disclosure for providing
the foregoing MR service will be described.
[0288] Referring to FIG. 8, the MR service platform (or
MR service system) of the present disclosure may in-
clude an MR service cloud 1000 provided outside a ve-
hicle and an MR service apparatus 900 provided in the
vehicle.
[0289] The MR service cloud 1100 provided outside
the vehicle (offboard) may include at least one of a Mixed
Reality Automotive Meta Service (MR AMS) server 1100
and a Digital Twin as a Service (DTaaS) server 1200.

[0290] The onboard MR service apparatus 900 may
include an MR AMS client 910 and an MR renderer 920.
[0291] The MR service apparatus 900 may interact
with the AR service apparatus 800 and the navigation
system 770 to provide a navigation function (or a navi-
gation application).
[0292] Information required for the navigation function
may be received through the camera 310, the sensing
unit 120, and a user input (or user request) received
through the user input unit 210 provided in the vehicle.
[0293] Furthermore, the information required for the
navigation function may be received through the MR
service cloud 1000 provided outside the vehicle (off-
board), and information sensed or processed in the ve-
hicle may be transmitted to the MR service cloud 1000
to receive the information required for each vehicle.
[0294] As illustrated in FIG. 10A, the mixed reality au-
tomotive meta service (MR AMS) server 1100 may be
connected to various service providers 1300a, 1300b,
1300c that provide online map services such as Open
Street Map (OSM), Mapbox, HERE, WRLD, BingMAP,
and the like. Furthermore, the mixed reality automotive
meta service (MR AMS) server 1100 may aggregate
shape information of each building included in a map
(e.g., footprint information and height of the building)
based on a result of aggregating map data provided from
the connected service providers 1300a, 1300b, 1300c
and provide the aggregated information to the DTaaS
server 1200. Here, the DTaaS server 1200 may refer to
a server or apparatus that provides a service using
DTaaS, that is, a digital twin map.
[0295] The DTaaS may refer to a Digital Twin as a
Service or a Digital Transformation as a Service.
[0296] Meanwhile, the DTaaS server 1200 may be
connected to a POI database in which POI service data
for each building or each region included in map infor-
mation is stored. In addition, the DTaaS server 1200 may
be connected to a 3D model database in which data of
a three-dimensional polygon model (or three-dimension-
al polygon map) for each building included in the map
information is stored. Here, the 3D polygon model is a
polygon model capable of providing a building volume,
and may be a polygon model without a texture on a sur-
face thereof. The DTaaS server 1200 may receive serv-
ice data related to POI from the connected POI database,
and may receive data of 3D polygon models of respective
buildings included in the map information of a region from
the connected 3D model database.
[0297] The processor (not shown) of the MR service
apparatus 900 may receive various information related
to the driving of the vehicle from the object detecting ap-
paratus 300, the sensing unit 120, and the navigation
system 770. For example, the processor may receive
information related to an object detected at the front, rear,
or side of the vehicle from the camera 310 of the object
detecting apparatus 300.
[0298] In addition, the processor may receive informa-
tion related to vehicle speed, a driving direction of the
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vehicle, a current location (GPS) of the vehicle, etc. from
the sensing unit 120 which includes sensors connected
to each component of the vehicle including the driving
system 710. Furthermore, information related to the driv-
ing path of the vehicle may be provided from the naviga-
tion system 770.
[0299] Meanwhile, the MR service apparatus 900 and
the DTaaS server 1200 may be connected through MR
AMS interfaces (Interface APIs). Here, the MR service
apparatus 900 and the MR AMS interfaces (Interface
APIs) may be connected through a wireless network con-
nection. In this case, the MR AMS server 1100 may be
a network server or a cloud server connected to the MR
service apparatus 900 in a wireless manner.
[0300] When connected to the MR AMS server 1100
as described above, the MR service apparatus 900 may
provide at least part of information received from a com-
ponent (e.g., the vehicle camera 310, the sensing unit
120, or a user input received from the user input unit 210)
connected thereto to the MR AMS server 1100 through
a network connection. Then, the MR AMS server 1100
may provide three-dimensional map data for providing
mixed reality to the MR service apparatus 900 in re-
sponse to the provided information.
[0301] For example, the MR service apparatus 900
may transmit information on objects detected around the
vehicle, and information on a speed, a direction of the
vehicle, and a current location of the vehicle. Further-
more, information on a driving path may be provided to
the MR AMS server 1100. Then, the MR AMS server
1100 may provide the three-dimensional map data of a
region according to the current location of the vehicle to
the MR service apparatus 900 based on the information
provided from the MR service apparatus 900.
[0302] In this case, the MR AMS server 1100 may de-
termine POI information based on the current location of
the vehicle, the speed of the vehicle, and the driving route
of the vehicle, and also provide 3D map data that the
determined POI information is further included in the 3D
building map. In addition, the MR AMS server 1100 may
provide the MR service apparatus 900 with 3D map data,
which further includes information related to situations
around the vehicle, based on provided information of ob-
jects around the vehicle.
[0303] Meanwhile, the MR service apparatus 900 may
render a mixed reality image based on the three-dimen-
sional map data received from the MR AMS server 1100.
For an example, the MR service apparatus 900 may con-
trol the MR renderer 920 to display a three-dimensional
map screen including models of buildings around the ve-
hicle based on the received three-dimensional map data.
Furthermore, the MR renderer 920 may display a graphic
object corresponding to the vehicle on the three-dimen-
sional map screen, and display graphic objects corre-
sponding to the received POI data and environment in-
formation around the vehicle on the three-dimensional
map screen.
[0304] Therefore, an image of a virtual environment

(i.e., a mixed reality (MR) image, or MR navigation
screen, or MR navigation interface) including a three-
dimensional building model similar to a current vehicle
and a shape of a building around the vehicle and a graphic
object corresponding to the vehicle may be displayed on
a display 251 provided in the vehicle, for example, a cent-
er information display (CID), a head up display (HUD),
rear sheet information (RSI), or rear sheet entertainment
(RSE).
[0305] In this case, information related to driving of the
vehicle and an environment around the vehicle may be
provided to a driver through the virtual environment.
Through the three-dimensional map information, that is,
a digital twin map (hereinafter referred to as a DT map),
the MR service apparatus 900 according to an embodi-
ment of the present disclosure may provide a mixed re-
ality service to the driver.
[0306] Meanwhile, the MR AMS server 1100 may de-
termine three-dimensional map data and three-dimen-
sional map data, and POI information that can be provid-
ed along with the dimensional map data or environment
information around each vehicle based on information
collected from the MR service apparatus 900 provided
in one vehicle as well as the MR service apparatuses
900 provided in a plurality of vehicles. In this case, the
MR AMS server 1100 may collect information from a plu-
rality of vehicles in the form of a cloud server and generate
3D map data for mixed reality based on the collected
information. The MR AMS server 1100 may also be con-
figured to provide the MR service to at least one of MR
service apparatuses 900 disposed in different vehicles
on the basis of the generated 3D map data.
[0307] Hereinafter, for convenience of description, a
cloud or server, which includes the MR AMS server 1100
and the DTaaS server 1200, and provides metadata
(e.g., service metadata, 3D assets), a 3D polygon map,
and a digital twin map (DT map) all for providing the MR
service, is referred to as the MR service cloud 1000.
[0308] As illustrated in FIG. 8, the MR service appara-
tus 900 (or MR navigation engine) may include an MR
AMS client 910 and an MR renderer 920.
[0309] In addition, in order to implement an MR navi-
gation function, which is one of the MR services, the MR
service apparatus 900 may transmit and receive data to
and from the AR service apparatus 800 (or AR engine)
and the navigation system 770 provided in the vehicle.
[0310] The MR AMS client 910 may include a context
manager 911, a scene manager 913, and a UX scenario
database 914.
[0311] In addition, the MR renderer 920 may include a
DTaaS client 921, an MR visualization unit 922, and a
3D HMI framework 923.
[0312] The MR AMS client 910 may collect vehicle lo-
cation information, user input, user feedback information,
payment information, etc. and transmit the collected in-
formation to the MR AMS server 1100 existing outside
the vehicle.
[0313] The MR AMS server 1100 may transmit at least
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one of metadata, service metadata, and three-dimen-
sional assets required for providing an MR service based
on information received from the MR AMS client.
[0314] The MR AMS client 910 may transmit data re-
ceived from the MR AMS server 910 to the MR renderer
920.
[0315] The MR renderer 920 may create a digital twin
map using a 3D polygon map received from the DTaaS
server 1200 and images received from the MR AMS client
910 or the camera 310 installed in the vehicle.
[0316] In addition, the MR renderer 920 may render
the data received from the MR AMS client 920 into MR
objects that can be overlaid on the digital twin map, and
generate an MR image by overlaying the rendered MR
objects onto the digital twin map.
[0317] Then, the MR renderer 920 may output the gen-
erated MR image to the display 251 disposed in the ve-
hicle.
[0318] All components described herein may be imple-
mented as separate hardware modules, and may be un-
derstood as components implemented in software block
units as needed.
[0319] Hereinafter, each component constituting the
MR service platform will be described in more detail with
reference to the accompanying drawings.
[0320] FIG. 9 is a conceptual diagram for explaining
an MR AMS client of the present disclosure.
[0321] The MR AMS client 910 may be provided in the
vehicle to provide a mixed reality automotive meta serv-
ice (MR AMS).
[0322] The MR AMS client 910 includes a context man-
ager 911 that requests a context corresponding to a user
request (or user input) from the MR AMS server 1100
provided outside the vehicle, a scene manager 913 that
manages MR scene information provided to the display
251 provided in the vehicle, and a UX scenario database
914 that provides a UX rule to at least one of the context
manager 911 and the scene manager 913.
[0323] Furthermore, the MR AMS client 910 may fur-
ther include an interface API 912 that calls a function for
communicating with the MR AMS server 1100 provided
outside the vehicle.
[0324] The interface API 912, including one or more
functions defined to communicate with the MR AMS serv-
er 1100, may convert a data format or a message format
using these functions to transmit data to the MR AMS
server 1100 or convert the format of data received from
the MR AMS server 1100.
[0325] The interface API 921 may transmit a context
request output from the context manager 911 to the MR
AMS server 1100, and receive a 3D asset corresponding
to the context requested by the MR AMS server 912.
[0326] Here, the context may indicate situation infor-
mation and may mean information corresponding to a
situation the vehicle is in. Also, the context may include
meaning of contents.
[0327] The 3D asset may mean 3D object data corre-
sponding to the requested context. In addition, the 3D

asset may indicate a 3D graphic object that is overlaid
on a digital twin image (or digital twin map) or is newly
updatable.
[0328] The MR AMS client 910 may be included in the
MR service apparatus 900.
[0329] The MR service apparatus 900 may include a
user interaction handler 901 that generates an action cor-
responding to a user input and transmits the action to the
context manager 901 when the user input is received
through the input unit 210 provided in the vehicle.
[0330] The user interaction handler 901 may be includ-
ed in the MR service apparatus 900 or included in the
MR AMS client 910.
[0331] For example, when a user input of "Find nearby
Starbucks" is received through the input unit 210 of the
vehicle, the user interaction handler 901 may generate
an action (e.g., "Search POI") corresponding to the user
input and transfer the action to the context manager 911
provided in the MR AMS client 910.
[0332] As an example, the action may be determined
by an action matching a word included in a user input,
and the action may be referred to as a command or a
control command.
[0333] The context manager 911 may generate a com-
mand for requesting a context corresponding to an action
received from the user interaction handler 901, and trans-
mit the command to the MR AMS server 1100 through
the interface API 912.
[0334] The command may be generated based on an
action (e.g., "Search POI") received from the user inter-
action handler 901, and as an example, may be defined
to include a current location of the vehicle, a type of POI
to be found, and radius information (e.g., GET "Star-
bucks" (type of POI) WITHIN "500m" (radius) FROM
"37.7795, -122.4201" (current location of vehicle (lati-
tude, longitude)).
[0335] The context manager 911 may receive current
scene information currently being output from the vehicle
from the scene manager 913, and receive a UX rule from
the UX scenario database 914.
[0336] Furthermore, the context manager 911 may re-
ceive navigation information including a current path and
a current location from a navigation handler 902 that han-
dles information of the navigation system 770.
[0337] The navigation handler 902 may be provided in
the MR service apparatus 900 or may be provided in the
MR AMS client 910.
[0338] The context manager 911 may generate a com-
mand for requesting the context based on at least one
of the current scene information, the UX rule, and the
navigation information.
[0339] The current scene information may include
screen information currently being displayed on the dis-
play 251 of the vehicle. For example, the current scene
information may include information related to an MR im-
age in which an MR object and an MR interface are over-
laid on a digital twin map.
[0340] In addition, at least one of the context manager
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911 and the scene manager 913 of the present disclosure
may receive sensor data processed through a sensor
data adapter 903, which processes information sensed
by the sensing unit 120 of the vehicle.
[0341] The sensor data adapter 903 may be provided
in the MR service apparatus 900 or may be provided in
the MR AMS client 910. The sensor data adapter 903
may transmit the processed sensor data to the AR engine
handler 904 that handles data transmitted to the AR en-
gine (or AR service apparatus) 800.
[0342] The interface API 912 may receive metadata of
a context corresponding to the command and/or a three-
dimensional asset corresponding to the context from the
MR AMS server 1100.
[0343] Then, the interface API 912 may transmit the
received metadata and/or three-dimensional asset to the
scene manager 913.
[0344] The scene manager 913 may generate UI data
using the UX rule received from the UX scenario data-
base 914 and the metadata and three-dimensional asset
received from the interface API 912.
[0345] Then, the scene manager 913 may transmit the
generated UI data to the MR renderer 920 that renders
the data to be displayed as a mixed reality (MR) or mixed
reality image on the display 251 provided in the vehicle.
[0346] Furthermore, the scene manager 913 may fur-
ther transmit the generated UI data to the AR engine
handler 904 configured to handle the AR service appa-
ratus 800 provided in the vehicle.
[0347] The UX rules stored in the UX scenario data-
base 914 may refer to information related to rules,
shapes, formats, or templates for generating a screen,
UX, or user interface to be provided in the MR service
apparatus. These UX rules may be previously defined
for each type of data.
[0348] Also, the UX rules may be updated or modified
by a user or adm inistrator.
[0349] Referring to FIG. 11, the context manager will
be described in more detail.
[0350] FIG. 11 is a conceptual diagram for explaining
a context manager of the present disclosure.
[0351] Referring to FIG. 11, the context manager 911
may include a context handler 911a that handles and
parses a context request corresponding to a user re-
quest, a context interpreter 911b that manages a session
for interpreting the context request and generates a con-
text set using a data model, and a context graph database
(or MR context database) 911c that stores the data mod-
el.
[0352] Furthermore, the context manager 911 may fur-
ther include a context recommender 911d that extracts
a recommendation context based on the generated con-
text set, and a context controller (or context tracker) that
manages a context to be periodically acquired.
[0353] The context manager 911 may be included in
the MR AMS client 910 as illustrated in FIG. 9, but is not
limited thereto. For example, as illustrated in FIG. 10B,
the context manager 911 may be provided in the MR

AMS server 1100.
[0354] A more detailed operation of the context man-
ager 911 will be described later in more detail when the
MR AMS server 1100 is described.
[0355] FIGS. 10A and 10B are conceptual diagrams
for explaining an MR AMS server of the present disclo-
sure.
[0356] Referring to FIG. 10A, the MR AMS server 1100
provided outside the vehicle (offboard) to provide a mixed
reality automotive meta service (MR AMS) may include
an interface API 1101 that calls a function for communi-
cating with the MR AMS client provided in the vehicle, a
service aggregation manager 1110 that requests and re-
ceives a context corresponding to a request received
from the MR AMS client from the service provider, and
a data integration manager 1120 that loads a three-di-
mensional asset corresponding to the received context
from a database (3D assets for MR navigation database)
1130.
[0357] The interface API 1101 may be referred to as a
server interface API 1101 to be distinguished from the
interface API 912 of the MR AMS client 910 provided in
the vehicle.
[0358] Furthermore, the interface API 912 of the MR
AMS client 910 may be referred to as a vehicle interface
API or an MR AMS client interface API.
[0359] The interface API 1101 included in the MR AMS
server 1100 may transfer a user request (or context re-
quest) received from the MR AMS client to the service
aggregation manager 1110.
[0360] The interface API may include a first interface
API 1101 that calls a function for performing communi-
cation with the MR AMS client 910, and a second inter-
face API 1102a, 1102b, 1102c in which the service ag-
gregation manager 1110 calls a function for performing
communication with the service provider 1300a, 1300b,
1300c.
[0361] The second interface API 1102a, 1102b, 1102c
may receive service data and/or map data through an
interface API provided in the service provider 1300a,
1300b, 1300c.
[0362] The second interface APIs 1102a, 1102b, and
1102c and the interface APIs provided in the service pro-
viders 1300a, 1300b, and 1300c may perform data trans-
mission and reception with each other, and may include
functions configured to convert data formats or message
formats, so as to perform data transmission and recep-
tion with each other by converting the data formats or
message formats using those functions.
[0363] The service aggregation manager 1110 may re-
quest the requested context from different service pro-
viders based on a type of context requested by the MR
AMS client 910 provided in the vehicle.
[0364] Specifically, the service aggregation manager
1110 may request a first type of context from the first
service provider 1300a that provides the first type of con-
text when the requested type of the context is the first
type of context, and request a second type of context
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from the second service provider 1300b that provides the
second type of context when the type of the requested
context is the second type of context.
[0365] For example, when the type of the requested
context is related to POI (e.g., "Starbucks"), the service
aggregation manager 1110 may request the context re-
lated to the POI (or POI data) from the first service pro-
vider 1300a, and receive the requested context from the
first service provider 1300a.
[0366] Furthermore, when the type of the requested
context is a view of a certain street, the service aggre-
gation manager 1110 may request and receive a context
(or imagery data) for the view of the certain street from
the second service provider 1300b that provides infor-
mation on the view of the street.
[0367] In addition, when the type of the requested con-
text is a certain service, the service aggregation manager
1110 may request and receive a context related to the
service (or data (e.g., service ratings or prices) on the
service) from the third service provider 1300c that pro-
vides information related to the service.
[0368] In addition, the interface API 1101 may request
an expanded service API (expand service API calls) from
the service aggregation manager 1110, based on the
service requested by the MR AMS client 910 (or context
request).
[0369] The service aggregation manager 1110 may re-
quest for information corresponding to the expanded
service from the service providers 1300a, 1300b, and
1300c based on the expanded service API request, and
receive the requested information. The service aggrega-
tion manager 1110 may generate a service API using the
received information and output the generated service
API to the data integration manager 1120.
[0370] The data integration manager 1120 may per-
form data enhancement based on the service API re-
ceived from the service aggregation manager 1110, and
generate a metadata package for the requested context
to transmit the generated metadata package to the MR
AMS client 910 of the vehicle through the interfaces API
1101.
[0371] The metadata package may include the three-
dimensional asset and service metadata described
above. Here, the service metadata may refer to metadata
for providing a service corresponding to a requested con-
text.
[0372] The interface API 1101 may transmit the 3D as-
sets loaded from the data integration manager 1120 to
the MR AMS client 910.
[0373] Meanwhile, as illustrated in FIG. 10B, the MR
AMS server 1100 of the present disclosure may further
include the context manager 911 described above.
[0374] That is, the context manager 911 may be in-
cluded in the MR AMS client 910 to be provided on the
vehicle side, may be included in the MR AMS server 1100
to be provided on the server (cloud) side, or may be pro-
vided on both sides.
[0375] When included in the MR AMS server 1100, the

context manager 911 may be configured to manage con-
text corresponding to a request received from the MR
AMS client 910.
[0376] As illustrated in FIG. 11, the context manager
911 may include a context handler 911a that handles and
parses a context request, a context interpreter 911b that
manages a session for interpreting the context request
and generates a context set using a data model, and a
context graph database (context graph DB or MR context
DB) 911c that stores the data model.
[0377] Here, the context handler 911a may receive a
user request input to the MR AMS client through the in-
terface API 1101, and parse the received user request
to transmit the parsed user request to the context inter-
preter 911b.
[0378] After generating a session, the context inter-
preter 911b may generate a query for context requests
corresponding to the user requests, and request and re-
ceive context data models corresponding to the query
from a context graph database 911c.
[0379] The context interpreter 911b may request con-
texts corresponding to the context data models from the
service aggregation manager 1110, and the service ag-
gregation manager 1110 may request and receive con-
text data corresponding to the context data models from
the service providers 1300a, 1300b, and1300c.
[0380] The service aggregation manager 1110 may re-
quest and receive a three-dimensional asset (and/or
service meta data) corresponding to the requested con-
text from the data integration manager 1120, and transmit
context data received from the service provider and the
three-dimensional asset (and/or service metadata) re-
ceived from the data integration manager to the context
interpreter 911b.
[0381] The context interpreter 911b may transmit the
received context data and the three-dimensional asset
to the MR AMS client 910 provided in the vehicle through
the context handler 911a and the interface API 1101.
[0382] On the other hand, the context manager 911
may further include a context recommender 911d that
extracts a recommendation context based on the gener-
ated context set and a context controller 911e (or context
tracker) that manages a context to be periodically ac-
quired.
[0383] When the completed context data includes in-
formation that is unavailable for a specific service, the
context recommender 911d may request the context in-
terpreter 911b to generate a query for recommending a
service capable of substituting the specific service.
[0384] FIGS. 12A and 12B are conceptual diagrams
for explaining a DTaaS server of the present disclosure.
[0385] Referring to FIG. 12A, the Digital Twin as a
Service or Digital Transformation as a Service (DTaaS)
server 1200 of the present disclosure may be disposed
outside the vehicle and provide an MR AMS. Specifically,
the DTaaS server 1200 may provide a digital twin map
or data (e.g., all types of information on an object over-
lapping on a three-dimensional polygon map or digital
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twin) required to generate the digital twin map.
[0386] The DTaaS server 1200 may include a DTaaS
API 1210 that calls a function for communicating with the
MR service apparatus 900 provided in the vehicle, a da-
tabase (Digital Twins Maps DB) 1220 that stores a digital
twin map and a renderable 3D polygon map provided to
the MR service apparatus, and a processor 1280 that
transmits a three-dimensional polygon map correspond-
ing to location information to the MR service apparatus
through the DTaaS API based on the location information
of the vehicle received from the MR service apparatus.
[0387] In addition, the DTaaS server 1200 may further
include a telecommunication unit (TCU) 1290 provided
outside the vehicle to perform communication with the
MR AMS server 1100 that provides an MR AMS service.
[0388] In addition, the DTaaS server 1200 may further
include a digital twin map generation unit (digital twin
representation and update unit) 1230 that generates a
digital twin map by matching an actually captured image
to a three-dimensional polygon map stored in the data-
base 1220.
[0389] Furthermore, the DTaaS server 1200 may fur-
ther include a dynamic modeling DB 1240 that stores
dynamic information on a moving object received from
at least one of the MR service apparatus 900 and the MR
AMS server 1100, and a scenario DB 1250 that stores
information related to a scenario that can be implemented
in a digital twin.
[0390] In addition, the DTaaS server 1200 may further
include a simulation unit 1260 that performs a simulation
corresponding to a user request on the digital twin, and
a visualization unit 1270 that visualizes information to be
implemented on the digital twin.
[0391] All of the components described above may be
implemented as independent hardware (e.g., chips or
modules), and may also be implemented as software-
blocked components as needed.
[0392] Referring to FIG. 12B, the DTaaS server 1200
may transmit and receive data to and from not only the
vehicle 100 but also a server (FMS server) 1280 that
provides a fleet management service and a server 1290
that provides a city planning service through the DTaaS
API 1210.
[0393] As an example, the DTaaS server 1200 may
collect log information collected by each server from at
least one of the vehicle 100, the FMS server 1280, and
the city planning service providing server 1290.
[0394] Then, the DTaaS server 1200 may store the
collected log information in a log database.
[0395] The DTaaS server 1200 may provide a digital
twin map for visualization in at least one of the vehicle
100, the FMS server 1280, and the city planning service
providing server 1290, based on the collected log infor-
mation.
[0396] In addition, the DTaaS server 1200 may trans-
mit at least one of event notification information, simula-
tion information, and visualization information to at least
one of the vehicle 100, the FMS server 1280, and the

city planning service providing server 1290 based on the
received log information.
[0397] FIG. 13 is a conceptual diagram for explaining
an MR renderer of the present disclosure.
[0398] First, referring to FIG. 9, the mixed reality (MR)
renderer 920 according to an embodiment of the present
disclosure may be provided in a vehicle to provide a
mixed reality automotive meta service (MR AMS).
[0399] The MR renderer 920 may include a DTaaS API
921 that calls a function for communicating with the Dig-
ital Twin as a Service (DTaaS) server 1200 that provides
at least one of a digital twin map and a three-dimensional
polygon map.
[0400] Furthermore, the MR renderer 920 may include
the visualization unit (DT-based MR Visualization Unit)
922 that receives UI data from the MR AMS client 910,
and visualizes a mixed reality image using a three-di-
mensional polygon map received from the DTaaS API
921 and the UI data.
[0401] In addition, the MR renderer 920 may include a
three-dimensional (3D) human-machine interface (HMI)
framework 923 that generates a three-dimensional hu-
man-machine interface (HMI) to allow a user-operable
interface to be included in the mixed reality image.
[0402] The three-dimensional HMI framework 923 may
overlap the interface (e.g., a user-operable interface, or
an interface (graphic object) implemented in the form of
MR) with the mixed reality image generated by the MR
visualization unit 922.
[0403] Then, the mixed reality image in which the in-
terface overlaps may be transmitted to a window man-
ager 930 provided in the vehicle to display the mixed
reality image in which the interface overlaps on the dis-
play 251 provided in the vehicle.
[0404] The window manager 930 may perform a role
of controlling an image generated by the MR renderer
920 to be displayed on any one of the displays 251 pro-
vided in the vehicle.
[0405] In addition, the window manager 930 may dis-
play at least one of a mixed reality image transmitted
from the MR renderer 920 and a camera image in which
AR information transmitted from the augmented reality
(AR) service apparatus 800 overlaps on the display 251
provided in the vehicle.
[0406] The UI data transmitted from the MR AMS client
910 may include a camera image captured by a vehicle
camera and information related to an object related to an
MR service (e.g., MR service data received from the MR
AMS server 1100 or a three-dimensional asset).
[0407] The MR visualization unit 922 may generate a
digital twin map by matching an image extracted from a
camera image included in the UI data on the three-di-
mensional polygon map.
[0408] Then, the MR visualization unit 922 may gen-
erate the mixed reality image by overlapping the object
related to the MR service on the digital twin map.
[0409] The mixed reality image (or MR image) may be
defined by overlapping several images existing in a real
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world based on a digital twinned digital world, and may
include a user-operable interface.
[0410] The MR visualization unit 922 may periodically
receive the UI data from the MR AMS client 910, and
update an object related to the MR service on the mixed
reality image using the received III data.
[0411] As illustrated in FIG. 13, the three-dimensional
HMI framework may store information on a unity engine,
materials, textures, prefabs, fonts, and shaders for gen-
erating an interface, and generate an interface to be over-
lapped on a mixed reality image using the information
and overlap the generated interface with the mixed reality
image.
[0412] Meanwhile, as illustrated in FIG. 13, the MR ren-
derer 920 may further include a map renderer 924 con-
figured to render a map.
[0413] The map renderer 924 may receive map data
from a map provider 1300.
[0414] The map renderer 924 may include a map vis-
ualization unit 924a that visualizes a map, a map place-
ment strategy unit 924b, a map scaling strategy unit 924c,
a mesh generation unit 924d, and a tile provider 924e.
[0415] The map visualization unit 924a may perform a
role of visualizing a map using the received map data.
[0416] The map placement strategy unit 924b may
place a map based on a location of a vehicle or place a
map based on a tile.
[0417] The map scaling strategy unit 924c may unite
the scale (unity scale) or change the scale to a world
scale.
[0418] The mesh generation unit 924d may partition
the map into meshes having a predetermined size or gen-
erate map data having a predetermined area.
[0419] The tile provider 924e may provide at least one
of a globe tile, a quad tree tile, a range around tile, and
a range tile.
[0420] The MR renderer 920 may generate a neces-
sary mixed reality image (MR image) based on informa-
tion such as a current location of the vehicle, path infor-
mation, a path plan, and a POI provided by the navigation
system 770, and provide the MR image to the display
251 of the vehicle.
[0421] Hereinafter, a method of providing an MR serv-
ice in the MR service platform of the present disclosure
will be described in more detail with reference to the ac-
companying drawings.
[0422] FIGS. 14, 15, 16, 17, 18, 19 and 20 are flow-
charts and conceptual diagrams for explaining a method
for providing an MR automotive meta service according
to an embodiment of the present disclosure.
[0423] Referring to FIG. 14, the MR service apparatus
900 of the present disclosure may receive a user input
through the user input unit 210 provided in a vehicle, or
receive an event and environment recognition from at
least one of the sensing unit 120, the navigation system
770, and the controller 170 provided in the vehicle
(S1410).
[0424] In this case, the context manager 912 of the MR

AMS client 910 included in the MR service apparatus 900
may interpret at least one of the received user input,
event, and environment recognition, and then find an MR
context and recommend a service related thereto
(S1420).
[0425] As an example, the related service may be rec-
ommended through the context interpreter 911b and/or
the context recommender 911d of the context manager.
[0426] The MR AMS client 910 may transmit the rec-
ommended related service to the MR AMS server 1100
provided outside the vehicle through the interface API
912.
[0427] The service aggregation manager 1110 provid-
ed in the MR AMS server 1100 may acquire the metadata
of a recommended service (S1430).
[0428] As an example, the metadata of the service may
be acquired from the service provider 1300a, 1300b,
1300c.
[0429] Then, the data integration manager 1120 may
retrieve a three-dimensional asset corresponding to the
metadata of the service from the database 1130 (S1440).
[0430] Then, the data integration manager 1120 may
transmit the retrieved three-dimensional asset and the
metadata of the service to the MR AMS client 910 pro-
vided in the vehicle through the interface API 1101.
[0431] The MR AMS client 910 may generate UI data
using the received service metadata and three-dimen-
sional asset, and transmit the generated UI data to the
MR renderer 920.
[0432] The MR renderer 920 may render the received
UI data mixed reality image. Specifically, the MR renderer
920 may render a three-dimensional asset using service
metadata included in the III data (S1450).
[0433] An MR context management rule of the context
manager 911 will be described with reference to FIGS.
15 and 16.
[0434] Referring to FIG. 15, there may exist two root
objects such as MR automotive metadata and an MR
context in the MR context database (or context graph
database) 911c.
[0435] Referring to FIG. 16, a user input, an event, an
environment, and the like may be linked to a subclass of
the MR context.
[0436] Service metadata to be reviewed and recom-
mended may be linked to a subclass of the MR automo-
tive metadata.
[0437] Between the nodes of MR Context and MR Au-
tomotive Metadata, as an example, the name of
HAS_METADATA is connected, and the following prior-
ity may be specified.
[0438] PriorityLevel: A service priority can be specified
as an attribute and may be used as a priority when ac-
quiring a service.
[0439] PreferenceLevel: A numerical value of a user’s
individual preference can be used for a user-customized
expression during rendering.
[0440] MR Context may be instantiated (instance type)
using a relation of IS_INSTANCE_OF, and an actual
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primitive value can be stored as a priority.
[0441] All MR Automotive Metadata connected to its
own class can be imported as a priority key while instan-
tiating.
[0442] Instance Type has a trackable priority and can
be updated periodically in the Context Controller if TRUE.
[0443] The context management method will be de-
scribed as follows, and the present disclosure may use
a graph data model for context management.
[0444] Furthermore, the present disclosure may define
a data instance as a node, an attribute of a node as a
property, and define a directional relation between
nodes. In the present disclosure, a context may be ac-
quired through a graph data query, and a node may be
set to an active node or a passive node according to a
data acquisition method. The active node, which is a node
that periodically acquires a context, may be managed by
a Context Tracker (context controller), and may be set
by a developer. The passive node may be a context node
requested by a user input.
[0445] A node may have a source property (priority)
when it needs to make a request to a service to acquire
data.
[0446] For example, when the corresponding context
node needs to be retrieved from a yelp review, a source
may be specified as a key and a yelp review as a value.
[0447] Data modeling for a basic scenario may be in-
itially set, and a context acquired during runtime may be
updated and managed.
[0448] An example of retrieving a nearby POI will be
described with reference to FIG. 17.
[0449] First, the MR AMS client 910 may receive a user
input to find a nearby POI (e.g., "Starbucks") (S1710).
[0450] In this case, the context manager 911 may in-
terpret the received user input, find the requested POI
(Starbucks), and request a recommendation service (or
POI-related information (context)) including a review, a
waiting time, and the like, from the MR AMS server 1100
(S1720).
[0451] The service aggregation manager 1110 of the
MR AMS server 1100 may request and receive a request-
ed recommendation service (or a requested context)
from the service provider 1300a, 1300b, 1300c (S1730).
[0452] Then, the data integration manager 1120 of the
MR AMS server 1100 may retrieve a three-dimensional
asset corresponding to the review and waiting time of a
POI (Starbucks) corresponding to the acquired service
metadata from the database 1130 (S1740).
[0453] Then, the data integration manager 1130 may
transmit the service metadata and the three-dimensional
asset retrieved through the interface API 1101 to the MR
AMS client 910 provided in the vehicle (S1750).
[0454] Meanwhile, when the context manager 911 is
provided in the MR AMS server 1100, data may be proc-
essed through the following flow.
[0455] First, when a user input such as "Find POI" is
received through the user input unit 210 of the vehicle,
the MR AMS client 901 may request a "Find POI" context

from the context handler 911a through the interface API
912.
[0456] The context handler 911a may parse the user
input and then transmit the parsed user input to the con-
text interpreter 911b, and the context interpreter 911b
may generate a session to the context graph database
911c and then generate and request a query for a "Find
POI"-related context request.
[0457] The context graph database 911c may transmit
a context data model corresponding to the query to the
context interpreter 911b.
[0458] The context interpreter 911b may make a serv-
ice request to the service aggregation manager 1110 to
acquire an empty context of the context data model.
[0459] The service aggregation manager 1110 may re-
quest and acquire context data (service metadata) from
the service provider 1300a, 1300b, 1300c.
[0460] The service aggregation manager 1110 may
transmit the acquired context data (service metadata) to
the data integration manager 1120 to request and receive
a three-dimensional asset for the requested context (rec-
ommendation service).
[0461] The service aggregation manager 1110 may
transfer context data (service metadata) and the three-
dimensional asset to the context interpreter 911b, and
end the session.
[0462] Then, the context data may be transmitted to
the MR AMS client 910 provided in the vehicle through
the context interpreter 911b, the context handler 911a,
and the interface API 1101.
[0463] FIG. 18 is a flowchart for explaining an example
of a service that can be provided by the MR service plat-
form when a parking lot is full.
[0464] First, when it is determined that the state of a
destination parking lot of the vehicle set in the MR AMS
client is full, the MR AMS server 1100 may transmit serv-
ice metadata in which the state of the parking lot is not
available (Parking Lot: Not Available) to the MR AMS
client 910 (S1810).
[0465] Then, the context recommender 911d included
in the context manager 911 of the vehicle may request
the display 251 of the vehicle to display a pop-up asking
the user whether to recommend a parking lot (S1820).
[0466] When there is a user approval (permission)
through a pop-up window, the context recommender
911d may retrieve a context of a name of the parking lot
(MR Context) from the MR Context DB 911c, and transmit
a service connected to the retrieved context to the MR
AMS server 1100 (S1830).
[0467] Then, the service aggregation manager 1110
may acquire service metadata for the connected service
from the service provider, and the data integration man-
ager 1120 may retrieve a three-dimensional asset cor-
responding to the service metadata from the database
1130 to transfer the retrieved 3D asset to the MR AMS
client 910 (S1840).
[0468] In summary, the context recommender 911d
may make a request to generate a query when a parking
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lot node is full in the context data completed by the context
interpreter 911b.
[0469] Then, the context interpreter 911b may gener-
ate a session to the context graph database 911c, and
then request a query from the DB to see whether there
is other parking lot data in a closed relation with the park-
ing lot after the generation of the query.
[0470] The context interpreter 911b may request a
service from the service aggregation manager 1110 to
acquire a state of a corresponding context when there is
other parking lot data in a closed relation.
[0471] The service aggregation manager 1110 may re-
quest and receive a three-dimensional asset for recom-
mendation from the data aggregation manager 1120
when the state is available, and transfer the context data
and the three-dimensional (3D) asset to the context in-
terpreter 911b and end the session.
[0472] Then, the context data and the three-dimen-
sional asset may be transmitted to the MR AMS client
910 provided in the vehicle through the context interpret-
er 911b, the context handler 911a, and the interface API
1101.
[0473] FIG. 19 is a flowchart for explaining an example
of expressing a POI in a preview environment.
[0474] First, the context manager 911 may recognize
an environment in which the MR service mode of the
vehicle is a preview mode (S1910).
[0475] The context manager 911 may find a service
related to a POI-related context (MR Context), and trans-
fer the found context and current path information togeth-
er to the MR AMS server 1100 (S1920).
[0476] The service aggregation manager 1110 may
acquire service metadata corresponding the requested
context from the service provider, and the data integra-
tion manager 1120 may find a three-dimensional asset
corresponding to the service metadata to transfer the
found 3D asset to the MR AMS client 910 (S1930).
[0477] Then, the MR AMS client 910 may transmit UI
data including the service metadata and the three-dimen-
sional asset to the MR renderer 920, and the MR renderer
920 may render a preview screen using the III data
(S1940).
[0478] FIG. 20 is a flowchart for explaining an example
of using a preference.
[0479] The context manager 911 may acquire a nearby
POI list (S2010).
[0480] When the preference of an MR Context for the
nearby POI list is high (when the preference is higher
than a predetermined reference), the context recom-
mender 911d may find a related service of the context
(MR Context) having a high preference transmitted to the
MR AMS server 1100 to transmit the related service along
with the location information (S2020).
[0481] The service aggregation manager 1110 may
acquire service metadata corresponding the requested
context from the service provider, and the data integra-
tion manager 1120 may find a three-dimensional asset
corresponding to the service metadata to transfer the

found 3D asset to the MR AMS client 910 (S2030).
[0482] Then, the MR AMS client 910 may transmit UI
data including the service metadata and the three-dimen-
sional asset to the MR renderer 920, and the MR renderer
920 may render a preview screen using the UI data
(S2040).
[0483] FIGS. 21, 22 and 23 are conceptual diagrams
for explaining an MR service providing screen according
to an embodiment of the present disclosure.
[0484] Referring to FIGS. 21 and 22, a mixed reality
image generated by the above-described MR service
platform may be displayed on the display 251 of the ve-
hicle.
[0485] When a 3D POI is displayed on a path, a main
camera may be controlled to intentionally keep looking
at a POI until the POI is invisible.
[0486] Once the vehicle passes the POI, a thumbnail
from a primary camera may be captured and added as
a new replay card.
[0487] Previous replay cards may be stacked in a time
sequence, and when the user selects a card, the captured
POI scene may be replayed in a different color style.
[0488] A POI service menu may be displayed together
for an additional service interaction.
[0489] Such control may be operated and controlled
by the MR service apparatus 900.
[0490] Referring to FIG. 23, an MR service provided
by the MR service platform of the present disclosure may
enhance POI visibility compared to an AR mode in which
an augmented reality object overlaps with a real world.
[0491] A POI is displayed as a floating icon in the case
of the AR mode, whereas there is no occlusion (covered
part), and an accurate and realistic POI can be localized
as if it were actually there, and the POI can be identified
even from a long distance in the case of displaying the
POI in MR.
[0492] Accordingly, the MR service platform of the
present disclosure may place all renderable POI content
in a digital twin world.
[0493] In addition, the MR service platform of the
present disclosure may allow accurate POI positioning
without occlusion, and provide an MR interface (or mixed
reality image) that flies to a corresponding POI in a movie
motion when a remote user touches a POI object.
[0494] The MR service platform of the present disclo-
sure may intentionally adjust a viewing angle for adver-
tisement when there is a POI that has entered into a
premium partnership with an additional information panel
pop-up that provides a POI-related meta service.
[0495] The MR service platform of the present disclo-
sure may allow infinite POI content rendering in any en-
vironment to support a user to intuitively retrieve a POI,
thereby preventing further confusion from occurring.
[0496] According to an embodiment of the present dis-
closure, there is one or more of the following effects.
[0497] First, according to the present disclosure, it may
be possible to provide an MR service platform capable
of providing an optimized MR service or a mixed reality
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automotive meta service to a passenger who is onboard
a vehicle.
[0498] Second, according to the present disclosure, it
may be possible to provide an MR service platform ca-
pable of providing information corresponding to a user
request in the form of MR using an optimized method.
[0499] Third, according to the present disclosure, it
may be possible to provide an MR service platform ca-
pable of providing an MR interface optimized in consid-
eration of a current state of the vehicle to a user.
[0500] The effects of the present disclosure may not
be limited to the above-mentioned effects, and other ef-
fects not mentioned herein may be clearly understood
by those skilled in the art from the description of the
claims.
[0501] Hereinafter, the AR service apparatus 800 of
the present disclosure will be described in brief.
[0502] The AR service apparatus 800 of the present
disclosure may vary information provided as an AR serv-
ice based on the environment of the vehicle.
[0503] That is, the AR service apparatus 800 of the
present disclosure may dynamically adjust (vary) infor-
mation to be displayed in AR and an amount of the infor-
mation according to an environment of the vehicle, and
select information to be emphasized.
[0504] Furthermore, the AR service platform of the
present disclosure may control an AR service provided
by the vehicle to vary according to a specific condition,
such as a vehicle environment and an advertisement ex-
posure condition.
[0505] In the case of AR navigation in the related art,
when displaying a destination or a major point of interest
(POI) in AR navigation, it is difficult to reflect the latest
information because information stored in map data is
used, and there is a limitation in that the POI including
real-time attributes cannot be provided therein.
[0506] On the contrary, the AR service platform of the
present disclosure may fuse location information of a ve-
hicle, map information, a plurality of sensor data, real-
time POI information, advertisement/event information,
and the like, and display them in AR navigation.
[0507] As an example, in order to display AR informa-
tion, the AR service apparatus 800 of the present disclo-
sure may receive AR service information from a server
based on a current location of the vehicle and navigation
path/guide information, and process the AR service in-
formation into a form that can be on an AR navigation
screen.
[0508] As an example, the AR service apparatus 800
of the present disclosure may reconfigure real-time AR
display information. The AR service apparatus 800 may
determine a display format, a size, a location, an expo-
sure method, and the like, of AR content in consideration
of a driving environment to reconfigure service data re-
ceived from a server to be displayed on the AR navigation
screen (e.g., POI exposure location and size variation
according to a driving speed, service information expo-
sure location change, AR wall display location, exposure

time adjustment according to a traffic environment, etc.).
[0509] Furthermore, the AR service apparatus 800 of
the present disclosure may analyze an exposure fre-
quency of AR display information through a user feed-
back.
[0510] The server 900 may collect user input informa-
tion (input information such as a touch and an order) on
AR service content, perform a content exposure frequen-
cy analysis, and adjust a service content exposure policy
based on the information.
[0511] Through this configuration, the present disclo-
sure may allow expression in AR navigation by fusing
various external service content to provide various serv-
ices through POI information including real-time proper-
ties real-time attributes.
[0512] Furthermore, according to the present disclo-
sure, various types of AR content such as an advertise-
ment, an event, and major landmark information as well
as POI information may be displayed.
[0513] In addition, a new user experience of AR navi-
gation may be presented through a UX scenario-based
embodiment proposed in the present disclosure.
[0514] The present disclosure provides a service plat-
form structure and AR information display method (UX)
that dynamically adjust an amount of information (POI
data, advertisements) to be displayed in AR according
to a vehicle situation and an advertisement exposure
condition, a module that collects POI information and
commerce service information for AR expression and
processes the collected information into a format to be
easily rendered in an AR engine, a module that empha-
size specific POI information according to an internal/ex-
ternal situation of the vehicle, a module that collects ve-
hicle situation information and applies a UX policy ap-
propriately to the situation, and an AR engine module
that renders an AR object (group Poi, mini Poi, 3D object,
event wall, etc.) according to the UX policy.
[0515] The present disclosure may provide a client
module that performs interaction and data transmis-
sion/reception between displays of front and rear seats
of a vehicle, a service App module that exposes com-
merce service information associated with POI, a client
module that collects user actions on advertisements,
such as exposure results, clicks, and the like for AR ad-
vertisement objects, and a cloud module that collects/an-
alyzes the user actions on the advertisements, such as
the exposure results, clicks, and the like for the AR ad-
vertisement objects.
[0516] The MR service apparatus 900 and the AR serv-
ice apparatus 800 described above may be included in
the vehicle 100.
[0517] Furthermore, the operation or control method
of the MR service apparatus 900 and the AR service ap-
paratus 800 described above will be analogically applied
to the operation or control method of the vehicle 100 (or
controller 170) in the same or similar manner.
[0518] The foregoing present disclosure may be im-
plemented as codes readable by a computer on a medi-
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um written by the program. The computer readable me-
dium includes all kinds of recording devices in which data
readable by a computer system is stored. Examples of
the computer-readable medium include a hard disk drive
(HDD), a solid state disk (SSD), a silicon disk drive (SDD),
a ROM, a RAM, a CD-ROM, a magnetic tape, a floppy
disk, an optical data storage device and the like. Also,
the computer may include a processor or a controller.
Therefore, the detailed description should not be limitedly
construed in all of the aspects, and should be understood
to be illustrative. The scope of the present disclosure
should be determined by reasonable interpretation of the
appended claims, and all changes within the equivalent
scope of the present disclosure are embraced by the ap-
pended claims.

Claims

1. A Digital Twin as a Service (DTaaS) server disposed
outside a vehicle to provide a Mixed Reality Auto-
motive Meta Service (MR AMS), the DTaaS server
comprising:

a DTaaS API that calls a function for communi-
cating with an MR service apparatus disposed
in the vehicle;
a database that stores a digital twin map and a
renderable three-dimensional polygon map pro-
vided to the MR service apparatus; and
a processor that transmits, based on location
information of the vehicle received from the MR
service apparatus, a three-dimensional polygon
map corresponding to the location information
to the MR service apparatus through the DTaaS
API.

2. The DTaaS server of claim 1, further comprising a
telecommunication unit disposed outside the vehicle
to communicate with an MR AMS server that pro-
vides an MR AMS service.

3. The DTaaS server of claim 1, further comprising a
digital twin map generation unit that generates a dig-
ital twin map by matching an actually photographed
image with a three-dimensional polygon map stored
in the database.

4. The DTaaS server of claim 1, further comprising:

a dynamic model database that stores dynamic
information on a moving object received from at
least one of the MR service apparatus and an
MR AMS server; and
a scenario database that stores information re-
lated to a scenario that can be implemented in
a digital twin.

5. The DTaaS server of claim 1, further comprising:

a simulation unit that performs a simulation cor-
responding to a user request on the digital twin;
and
a visualization unit that visualizes information to
be implemented on the digital twin.

6. An MR renderer disposed in a vehicle to provide a
mixed reality automotive meta service (MR AMS),
the MR renderer comprising:

a Digital Twin as a Service (DTaaS) API that
calls a function for communicating with a DTaaS
server that provides at least one of a digital twin
map and a three-dimensional polygon map;
an MR visualization unit that receives UI data
from an MR AMS client, and visualizes an MR
image using a three-dimensional polygon map
received from the DTaaS API and the III data;
and
a three-dimensional human-machine interface
(HMI) framework that generates a three-dimen-
sional HMI to allow a user-operable interface to
be included in the MR image.

7. The MR renderer of claim 6, wherein the three-di-
mensional HMI framework overlaps the interface
with the MR image generated by the MR visualization
unit, and
transmits the MR image overlapped with the inter-
face to a window manager disposed in the vehicle,
to be displayed on a display disposed in the vehicle.

8. The MR renderer of claim 7, wherein the UI data
includes information related to a camera image cap-
tured by a camera of the vehicle and an object related
to an MR service, and

the MR visualization unit generates a digital twin
map by matching an image extracted from the
camera image included in the UI data on the
three-dimensional polygon map, and
generates the MR image by overlapping the ob-
ject related to the MR service on the digital twin
map.

9. The MR renderer of claim 8, wherein the MR visual-
ization unit periodically receives the UI data from the
MR AMS client, and updates the object related to
the MR service using the received UI data.

10. The MR renderer of claim 7, wherein the window
manager outputs, to the display disposed in the ve-
hicle, at least one of the MR image transmitted from
the MR renderer and a camera image overlapped
with augmented reality (AR) information transmitted
from an AR service apparatus.
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