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(54) SYSTEMS AND METHODS FOR FINDING NEAREST NEIGHBORS

(57) Systems and methods for finding nearest neigh-
bors. In some embodiments, the system includes a
processing circuit. The processing circuit may be config-
ured to perform a method, the method including: select-
ing (305), based on a first query vector, a selected meth-

od, the selected method being a nearest neighbor selec-
tion method; and performing (310) the selected method
to select a first nearest neighbor from a data set, based
on the first query vector.
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Description

FIELD

[0001] One or more aspects of embodiments accord-
ing to the present disclosure relate to data processing,
and more particularly to systems and methods for finding
nearest neighbors.

BACKGROUND

[0002] In machine learning and certain other applica-
tions, a k nearest neighbor algorithm may be employed
to find vectors, of a data set, that are near a query vector.
For example, an input feature map to be classified (e.g.,
an image or a text string) may be converted to a vector,
and each of a set of feature maps may similarly be con-
verted into a vector, to form the data set. The k vectors,
of the data set, that are nearest to input feature map to
be classified may then be found using a k nearest neigh-
bor algorithm.
[0003] It is with respect to this general technical envi-
ronment that aspects of the present disclosure are relat-
ed.

SUMMARY

[0004] According to an embodiment of the present dis-
closure, there is provided a system, including: a process-
ing circuit, the processing circuit being configured to per-
form a method, the method including: selecting, based
on a first query vector, a selected method, the selected
method being a nearest neighbor selection method; and
performing the selected method to select a first nearest
neighbor from a data set, based on the first query vector.
[0005] In some embodiments, the selecting of the se-
lected method includes selecting, by a classifier, the se-
lected method.
[0006] In some embodiments, the method further in-
cludes performing a second method, different from the
selected method, to select a second nearest neighbor
from the data set, based on the first query vector.
[0007] In some embodiments, the method further in-
cludes training the classifier based on a difference be-
tween the first nearest neighbor and the second nearest
neighbor.
[0008] In some embodiments, the classifier includes a
neural network, and the training includes performing
back-propagation.
[0009] In some embodiments, the method further in-
cludes performing a third method to select a third nearest
neighbor from a data set, based on a second query vec-
tor; performing a fourth method, different from the third
method, to select a fourth nearest neighbor from the data
set, based on the second query vector; and training the
classifier based on a difference between the third nearest
neighbor and the fourth nearest neighbor.
[0010] In some embodiments, the system further in-

cludes processing a first number of query vectors be-
tween the processing of the first query vector and the
processing of the second query vector.
[0011] In some embodiments, the first number is a con-
stant.
[0012] In some embodiments, the first number is gen-
erated by a pseudorandom number generator.
[0013] In some embodiments, the first number is based
on a measure of a difference between output of the se-
lected method and output of the second method.
[0014] In some embodiments, the measure of the dif-
ference includes a Euclidean distance.
[0015] In some embodiments, the measure of the dif-
ference includes a Manhattan distance.
[0016] In some embodiments, the measure of the dif-
ference includes a cosine similarity.
[0017] In some embodiments, the selecting of the se-
lected method includes selecting the selected method
based on a principal component analysis conversion er-
ror rate.
[0018] In some embodiments, the selecting of the se-
lected method includes selecting the selected method
based on a linear discriminant analysis.
[0019] According to an embodiment of the present dis-
closure, there is provided a method, including: selecting,
based on a first query vector, a selected method, the
selected method being a nearest neighbor selection
method; and performing the selected method to select a
first nearest neighbor from a data set, based on the first
query vector.
[0020] In some embodiments, the selecting of the se-
lected method includes selecting, by a classifier, the se-
lected method.
[0021] In some embodiments, the method further in-
cludes performing a second method, different from the
selected method, to select a second nearest neighbor
from the data set, based on the first query vector.
[0022] In some embodiments, the method further in-
cludes training the classifier based on a difference be-
tween the first nearest neighbor and the second nearest
neighbor.
[0023] According to an embodiment of the present dis-
closure, there is provided a system, including: a means
for processing, the means for processing being config-
ured to perform a method, the method including: select-
ing, based on a first query vector, a selected method, the
selected method being a nearest neighbor selection
method; and performing the selected method to select a
first nearest neighbor from a data set, based on the first
query vector.

BRIEF DESCRIPTION OF THE DRAWINGS

[0024] These and other features and advantages of
the present disclosure will be appreciated and under-
stood with reference to the specification, claims, and ap-
pended drawings wherein:
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FIG. 1A is a hybrid block diagram and top-level flow
chart of a process for finding nearest neighbors, ac-
cording to an embodiment of the present disclosure;
FIG. 1B is a detailed flow chart of a process for finding
nearest neighbors, according to an embodiment of
the present disclosure;
FIG. 1C is a flow chart of a process for finding nearest
neighbors, with training based on user input, accord-
ing to an embodiment of the present disclosure;
FIG. 1D is a block diagram of a portion of a computing
system, according to an embodiment of the present
disclosure;
FIG. 2A is a flow chart of a write path in computational
storage device, according to an embodiment of the
present disclosure;
FIG. 2B is a flow chart of a process for finding nearest
neighbors in computational storage device, accord-
ing to an embodiment of the present disclosure; and
FIG. 3 is a flow chart of a process for finding nearest
neighbors using a selected method, according to an
embodiment of the present disclosure.

DETAILED DESCRIPTION

[0025] The detailed description set forth below in con-
nection with the appended drawings is intended as a de-
scription of exemplary embodiments of systems and
methods for finding nearest neighbors provided in ac-
cordance with the present disclosure and is not intended
to represent the only forms in which the present disclo-
sure may be constructed or utilized. The description sets
forth the features of the present disclosure in connection
with the illustrated embodiments. It is to be understood,
however, that the same or equivalent functions and struc-
tures may be accomplished by different embodiments
that are also intended to be encompassed within the
scope of the disclosure. As denoted elsewhere herein,
like element numbers are intended to indicate like ele-
ments or features.
[0026] A k nearest neighbor (kNN) algorithm may be
used for a variety of machine learning use cases, e.g.,
in edge computing. A k nearest neighbor algorithm may
receive, as input, a query vector, and it may find, within
a data set (containing a plurality of data vectors) the k
vectors that are nearest the query vector, according to a
specified measure of distance (e.g., a Euclidean dis-
tance). The k nearest neighbor algorithm may return
these vectors in a list, in order of distance from the query
vector (with, e.g., the nearest neighbor being the first
vector in the list). Various algorithms may be used to find
the k nearest neighbors, some of which may be exact,
and some of which may be approximate. An approximate
algorithm may differ from an exact algorithm in that the
approximate may return a list of vectors that is not entirely
correct (e.g., that includes one or more vectors that are
not in fact among the k nearest neighbors, or in which
the vectors are not in the correct order). A k nearest neigh-
bor algorithm may have a computational complexity that

increases with the dimensionality of the vectors, which
may result in high computational cost for high-volume,
high-dimensional data. Multi-core central processing
units (CPUs) and general purpose graphics processing
units (GPGPUs) may be unable to efficiently process da-
ta that is high-volume and has high dimensionality. As a
result, some k nearest neighbor algorithms may exhibit
high execution time and energy consumption.
[0027] As such, there may be a need for optimizations
suitable for near-storage and edge accelerators. Approx-
imate k nearest neighbor algorithms, as mentioned
above, may make tradeoffs between accuracy and
speed, resources, and energy usage. In some circum-
stances, the loss of accuracy of an approximate k nearest
neighbor algorithm may result in a noticeable degrada-
tion of performance.
[0028] Algorithms from the set of k nearest neighbor
algorithms may be useful for querying embedding spaces
used to represent, for example, images, text, or the like.
The set of k nearest neighbor algorithms may include,
for example, principal component analysis based filtering
(PCAF) k nearest neighbor algorithms, and brute force
k nearest neighbor algorithms (BF-KNN). Brute force k
nearest neighbor algorithms may be the most expensive
computationally and the most accurate (e.g., being per-
fectly accurate in some embodiments). A brute force k
nearest neighbor algorithm may, for example, calculate
the respective distances between the query vector and
every vector in the data set, and sort the distances to find
the k vectors that are nearest to the query vector.
[0029] In some embodiments, use cases may include,
for example, image recognition (in which, for example,
an image corresponding to the query vector may be clas-
sified according to a voting mechanism, e.g., by taking a
majority voting of the labels of the k nearest neighbors
of the image vector), or speech recognition, in which a
spoken word or phrase may be classified in an analogous
manner.
[0030] Approximate k nearest neighbor algorithms
may include accelerated k nearest neighbor algorithms,
such as principal component analysis based filtering k
nearest neighbor algorithms. In a principal component
analysis based filtering k nearest neighbor algorithm, the
dimensions of the query vector and of the vectors of the
data set may be reduced, e.g., through principal compo-
nent analysis. The approximate k nearest neighbor algo-
rithm may then calculate the respective distances be-
tween the reduced-dimension query vector and every re-
duced-dimension vector in the reduced-dimension data
set, and sort the distances to find the k reduced-dimen-
sion vectors that are nearest to the query vector. The
reduction in dimensions may significantly reduce the
computational cost of calculating each of the distances.
Because the distance between two reduced-dimension
vectors may be different from the distance between the
two corresponding vectors having the original dimen-
sions, the list of k nearest neighbors produced by such
a k nearest neighbor algorithm may not be entirely cor-
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rect. In some circumstances, however, a principal com-
ponent analysis based filtering k nearest neighbor algo-
rithm may produce an accurate list of the set of k nearest
neighbors to the query vector.
[0031] In some embodiments, therefore, a method is
employed to select a method for finding the k nearest
neighbors of a query vector, and the selected method is
then used to find the k nearest neighbors. The method
may be selected by a classifier, which may classify the
query vector according to which, of a plurality of candi-
date k nearest neighbor algorithms, is likely to provide
the best combination of accuracy and computational cost
for the query vector. For example, the classifier may clas-
sify each query vector into one of two classes, a first
class, which may be the class of query vectors for which
an approximate k nearest neighbor algorithm provides
the best combination of accuracy and computational cost
(this class may be the class of query vectors that is well
represented in a reduced k nearest neighbor space), and
a second class, which may be the class of query vectors
for which a brute force k nearest neighbor algorithm pro-
vides the best combination of accuracy and computation-
al cost (this class may be the class of query vectors that
is not well represented in a reduced k nearest neighbor
space). The k nearest neighbors may then be found using
the method corresponding to the class into which the
query vector was classified, e.g., the k nearest neighbors
may be found using an approximate k nearest neighbor
algorithm if the query vector was classified as being in
the first class, and a brute force k nearest neighbor al-
gorithm if the query vector was classified as being in the
second class.
[0032] FIG. 1A is a hybrid block diagram and flow chart,
in some embodiments. The process of the flow chart por-
tion of FIG. 1A may be performed, for example, by a
processing circuit (discussed in further detail below). In
some embodiments the process may include receiving,
at 102, a query vector, using a k nearest neighbor algo-
rithm selector 104 to determine, at 106, whether to use
an approximate k nearest neighbor algorithm, and find-
ing, at 108, the k nearest neighbors using either (i) a brute
force (BF) k nearest neighbor algorithm or (ii) an approx-
imate k nearest neighbor algorithm. The process may
further include occasionally (as discussed in further detail
below) finding the k nearest neighbors using both the
brute force k nearest neighbor algorithm and the approx-
imate k nearest neighbor algorithm, and calculating, at
110, the similarity between (i) the list of nearest neighbors
returned by the brute force k nearest neighbor algorithm
and (ii) the list of nearest neighbors returned by the ap-
proximate k nearest neighbor algorithm. The calculated
similarity may be used to adjust the k nearest neighbor
algorithm selector, as discussed in further detail below.
In some embodiments, an analogous method may be
used to select from among two alternatives other than a
brute force (BF) k nearest neighbor algorithm and an ap-
proximate k nearest neighbor algorithm, or an analogous
method may be used to select from among more than

two alternatives.
[0033] FIG. 1B is a detailed flow chart of a process for
finding nearest neighbors, according to an embodiment
of the present disclosure. FIG. 1B shows such a process,
in which the selector is a classifier, in greater detail. As
used herein, a "classifier" is a machine learning model,
such as a neural network, or any other supervised learn-
ing algorithm such as the k nearest neighbor, random
forest, decision tree, naive Bayes, logistic regression,
and support vector machines. The process includes re-
ceiving, at 102, a query vector, giving the query to the
classifier at 112, classifying, at 114, the query into one
of two classes, the two classes being (i) a class of query
vectors that are not well represented in the reduced-di-
mension k nearest neighbor space (e.g., in which some
input feature maps that belong to different categories are
mapped to vectors, in the k-dimensional state, that are
close together), and (ii) a class of query vectors that are
well represented in the reduced-dimension k nearest
neighbor space. In embodiments with more than two can-
didate k nearest neighbor algorithms (e.g., a brute force
k nearest neighbor algorithm and several k nearest
neighbor algorithms using different degrees of approxi-
mation), the classifier may classify the query vector into
one of more than two classes, each class corresponding,
for example, to a k nearest neighbor algorithm expected
to achieve the best compromise between computational
cost and accuracy for the query vector. The process fur-
ther includes, (i) if (at 116) the query vector is classified
as being a member of the class of query vectors that are
not well represented in the reduced-dimension k nearest
neighbor space, using, at 118, a brute force k nearest
neighbor algorithm to find the k nearest neighbors, and
returning the result, at 120, and (ii) if (at 122) the query
vector is classified as being a member of the class of
query vectors that are well represented in the reduced-
dimension k nearest neighbor space, using, at 124, an
approximate k nearest neighbor algorithm (e.g., a prin-
cipal component analysis based filtering k nearest neigh-
bor algorithm) to find the k nearest neighbors, and re-
turning the result, at 126.
[0034] On-line training of the classifier may also be per-
formed, by a suitable processing circuit (e.g., a process-
ing circuit of a computing system, as discussed below in
the context of FIG. 1D), as follows. At 128, when the
approximate k nearest neighbor algorithm has been em-
ployed to find an approximate list of k nearest neighbors,
a determination may be made whether the current query
vector is to be added to the training data set (e.g., the
"random sample"); if it is, then at 118 the brute force k
nearest neighbor algorithm may also be employed to find
a list (which may be referred to as a "reference list") of k
nearest neighbors, and an error in the approximate list
of k nearest neighbors may be calculated, at 130, based
on the approximate list of k nearest neighbors and on the
reference list of k nearest neighbors. The calculated error
may then be used, at 132, to update (or "train" or "retrain")
the classifier.
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[0035] In FIG. 1B, the classifier is shown as a classifier
configured to select between two k nearest neighbor al-
gorithms; in some embodiments a larger number of k
nearest neighbor algorithms are implemented and the
classifier may select from among them. The classifier
may be designed for a fixed dataset, or data vectors may
be added to the data set if the same embedding mech-
anism is used to generate the added data vectors. Var-
ious measures of distance may be used to define the k
nearest neighbors, including (as mentioned above) a Eu-
clidean distance, or a Manhattan distance, or a distance
based on a cosine similarity calculation, or any other suit-
able distance measure.
[0036] The determination of whether the current query
vector is to be added to the training data set may be made
in several ways. For example, the interval between con-
secutive query vectors used for training may be a con-
stant (as in the example of FIG. 1C, discussed in further
detail below) (e.g., one in N query vectors may be se-
lected for training, with N-1 query vectors being proc-
essed between each consecutive pair of query vectors
selected for training) or the interval may be selected ran-
domly (as in the example of FIG. 1B) (e.g., the number
of query vectors processed between each consecutive
pair of query vectors selected for training may be gener-
ated by a pseudorandom number generator), or the in-
terval may be selected based on a measure of the differ-
ence between the output of the approximate k nearest
neighbor algorithm and the output of the brute force k
nearest neighbor algorithm.
[0037] The measure of the difference between the out-
put of the approximate k nearest neighbor algorithm and
the output of the brute force k nearest neighbor algorithm
(which may also be referred to as a measure of the error
in the output of the approximate k nearest neighbor al-
gorithm) may be calculated or estimated in various ways.
For example, a Euclidean distance between (i) the k near-
est neighbor vectors found by the brute force k nearest
neighbor algorithm and (ii) the k nearest neighbor vectors
found by the approximate k nearest neighbor algorithm
(e.g., the principal component analysis based filtering k
nearest neighbor algorithm) may be employed. Such a
Euclidean distance may be defined as the sum of the k
pairwise Euclidean distances, each pairwise Euclidean
distance being the Euclidean distance (e.g., the square
root of the sum of the squares of the element-wise dif-
ferences) between a respective vector of the list of k near-
est neighbor vectors found by the brute force k nearest
neighbor algorithm and the corresponding vector of the
list of k nearest neighbor vectors found by the approxi-
mate k nearest neighbor algorithm. As is the case in de-
fining the distance for purposes of finding nearest neigh-
bors, other measures of distance (e.g., the Manhattan
distance, or a distance based on a cosine similarity cal-
culation) may be used to calculate the error.
[0038] The calculated error may be compared to a
threshold, to determine whether it is sufficiently small that
the computational cost savings obtained by using an ap-

proximate k nearest neighbor algorithm justify the use of
an approximate k nearest neighbor algorithm. The con-
clusion (in the form of a binary indication, indicating either
that the classifier made the correct decision or that the
classifier did not make the correct decision) may then be
fed (as shown at 132 in FIG. 1B) to the classifier for use
in the training (or updating, or re-training) of the classifier
(e.g., using back-propagation). In some embodiments,
the error may be determined based on the query vector
fit into the principal component analysis space instead
of, or in addition to, a measure of the distance between
(i) the k nearest neighbor vectors found by the brute force
k nearest neighbor algorithm and (ii) the k nearest neigh-
bor vectors found by the approximate k nearest neighbor
algorithm.
[0039] The correctness of the classification decision
made by the classifier may be assessed in several other
ways, other than by comparing the error in the list of k
nearest neighbors to a threshold.
[0040] FIG. 1C is a flow chart of a process for finding
nearest neighbors, with training based on user input, ac-
cording to an embodiment of the present disclosure. For
example, referring to FIG. 1C, in some embodiments,
user input may be used to determine whether a classifi-
cation decision made by the classifier was correct. The
process of FIG. 1C includes receiving, at 102, a query
vector, giving the query to the classifier at 112, classify-
ing, at 114, the query into one of two classes, the two
classes being (i) a class of query vectors that are not well
represented in the reduced-dimension k nearest neigh-
bor space, and (ii) a class of query vectors that are well
represented in the reduced-dimension k nearest neigh-
bor space. The process further includes, (i) if (at 116) the
query vector is classified as being a member of the class
of query vectors that are not well represented in the re-
duced-dimension k nearest neighbor space, using, at
118, a brute force k nearest neighbor algorithm to find
the k nearest neighbors, and returning the result, at 120,
and (ii) if (at 122) the query vector is classified as being
a member of the class of query vectors that are well rep-
resented in the reduced-dimension k nearest neighbor
space, using, at 124, an approximate k nearest neighbor
algorithm (e.g., a principal component analysis based
filtering k nearest neighbor algorithm) to find the k nearest
neighbors, and returning the result, at 126.
[0041] In addition to returning the result, at 126, a de-
termination may be made, at 134, whether the current
query is the Nth query (since updating of the classifier
was last performed); if it is, then at 136, user input may
be received from a user, who may score the result (e.g.,
assess how well the k nearest neighbors match the query
vector). Based on this user input, the accuracy metrics
may be adjusted, at 138, and the classifier may be up-
dated or retrained at 132. For example, each of (i) the
query vector and (ii) the vectors of the data set may cor-
respond to a respective image. The image corresponding
to the query vector and the images corresponding to the
k nearest neighbors selected from the data set by the
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method selected by the classifier may both be displayed
to the user, and the user may be prompted to assess
whether the images are similar. If, according to the user,
they are, then the classification decision may be deemed
correct; otherwise it may be deemed incorrect.
[0042] As another example, the principal component
analysis conversion error rate may be used. Principal
component analysis may involve reducing the number of
dimensions in a vector by creating a smaller vector space
that best represents the original vector space. Converting
the vector to its principal component analysis space rep-
resentation may net (in addition to the reduced-dimen-
sion vector) an error result. This error may indicate wheth-
er the vector maps to the principal component analysis
space well, and, as such, this error may be used to de-
termine whether a principal component analysis based
filtering k nearest neighbor algorithm search will net good
results.
[0043] As another example, linear discriminant analy-
sis (LDA) may be used to determine the minimum number
of vectors that can represent the data set to be queried.
The classification error, in such an embodiment, may be
a mechanism of training the classifier and determining
fitness if linear discriminant analysis was used.
[0044] In some embodiments, the method is extended
to deep learning based approaches. In such an embod-
iment, a k nearest neighbor algorithm may be used in
combination with deep embeddings, which may be ob-
tained from pretrained models. Deep embeddings may
result in more accurate lookups. The classifier may, in
such an embodiment, learn (e.g., learn to classify) (i)
common embeddings for text, image, and other types of
data for cross-modal lookups, (ii) text embedding (which
may be employed to extract textual features), (iii) image
embedding (which may be employed to extract image
features), or (iv) features mapped to a common latent
space by using cross-modal joint embedding (e.g., ca-
nonical correlation analysis).
[0045] Some embodiments may be used for various
use cases, including, e.g., computational storage devic-
es, in which the methods described herein may be em-
ployed for acceleration of image lookup, or acceleration
of searches on large databases stored on the device,
and in which these methods may benefit from near data
compute. Another relevant use case may be image rec-
ognition, in which a k nearest neighbor algorithm may be
employed for ranking images based on their relatedness
to a query image, and in which the ability to perform such
ranking efficiently may be important, especially when a
large number of queries are to be processed. Other em-
beddings spaces, such as word embeddings, may be
queried in an analogous manner.
[0046] Another relevant use case may be recommen-
dation systems, in which k nearest neighbor algorithms
may be employed, especially at large scale organiza-
tions. Data science and data mining may also be relevant
use cases, in which k nearest neighbor algorithms may
be employed by data scientists who may not always have

a profound understanding of the different forms of k near-
est neighbor algorithms. In such a use case, a system
that chooses a k nearest neighbor algorithm intelligently
may allow their work to be done more efficiently and with
the correct type of k nearest neighbor algorithm; such a
system may also allow for unlabeled datasets to be ef-
fectively queried.
[0047] FIG. 1D is a block diagram of a portion of a
computing system, according to an embodiment of the
present disclosure. FIG. 1D shows a host 150 connected
to a persistent storage device 155 (e.g., a solid state drive
(SSD) or (as illustrated) a computational storage device
(CSD)). The host may include a central processing unit
(CPU) 160 (which may be a processing circuit) and a
host memory 165 connected to the central processing
unit 160. The persistent storage device 155 may include
a controller 170, persistent storage 175, and, if it is a
computational storage device, the persistent storage de-
vice 155 may include one or more computational storage
resources 180 (each of which may be or include a
processing circuit (e.g., a microprocessor, or a field pro-
grammable gate array (FPGA) or an application-specific
integrated circuit (ASIC)) for performing computations on
data received from the host or retrieved from the persist-
ent storage 175. Methods described herein may be per-
formed by the central processing unit 160, or by the con-
troller 170, or by the one or more computational storage
resources 180.
[0048] FIG. 2A is a flow chart of a write path in com-
putational storage device, according to an embodiment
of the present disclosure. FIG. 2B is a flow chart of a
process for finding nearest neighbors in computational
storage device, according to an embodiment of the
present disclosure.
[0049] FIGs. 2A and 2B illustrate the use of some em-
bodiments in a computational storage device. The entire
path may be run on the computational storage device,
and inference may be accelerated, e.g., performed in the
computational storage device, instead of on a host con-
nected to the computational storage device.
[0050] FIG. 2A shows a method that may be used in
the write path of a computational storage device. At 205,
data may be written to the computational storage device,
at 210, inference may be run on the data, within the com-
putational storage device, and the output of the inference
may be added, at 215, to the metadata set stored on the
computational storage device. In the embodiment of FIG.
2A, inference (which may result in the representation in
the embeddings space) is accelerated, and the query
classifier is accelerated.
[0051] FIG. 2B shows a method that may be used in
the read and query path. At 220, a query is submitted to
the computational storage device (e.g., by a host con-
nected to the computational storage device). The query
may be submitted, for example, using a protocol that con-
forms with a standardized specification, such as the com-
putational storage nonvolatile memory express (CS
NVMe) protocol. At 225, the classifier, which runs in the
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computational storage device, determines the class of
the query, at 230, the query is run (e.g., by performing a
k nearest neighbor algorithm), at 235, the top results are
aggregated, and at 240, the results are transmitted to the
host via direct memory access (DMA). In the process
illustrated in FIG. 2B, the computational storage device
automatically accelerates inference and updates the
metadata used by the system for calculating the k nearest
neighbors (e.g., a system employing a classifier, such as
that illustrated in FIG. 1B).
[0052] FIG. 3 is a flow chart of a process for finding
nearest neighbors using a selected method, according
to an embodiment of the present disclosure. The method
according to FIG. 3 includes selecting, at 305, based on
a first query vector, a selected method, the selected
method being a nearest neighbor selection method; and
performing, at 310, the selected method to select a first
nearest neighbor from a data set, based on the first query
vector.
[0053] As used herein, a computational storage device
refers to a storage device that supports computational
tasks. For example, a computational storage device may
include a storage element (e.g., non-volatile memory,
such as flash memory, etc.) and a compute element (e.g.,
a central processing unit (CPU), graphics processing unit
(GPU), a field programmable gate array (FPGA), an ap-
plication specific integrated circuit (ASIC), processor
core, etc.) and be configured to support storage of data
at the compute element and execution of computational
tasks at the compute element. Accordingly, a computa-
tional storage device may provide storage capabilities to
a host device (e.g., a computing device) and may support
offloading of computational tasks from the host device to
the computational storage device.
[0054] As used herein, "a portion of" something means
"at least some of" the thing, and as such may mean less
than all of, or all of, the thing. As such, "a portion of" a
thing includes the entire thing as a special case, i.e., the
entire thing is an example of a portion of the thing. As
used herein, the term "or" should be interpreted as
"and/or", such that, for example, "A or B" means any one
of "A" or "B" or "A and B".
[0055] The background provided in the Background
section of the present disclosure section is included only
to set context, and the content of this section is not ad-
mitted to be prior art. Any of the components or any com-
bination of the components described (e.g., in any sys-
tem diagrams included herein) may be used to perform
one or more of the operations of any flow chart included
herein. Further, (i) the operations are example opera-
tions, and may involve various additional steps not ex-
plicitly covered, and (ii) the temporal order of the opera-
tions may be varied.
[0056] Each of the terms "processing circuit" and
"means for processing" is used herein to mean any com-
bination of hardware, firmware, and software, employed
to process data or digital signals. Processing circuit hard-
ware may include, for example, application specific inte-

grated circuits (ASICs), general purpose or special pur-
pose central processing units (CPUs), digital signal proc-
essors (DSPs), graphics processing units (GPUs), and
programmable logic devices such as field programmable
gate arrays (FPGAs). In a processing circuit, as used
herein, each function is performed either by hardware
configured, i.e., hard-wired, to perform that function, or
by more generalpurpose hardware, such as a CPU, con-
figured to execute instructions stored in a nontransitory
storage medium. A processing circuit may be fabricated
on a single printed circuit board (PCB) or distributed over
several interconnected PCBs. A processing circuit may
contain other processing circuits; for example, a process-
ing circuit may include two processing circuits, an FPGA
and a CPU, interconnected on a PCB.
[0057] As used herein, when a method (e.g., an ad-
justment) or a first quantity (e.g., a first variable) is re-
ferred to as being "based on" a second quantity (e.g., a
second variable) it means that the second quantity is an
input to the method or influences the first quantity, e.g.,
the second quantity may be an input (e.g., the only input,
or one of several inputs) to a function that calculates the
first quantity, or the first quantity may be equal to the
second quantity, or the first quantity may be the same as
(e.g., stored at the same location or locations in memory
as) the second quantity.
[0058] It will be understood that, although the terms
"first", "second", "third", etc., may be used herein to de-
scribe various elements, components, regions, layers
and/or sections, these elements, components, regions,
layers and/or sections should not be limited by these
terms. These terms are only used to distinguish one el-
ement, component, region, layer or section from another
element, component, region, layer or section. Thus, a
first element, component, region, layer, or section dis-
cussed herein could be termed a second element, com-
ponent, region, layer, or section, without departing from
the scope of the inventive concept.
[0059] The terminology used herein is for the purpose
of describing particular embodiments only and is not in-
tended to be limiting of the inventive concept. As used
herein, the terms "substantially," "about," and similar
terms are used as terms of approximation and not as
terms of degree, and are intended to account for the in-
herent deviations in measured or calculated values that
would be recognized by those of ordinary skill in the art.
[0060] As used herein, the singular forms "a" and "an"
are intended to include the plural forms as well, unless
the context clearly indicates otherwise. It will be further
understood that the terms "comprises" and/or "compris-
ing", when used in this specification, specify the presence
of stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operations, elements, components, and/or groups there-
of. As used herein, the term "and/or" includes any and
all combinations of one or more of the associated listed
items. Expressions such as "at least one of," when pre-
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ceding a list of elements, modify the entire list of elements
and do not modify the individual elements of the list. Fur-
ther, the use of "may" when describing embodiments of
the inventive concept refers to "one or more embodi-
ments of the present disclosure". Also, the term "exem-
plary" is intended to refer to an example or illustration.
As used herein, the terms "use," "using," and "used" may
be considered synonymous with the terms "utilize," "uti-
lizing," and "utilized," respectively.
[0061] Any numerical range recited herein is intended
to include all sub-ranges of the same numerical precision
subsumed within the recited range. For example, a range
of "1.0 to 10.0" or "between 1.0 and 10.0" is intended to
include all subranges between (and including) the recited
minimum value of 1.0 and the recited maximum value of
10.0, that is, having a minimum value equal to or greater
than 1.0 and a maximum value equal to or less than 10.0,
such as, for example, 2.4 to 7.6. Similarly, a range de-
scribed as "within 35% of 10" is intended to include all
subranges between (and including) the recited minimum
value of 6.5 (i.e., (1 - 35/100) times 10) and the recited
maximum value of 13.5 (i.e., (1 + 35/100) times 10), that
is, having a minimum value equal to or greater than 6.5
and a maximum value equal to or less than 13.5, such
as, for example, 7.4 to 10.6. Any maximum numerical
limitation recited herein is intended to include all lower
numerical limitations subsumed therein and any mini-
mum numerical limitation recited in this specification is
intended to include all higher numerical limitations sub-
sumed therein.
[0062] Some embodiments may include features of the
following numbered statements. However, the embodi-
ments of the present disclosure are not limited to the
following embodiments.

1. A system, comprising:
a processing circuit, the processing circuit being con-
figured to perform a method, the method comprising:

selecting, based on a first query vector, a se-
lected method, the selected method being a
nearest neighbor selection method; and
performing the selected method to select a first
nearest neighbor from a data set, based on the
first query vector.

2. The system of statement 1, wherein the selecting
of the selected method comprises selecting, by a
classifier, the selected method.

3. The system of statement 1 or statement 2, wherein
the method further comprises performing a second
method, different from the selected method, to select
a second nearest neighbor from the data set, based
on the first query vector.

4. The system of statement 2 or statement 3, wherein
the method further comprises training the classifier

based on a difference between the first nearest
neighbor and the second nearest neighbor.

5. The system of any one of statements 2 to 4, where-
in the classifier comprises a neural network, and the
training comprises performing back-propagation.

6. The system of any one of statements 3 to 4, where-
in the method further comprises

performing a third method to select a third near-
est neighbor from a data set, based on a second
query vector;
performing a fourth method, different from the
third method, to select a fourth nearest neighbor
from the data set, based on the second query
vector; and
training the classifier based on a difference be-
tween the third nearest neighbor and the fourth
nearest neighbor.

7. The system of statement 6, further comprising
processing a first number of query vectors between
the processing of the first query vector and the
processing of the second query vector.

8. The system of statement 7, wherein the first
number is a constant.

9. The system of statement 7, wherein the first
number is generated by a pseudorandom number
generator.

10. The system of statement 7, wherein the first
number is based on a measure of a difference be-
tween output of the selected method and output of
the second method.

11. The system of statement 10, wherein the meas-
ure of the difference comprises a Euclidean distance.

12. The system of statement 10, wherein the meas-
ure of the difference comprises a Manhattan dis-
tance.

13. The system of statement 10, wherein the meas-
ure of the difference comprises a cosine similarity.

14. The system of any one of the preceding state-
ments, wherein the selecting of the selected method
comprises selecting the selected method based on
a principal component analysis conversion error
rate.

15. The system of any one of statements 1 to 13,
wherein the selecting of the selected method com-
prises selecting the selected method based on a lin-
ear discriminant analysis.
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16. A method, comprising:

selecting, based on a first query vector, a se-
lected method, the selected method being a
nearest neighbor selection method; and
performing the selected method to select a first
nearest neighbor from a data set, based on the
first query vector.

17. The method of statement 16, wherein the select-
ing of the selected method comprises selecting, by
a classifier, the selected method.

18. The method of statement 16 or statement 17,
further comprising performing a second method, dif-
ferent from the selected method, to select a second
nearest neighbor from the data set, based on the
first query vector.

19. The method of statement 17 or statement 18,
further comprising training the classifier based on a
difference between the first nearest neighbor and
the second nearest neighbor.

20. A system, comprising:
a means for processing, the means for processing
being configured to perform a method, the method
comprising:

selecting, based on a first query vector, a se-
lected method, the selected method being a
nearest neighbor selection method; and
performing the selected method to select a first
nearest neighbor from a data set, based on the
first query vector.

[0063] Although exemplary embodiments of systems
and methods for finding nearest neighbors have been
specifically described and illustrated herein, many mod-
ifications and variations will be apparent to those skilled
in the art. Accordingly, it is to be understood that systems
and methods for finding nearest neighbors constructed
according to principles of this disclosure may be embod-
ied other than as specifically described herein. The in-
vention is also defined in the following claims, and equiv-
alents thereof.

Claims

1. A system, comprising:
a processing circuit, the processing circuit being con-
figured to perform a method, the method comprising:

selecting (305), based on a first query vector, a
selected method, the selected method being a
nearest neighbor selection method; and
performing (310) the selected method to select

a first nearest neighbor from a data set, based
on the first query vector.

2. The system of claim 1, wherein the selecting of the
selected method comprises selecting, by a classifier,
the selected method.

3. The system of claim 1 or 2, wherein the method fur-
ther comprises performing a second method, differ-
ent from the selected method, to select a second
nearest neighbor from the data set, based on the
first query vector.

4. The system of claim 3, wherein the method further
comprises training the classifier based on a differ-
ence between the first nearest neighbor and the sec-
ond nearest neighbor.

5. The system of any one of claims 2 to 4, wherein the
classifier comprises a neural network, and the train-
ing comprises performing back-propagation.

6. The system of any one of claims 3 to 5, wherein the
method further comprises

performing a third method to select a third near-
est neighbor from a data set, based on a second
query vector;
performing a fourth method, different from the
third method, to select a fourth nearest neighbor
from the data set, based on the second query
vector; and
training the classifier based on a difference be-
tween the third nearest neighbor and the fourth
nearest neighbor.

7. The system of claim 6, further comprising processing
a first number of query vectors between the process-
ing of the first query vector and the processing of the
second query vector.

8. The system of claim 7, wherein the first number is
based on a measure of a difference between output
of the selected method and output of the second
method.

9. The system of claim 8, wherein the measure of the
difference comprises a Euclidean distance, a Man-
hattan distance, or a cosine similarity.

10. The system of claim 7, wherein the first number is a
constant or the first number is generated by a pseu-
dorandom number generator.

11. The system of any one of the preceding claims,
wherein the selecting of the selected method com-
prises selecting the selected method based on a
principal component analysis conversion error rate
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or based on a linear discriminant analysis.

12. A method, comprising:

selecting (305), based on a first query vector, a
selected method, the selected method being a
nearest neighbor selection method; and
performing (310) the selected method to select
a first nearest neighbor from a data set, based
on the first query vector.

13. The method of claim 12, wherein the selecting of the
selected method comprises selecting, by a classifier,
the selected method.

14. The method of claim 13, further comprising perform-
ing a second method, different from the selected
method, to select a second nearest neighbor from
the data set, based on the first query vector.

15. The method of claim 14, further comprising training
the classifier based on a difference between the first
nearest neighbor and the second nearest neighbor.

17 18 



EP 4 369 258 A1

11



EP 4 369 258 A1

12



EP 4 369 258 A1

13



EP 4 369 258 A1

14



EP 4 369 258 A1

15



EP 4 369 258 A1

16



EP 4 369 258 A1

17

5

10

15

20

25

30

35

40

45

50

55



EP 4 369 258 A1

18

5

10

15

20

25

30

35

40

45

50

55


	bibliography
	abstract
	description
	claims
	drawings
	search report

