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(54) GATING CAMERA, VEHICULAR SENSING SYSTEM, AND VEHICULAR LAMP

(57) An illumination device 110 emits pulsed illumi-
nation light L1 in a field of view. A camera controller 130
controls the light emission timing of the illumination de-
vice 110, and the exposure timing of an image sensor
120. An image processing device 140 generates a com-
posite image CIMG by compositing a plurality of slice
images SIMG1 to SIMGN output from the image sensor
120. The image processing device 140 sets, as the ef-

fective range, the range taking the greatest value when
the pixels at the same position in each of the slice images
SIMG1 to SIMGN are arranged in order of the range. The
pixel value at the same position in the composite image
CIMG is generated on the basis of the pixel values at the
same position in the slice images corresponding to the
effective range.
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Description

TECHNICAL FIELD

[0001] The present disclosure relates to a gating cam-
era.

BACKGROUND ART

[0002] An object identification system that senses a
location and a type of an object around a vehicle is used
for automatic driving or automatic control of a light distri-
bution of a headlamp. The object identification system
includes a sensor and an arithmetic processing device
that analyzes an output of the sensor. The sensor is se-
lected from a camera, a light detection and ranging or
laser imaging detection and ranging (LiDAR), a millime-
ter-wave radar, an ultrasonic sonar, and the like, consid-
ering use, required precision, and cost.
[0003] Depth information cannot be obtained from a
general monocular camera. Therefore, when a plurality
of objects located at different distances overlap, it is dif-
ficult to separate the objects.
[0004] As a camera from which depth information is
obtained, a TOF camera is known. A time of flight (TOF)
camera projects infrared light by a light-emitting device,
measures a time of flight until reflected light returns to an
image sensor, and obtains a TOF image by converting
the time of flight into distance information.
[0005] A gating camera or gated camera has been sug-
gested as an active sensor replacing the TOF camera
(Patent Literatures 1 and 2). The gating camera divides
a shooting range into a plurality of ranges and captures
images while changing an exposure timing and an expo-
sure time for each range. Thereby, a slice image is ob-
tained for each target range, and each slice image in-
cludes only an object included in the corresponding
range.

CITATION LIST

PATENT LITERATURE

[0006]

Patent Literature 1: JP2009-257981A
Patent Literature 2: WO2017/110417A1
Patent Literature 3: JP2019-159503A
Patent Literature 4: JP2017-126979A
Patent Literature 5: JP2012-113622A

SUMMARY OF INVENTION

TECHNICAL PROBLEM

[0007] By synthesizing a plurality of slice images, it is
possible to generate a composite image containing ob-
jects in a full depth of a field of view. When pixels at the

same position in each of the slice images are added, an
image quality of the composite image deteriorates be-
cause noise is included.
[0008] One aspect of the present disclosure has been
made in view of the above situation, and one of exemplary
objects thereof is to improve an image quality of a com-
posite image. One of exemplary purposes of another as-
pect is to improve the efficiency of image processing.

SOLUTION TO PROBLEM

[0009] A gating camera of one aspect of the present
disclosure is configured to divide a field of view in a depth
direction into a plurality of ranges and to generate a plu-
rality of slice images corresponding to the plurality of
ranges. The gating camera includes an illumination de-
vice configured to irradiate a field of view with pulsed
illumination light, an image sensor, a camera controller
configured to control a light emission timing of the illumi-
nation device and an exposure timing of the image sensor
and to cause the image sensor to generate a plurality of
slice images corresponding to a plurality of ranges, and
an image processing device configured to generate a
composite image by synthesizing the plurality of slice im-
ages output from the image sensor. The image process-
ing device is configured to set, as a valid range, a range
that takes a local maximum value when pixels at the same
position in each of the plurality of slice images are ar-
ranged in range order, and to generate a pixel value at
the same position in the composite image on the basis
of a pixel value at the same position in the slice image
corresponding to the valid range.
[0010] Another aspect of the present disclosure is also
a gating camera. The gating camera includes an illumi-
nation device configured to irradiate a field of view with
pulsed illumination light, an image sensor, a camera con-
troller configured to control a light emission timing of the
illumination device and an exposure timing of the image
sensor, and an image processing device configured to
receive a plurality of slice images from the image sensor
and to generate a distance map image, wherein a pixel
in the distance map image indicates in which range an
object is included.

ADVANTAGEOUS EFFECTS OF INVENTION

[0011] According to one aspect of the present disclo-
sure, the efficiency of image processing can be improved.
According to another aspect, a high-quality composite
image can be generated.

BRIEF DESCRIPTION OF DRAWINGS

[0012]

FIG. 1 is a block diagram of a sensing system ac-
cording to an embodiment.
FIG. 2 is a view illustrating a basic operation of a
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gating camera.
FIG. 3A and FIG.3B are views illustrating slice im-
ages obtained by the gating camera.
FIG. 4 is a view illustrating generation of a composite
image CIMG based on a plurality of slice images
SIMG1 to SIMGN.
FIG. 5 is a view illustrating determination of a valid
image and a valid range of a pixel of interest.
FIG. 6A to FIG.6D are views each showing a rela-
tionship between a pixel array and a valid range.
FIG. 7 is a view showing a traveling scene in a foggy
environment.
FIG. 8 is a view illustrating a distance map image
DIMG.
FIG. 9 is a view illustrating generation of a composite
image CIMG using the distance map image DIMG.
FIG. 10 is a block diagram of a sensing system.
FIG. 11A and 11B are views each showing an auto-
mobile having a gating camera.
FIG. 12 is a block diagram showing a vehicle lamp
including a sensing system.

DESCRIPTION OF EMBODIMENTS

[0013] An outline of several exemplary embodiments
of the present disclosure will be described. The outline
is a simplified explanation regarding several concepts of
one or multiple embodiments as an introduction to the
detailed description described below in order to provide
a basic understanding of the embodiments, and is by no
means intended to limit the scope of the present invention
or disclosure. The outline is by no means a comprehen-
sive outline of all contemplated embodiments, and is by
no means intended to specify essential elements of all
embodiments or to delimit the scope of any or all aspects.
For convenience, in some cases, "one embodiment" as
used herein refers to a single embodiment (embodiment
or variation) or a plurality of embodiments (embodiments
or variations) disclosed in the present specification.
[0014] A gating camera according to one embodiment
includes an illumination device configured to irradiate a
field of view with pulsed illumination light, an image sen-
sor, a camera controller configured to control a light emis-
sion timing of the illumination device and an exposure
timing of the image sensor, and an image processing
device configured to generate a composite image by syn-
thesizing a plurality of slice images output from the image
sensor. The image processing device is configured to
set, as a valid range, a range that takes a local maximum
value when pixels at the same position in each of the
plurality of slice images are arranged in range order, and
to generate a pixel value at the same position in the com-
posite image on the basis of a pixel value at the same
position in the slice image corresponding to the valid
range.
[0015] According to this configuration, a range in which
an object exists can be accurately detected, as compared
with a case where it is determined that an object is in-

cluded in a range taking a maximum value. With this
processing, an image quality of the composite image can
be improved.
[0016] The gating camera according to one embodi-
ment is configured to divide a field of view in a depth
direction into a plurality of ranges and to generate a plu-
rality of slice images corresponding to the plurality of
ranges. The gating camera includes an illumination de-
vice configured to irradiate a field of view with pulsed
illumination light, an image sensor, a camera controller
configured to control a light emission timing of the illumi-
nation device and an exposure timing of the image sen-
sor, and an image processing device configured to re-
ceive a plurality of slice images from the image sensor
and to generate a distance map image. A pixel in the
distance map image indicates in which range an object
is included.
[0017] The distance map image shows which range of
objects exist at a position in left, right, up and down di-
rections of the field of view. By generating the distance
map image, the efficiency of processing such as synthe-
sizing the plurality of slice images can be improved.
[0018] Alternatively, by performing object recognition
based on the composite image and referring to the dis-
tance map image, it is possible to know in which range
the detected object is included.
[0019] In one embodiment, the image processing de-
vice may be configured to determine that the object is
included in a range that takes a local maximum value
when pixels at the same position in each of the plurality
of slice images are arranged in range order. This makes
it possible to accurately detect the range in which the
object exists, as compared with a case where it is deter-
mined that the object is included in a range taking a max-
imum value.
[0020] In one embodiment, the image processing de-
vice may be configured to generate a composite image
by synthesizing the plurality of slice images based on the
distance map image. In a normal image obtained by a
normal camera, a target object is hidden by fog or the
like under bad weather such as thick fog. In contrast, a
composite image has an advantage in that occlusions
such as fog are removed and the targe object is captured
clearly.
[0021] When a plurality of N slice images are proc-
essed by an identifier (classifier), N times of processing
is required in order to detect objects existing in the full
depth of the field of view. In contrast, by inputting one
composite image into the identifier, objects existing in
the full depth of the field of view can be detected in one
processing.
[0022] Hereinafter, favorable embodiments will be de-
scribed with reference to the drawings. The same or
equivalent components, members and processing
shown in each drawing are denoted with the same ref-
erence numerals, and repeated descriptions will be omit-
ted appropriately. Furthermore, the embodiments are il-
lustrative, not limiting the present disclosure and inven-

3 4 



EP 4 382 968 A1

4

5

10

15

20

25

30

35

40

45

50

55

tion, and all features described in the embodiments and
combinations thereof are not necessarily essential fea-
tures of the present disclosure and invention.
[0023] FIG. 1 is a circuit block diagram of a sensing
system 10 according to an embodiment. The sensing
system 10 is mounted on a vehicle such as an automobile
or a motorcycle, and detects an object OBJ around the
vehicle.
[0024] The sensing system 10 mainly includes a gating
camera 100. The gating camera 100 include an illumina-
tion device 110, an image sensor 120, a camera control-
ler 130, and an image processing device 140. The gating
camera 100 divides a field of view in a depth direction
into N ranges RNG1 to RNGN (N≥2), and performs im-
aging. Adjacent ranges may overlap in the depth direction
at their boundaries.
[0025] The illumination device 110 irradiates the front
of the vehicle with pulsed illumination light L1 in synchro-
nization with a light emission timing signal S1 provided
from the camera controller 130. The pulsed illumination
light L1 is preferably infrared light, but is not limited there-
to, and may be visible light or ultraviolet light having a
predetermined wavelength. The gating camera 100 ac-
cording to the present embodiment can perform sensing
not only at night but also during the day, and therefore,
a wavelength longer than 0.9 mm is selected.
[0026] The image sensor 120 includes a plurality of
pixels, can control exposure in synchronization with an
exposure timing signal S2 provided from the camera con-
troller 130, and generates a slice image SIMG composed
of a plurality of pixels. The image sensor 120 has sensi-
tivity to the same wavelength as the pulsed illumination
light L1 and captures reflected light (return light) L2 re-
flected by the object OBJ.
[0027] The camera controller 130 controls an illumina-
tion timing (light emission timing) of the pulsed illumina-
tion light L1 by the illumination device 110 and an expo-
sure timing by the image sensor 120, and causes the
image sensor 120 to generate a plurality of slice images
SIMG1 to SIMGN corresponding to the plurality of ranges
RNG1 to RNGN. The functions of the camera controller
130 may be implemented by software processing, hard-
ware processing, or a combination of software process-
ing and hardware processing. The software processing
is specifically implemented by a combination of a proc-
essor (hardware) such as a central processing unit
(CPU), a micro processing unit (MPU) and a microcom-
puter and a software program executed by the processor
(hardware). Note that the camera controller 130 may be
a combination of multiple processors and software pro-
grams. The hardware processing is specifically imple-
mented by hardware such as an application specific in-
tegrated circuit (ASIC), a controller IC, and a field pro-
grammable gate array (FPGA).
[0028] The images (slice images) SIMG1 to SIMGN
generated by the image sensor 120 are input to the image
processing device 140. The image processing device
140 performs processing on the plurality of slice images

SIMG1 to SIMGN obtained for the plurality of ranges
RNG1 to RNGN and generates final output data CAMER-
AOUT. For example, the output data CAMERAOUT may
include a set of the plurality of slice images SIMG1 to
SIMGN and the composite image CIMG obtained by syn-
thesizing the slice images. The output data CAMER-
AOUT may further include a distance map image DIMG,
which will be described below.
[0029] The image processing device 140 may be
mounted on the same hardware as the camera controller
130, or may be configured as separate hardware. Alter-
natively, some or all of the functions of the image process-
ing device 140 may be implemented as a processor or
digital circuit built in the same module as the image sen-
sor 120.
[0030] The above is the basic configuration of the gat-
ing camera 100. Subsequently, operations thereof will
be described.
[0031] FIG. 2 is a diagram illustrating a basic operation
of the gating camera 100. FIG. 2 shows an aspect when
sensing an i-th range RNGi. The illumination device 110
emits light during a light emission period τ1 between time
t0 and time t1 in synchronization with the light emission
timing signal S1. At the top, a diagram of a light beam
where a time is indicated on the horizontal axis and a
distance is indicated on the vertical axis is shown. A dis-
tance from the gating camera 100 to a front side boundary
of the range RNG1 is set to dMINi and a distance from the
gating camera 100 to a deep side boundary of the range
RNG1 is set to dMAXi.
[0032] Round-trip time TMINi from when light emitted
from the illumination device 110 at a certain time point
reaches the distance dMINi to when reflected light returns
to the image sensor 120 is expressed as 

in which c is the speed of light.
[0033] Similarly, round-trip time TMAXi from when light
emitted from the illumination device 110 at a certain time
point reaches the distance dMAXi to when reflected light
returns to the image sensor 120 is expressed as 

[0034] When it is desired to image the object OBJ in-
cluded in the range RNGi, the camera controller 130 gen-
erates the exposure timing signal S2 so that the exposure
starts at a time point t2 =t0 + TMINi and ends at a time
point t3 = t1 + TMAXi. This is one sensing operation.
[0035] The sensing of the i-th range RNGi may include
a plurality of sets of light emission and exposure. The
camera controller 130 repeats the aforementioned sens-
ing operation multiple times at a predetermined period τ2.
[0036] For example, the image sensor 120 can perform
multiple exposure, and can subjecting multiple reflected
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lights, which are obtained as a result of performing pulsed
light emission multiple times, to multiple exposure in an
FD region (charge accumulation region) for each pixel
px, thereby generating one slice image SIMG.
[0037] FIG. 3A and FIG. 3B are views illustrating slice
images obtained by the gating camera 100. In the exam-
ple of FIG. 3A, an object (pedestrian) OBJ2 is present in
the range RNG2 and an object (vehicle) OBJ3 is present
in the range RNG3. FIG. 3B shows a plurality of slice
images SIMG1 to SIMG3 obtained in a situation in FIG.
3A. When the slice image SIMG1 is captured, no object
image appears in the slice image SIMG1 because the
image sensor is exposed only to reflected light from the
range RNG1.
[0038] When the slice image SIMG2 is captured, only
the object image OBJ2 appears in the slice image SIMG2
because the image sensor is exposed only to reflected
light from the range RNG2. Similarly, when the slice im-
age SIMG3 is captured, only the object image OBJ3 ap-
pears in the slice image SIMG3 because the image sen-
sor is exposed only to reflected light from the range
RNG3. In this way, an object can be separately imaged
on a range basis by the gating camera 100.
[0039] Returning to FIG. 1, the image processing de-
vice 140 generates a composite image CIMG by synthe-
sizing the plurality of slice images SIMG1 to SIMGN after
the sensing of the full ranges RNG1 to RNGN is complet-
ed. The composite image CIMG is similar to a normal
image captured with a normal camera in that the objects
in the full ranges RNG1 to RNGN are included.
[0040] The generation processing of the composite im-
age CIMG by the image processing device 140 will be
described.
[0041] FIG. 4 is a view illustrating generation of the
composite image CIMG based on the plurality of slice
images SIMG1 to SIMGN.
[0042] As described above, in an ideal gating camera,
the object OBJi present in the i-th range RNGi is captured
only in the slice image SIMGi corresponding to the range.
[0043] With attention focused on certain pixels (re-
ferred to as pixels of interest) in the plurality of slice im-
ages SIMG1 to SIMGN, only a pixel of interest in one slice
image has a pixel value corresponding to reflected light
from an object, and the pixels of interest in the remaining
slice images have pixel values unrelated to the object. A
slice image in which the pixel of interest has a pixel value
corresponding to reflected light from an object is called
a valid image, and a range corresponding to the valid
image is called a valid range. Furthermore, a slice image
in which the pixel of interest does not have a pixel value
corresponding to the reflected light from the object is
called an invalid image, and a range corresponding to
the invalid image is called an invalid range. The valid
image (valid range) can be selected for each position of
the pixel of interest.
[0044] In the example of FIG. 4, when a pixel px1 is
set as a pixel of interest, the slice image SIMG2 is a valid
image, and the other images become invalid images.

When a pixel px2 is set as a pixel of interest, the slice
image SIMGN-1 is a valid image, and the other images
become invalid images.
[0045] A pixel value c1 of each pixel in the composite
image CIMG corresponds to a pixel value c2 of the pixel
of interest in the valid image when the pixel is set as the
pixel of interest. For example, the pixel value c1 may be
the same as the pixel value c2, or may be a value obtained
by performing predetermined calculation processing on
the pixel value c2.
[0046] FIG. 5 is a view illustrating determination of a
valid image and a valid range of a pixel of interest. A pixel
at a position of x=2 and y=2 is a pixel of interest.
[0047] The image processing device 140 generates an
array (pixel array) in which pixel values of pixels of inter-
est at the same position in each of the plurality of slice
images SIMG1 to SIMGN are arranged in range order.
This array is shown at the bottom of FIG. 5. Then, a range
that takes a local maximum value is detected and set as
a valid range. When a j-th (j=4 in the example in FIG. 5)
range RNGj takes the local maximum value, the range
RNGj is a valid range, and the corresponding slice image
SIMGj becomes a valid image.
[0048] The image processing unit 140 generates a pix-
el value at the same position in the composite image
CIMG, based on the pixel value at the same position as
the pixel of interest in the slice image SIMGj correspond-
ing to the valid range RNGj.
[0049] In a normal image obtained by a normal camera,
a target object is hidden by fog or the like under bad
weather such as thick fog. In contrast, the composite im-
age CIMG has an advantage in that occlusions such as
fog are removed and the target object is captured clearly.
[0050] FIG. 6A to FIG. 6D are views each showing a
relationship between a pixel array and a valid range. In
the example of FIG. 6A, the array includes only a single
local maximum value v1, and this local maximum value
v1 is also the maximum value in this array. When the
local maximum value v1 is a j-th element of the array,
the j-th range RNGj becomes a valid range.
[0051] In the example of FIG. 6B, the array includes a
plurality of local maximum values v1 and v2. In this case,
the valid range may be determined based on the greatest
local maximum value v1, and therefore, a jx-th range
RNGjx becomes a valid range.
[0052] Alternatively, in sensing in automobiles, it can
be said that an object closer to a host vehicle has higher
importance or interest than a distant object. Therefore,
when there are a plurality of local maximum values v1
and v2 as shown in FIG. 6B, the valid range may be
determined based on the local maximum value v2 closest
to the host vehicle. In the example of FIG. 6B, a jy-th
range RNGjy can be set as a valid range.
[0053] In the example of FIG. 6C, the array includes a
local maximum value v1. The local maximum value v1 is
different from the maximum value v2 in this array. In this
case, the valid range is determined based on the greatest
local maximum value v1, not the maximum value v2 of
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the array.
[0054] In FIG. 6D, there is no local maximum value in
the array. In this case, it is determined that there is no
valid range.
[0055] Detection of the valid range based on the local
maximum value has the following advantages compared
to Comparative Techniques. In Comparative Technique
1, it is assumed that the valid range is determined based
on the maximum value, not the local maximum value. In
the Comparative Technique, in the situation shown in
FIG. 6C, a k-th range, not the j-th range, becomes the
valid range.
[0056] FIG. 7 is a view showing a traveling scene in a
foggy environment. At the bottom of FIG. 7, a plot of the
array of pixels of interest is shown. The pulsed illumina-
tion light L1 emitted from the gating camera 100 passes
through the fog 800 and reaches the object OBJ. A por-
tion of the pulsed illumination light L1 is reflected by the
fog 800, and a portion of the weak pulsed illumination
light L1 reaches the object OBJ present in a deep-side
range. Therefore, in the array of pixels of interest where
the object OBJ should be captured, the pixel value in a
front side range becomes the maximum, and the pixel
value in the range RNG8 where the object OBJ is present
becomes smaller. Therefore, if the Comparative Tech-
nique is adopted, the first range RNG1 is erroneously
determined as being a valid range.
[0057] In contrast, according to the determination of
the valid range using the local maximum value, the deep-
side range RNG8 where the object OBJ is present can
be accurately determined as being a valid range.
[0058] The image processing device 140 can generate
a distance map image DIMG in the process of generating
the composite image CIMG. Each pixel in the distance
map image DIMG indicates in which range an object is
included, in other words, which range is a valid range,
when the pixel is selected as the pixel of interest. FIG. 8
is a view illustrating the distance map image DIMG. Here,
it is assumed that N=8.
[0059] After generating the distance map image DIMG,
the image processing device 140 can generate the com-
posite image CIMG based on the distance map image
DIMG.
[0060] FIG. 9 is a view illustrating generation of the
composite image CIMG using the distance map image
DIMG. The pixel value in the distance map image DIMG
is a pointer indicating which slice image SIMG is a valid
image. The pixel value of the coordinates (x, y) of the
distance map image DIMG is expressed as DIMG(x, y).
Similarly, the pixel value of the coordinates (x, y) of the
slice image SIMGi is expressed as DIMG(x, y), and the
pixel value of the coordinates (x, y) of the composite im-
age CIMG is expressed as CIMG(x, y). At this time, the
composite image CIMG can be expressed based on the
following equation. 

[0061] Alternatively, a predetermined function f() may
be defined, and an equation of CIMG(x, y)=f(SIMGj(x, y))
may be used.

(Use)

[0062] FIG. 10 is a block diagram of the sensing system
10. The sensing system 10 includes an arithmetic
processing device 40, in addition to the gating camera
100 described above. The sensing system 10 is an object
detection system that is mounted on a vehicle such as
an automobile and a motorcycle and determines a type
(also called category or class) of an object OBJ around
the vehicle.
[0063] The gating camera 100 generates a plurality of
slice images SIMG1 to SIMGN corresponding to a plural-
ity of ranges RNG1 to RNGN. The output data CAMER-
AOUT of the gating camera 100 includes the plurality of
slice images SIMG1 to SIMGN and the composite image
CIMG.
[0064] The arithmetic processing device 40 is config-
ured to be able to identify a type of an object on the basis
of the output data CAMERAOUT of the gating camera
100. The arithmetic processing device 40 includes a clas-
sifier 42 installed on the basis of a learned model gener-
ated by machine learning. The arithmetic processing de-
vice 40 may include a plurality of classifiers 42 optimized
for each range. An algorithm of the classifier 42 is not
particularly limited, but YOLO (You Only Look Once),
SSD (Single Shot MultiBox Detector), R-CNN (Region-
based Convolutional Neural Network), SPPnet (Spatial
Pyramid Pooling), Faster R-CNN, DSSD (Deconvolution
-SSD), Mask R-CNN and the like may be adopted, or
algorithms to be developed in the future may be adopted.
[0065] The functions of the arithmetic processing de-
vice 40 may be implemented by software processing,
hardware processing, or a combination of software
processing and hardware processing. The software
processing is specifically implemented by a combination
of a processor (hardware) such as a central processing
unit (CPU), a micro processing unit (MPU) and a micro-
computer and a software program executed by the proc-
essor (hardware). Note that the arithmetic processing de-
vice 40 may be a combination of multiple processors and
software programs. The hardware processing is specif-
ically implemented by hardware such as an application
specific integrated circuit (ASIC), a controller IC, and a
field programmable gate array (FPGA). The functions of
the arithmetic processing device 40 and the functions of
the image processing device 140 may be implemented
in the same processor.
[0066] Each of the plurality of slice images SIMG1 to
SIMGN is input to the classifier 42, so that objects can
be identified for each range. Furthermore, the composite
image CIMG is input to the classifier 42, so that objects
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present in the full range can be simultaneously identified.
[0067] FIG. 11A and FIG. 11B are views each illustrat-
ing an automobile 300 having the gating camera 100.
Referring to FIG. 11A, the automobile 300 includes head-
lamps (lamps) 302L and 302R.
[0068] As shown in FIG. 11A, the illumination device
110 of the gating camera 100 may be built in at least one
of the left and right headlamps 302L and 302R. The im-
age sensor 120 can be attached to a part of the vehicle,
for example, a rear side of the room mirror. Alternatively,
the image sensor 120 may be provided on the front grill
or front bumper. The camera controller 130 may be pro-
vided in a vehicle compartment or an engine room, or
may be built in the headlamp 302L or 302R.
[0069] As shown in FIG. 11B, the image sensor 120
may be built in any one of the left and right headlamps
302L and 302R together with the illumination device 110.
[0070] The illumination device 110 may be provided at
a part of the vehicle, for example, on a rear side of the
room mirror, the front grill, or the front bumper.
[0071] FIG. 12 is a block diagram showing a vehicle
lamp 200 including the sensing system 10. The vehicle
lamp 200 configures a lamp system 304 together with a
vehicle-side ECU 310. The vehicle lamp 200 includes a
lamp-side ECU 210 and a lamp unit 220. The lamp unit
220 is a low beam or a high beam, and includes a light
source 222, a lighting circuit 224, and an optical system
226. Further, the vehicle lamp 200 includes the sensing
system 10.
[0072] Information about the object OBJ detected by
the sensing system 10 may be used for light distribution
control of the vehicle lamp 200. Specifically, the lamp-
side ECU 210 generates a proper light distribution pattern
on the basis of information about a type and a position
of the object OBJ generated by the sensing system 10.
The lighting circuit 224 and the optical system 226 oper-
ate so that the light distribution pattern generated by the
lamp-side ECU 210 is obtained. The arithmetic process-
ing device 40 of the sensing system 10 may be provided
outside the vehicle lamp 200, that is, on a vehicle side.
[0073] Furthermore, the information about the object
OBJ detected by the sensing system 10 may be trans-
mitted to the vehicle-side ECU 310. The vehicle-side
ECU 310 may use this information for automatic driving
or driving support.

(Variation 1)

[0074] The output data CAMERAOUT of the gating
camera 100 may include only the plurality of slice images
SIMG1 to SIMGN and the distance map image DIMG.
That is, the image processing device 140 may generate
only the distance map image DIMG without generating
the composite image CIMG.
[0075] In this case, in a processing device external to
the gating camera 100, the composite image CIMG can
be easily generated based on the plurality of slice images
SIMG1 to SIMGN and the distance map image DIMG.

(Variation 2)

[0076] Only the composite image CIMG may be input
to the classifier 42 in FIG. 10. The position (range) of the
object detected by the classifier 42 from the composite
image CIMG can be obtained based on the distance im-
age map DIMG. According to this processing, a compu-
tational load of the classifier 42 can be significantly re-
duced.

(Variation 3)

[0077] Ideally, an object included in a certain range is
captured only in a slice image corresponding to the range.
However, actually, the object may also appear in a slice
image of a range adjacent to that range. In this case, the
composite image CIMG may be generated based on the
following equation. 

in which g(u, V) is a function that takes u and V as argu-
ments.

(Variation 4)

[0078] The composite image CIMG may be generated
directly from the greatest local maximum value without
generating the distance map image DIMG.

(Variation 5)

[0079] The method for determining the valid image or
valid range is not limited to using the local maximum val-
ue, and a range that takes the maximum value in the
array may be set as the valid range.
[0080] The embodiments are merely illustrative, and it
should be understood by one skilled in the art that various
variations can be made to combinations of components
and processing processes in the embodiments and such
variations also fall within the scope of the present inven-
tion.

INDUSTRIAL APPLICABILITY

[0081] The present disclosure relates to a gating cam-
era.

REFERENCE SIGNS LIST

[0082] 10...sensing system, 100...gating camera,
110... illumination device, 120...image sensor, 130...
camera controller, 140... image processing device, 40...
arithmetic processing device, 42...classifier, 200...vehi-
cle lamp, 210...lamp-side ECU, 220...lamp unit,
222...light source, 224... lighting circuit, 226...optical sys-
tem, 300 ... automobile, 302L...headlamp, 304...lamp
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systems, 310...vehicle-side ECU, L1...pulsed illumina-
tion light, L2...reflected light, S1...light emission timing
signal, S2... exposure timing signal.

Claims

1. A gating camera configured to divide a field of view
in a depth direction into a plurality of ranges and to
generate a plurality of slice images corresponding
to the plurality of ranges, the gating camera compris-
ing:

an illumination device configured to irradiate the
field of view with pulsed illumination light;
an image sensor;
a camera controller configured to control a light
emission timing of the illumination device and
an exposure timing of the image sensor; and
an image processing device configured to gen-
erate a composite image by synthesizing the
plurality of slice images output from the image
sensor,
wherein the image processing device is config-
ured to set, as a valid range, a range that takes
a local maximum value when pixels at the same
position in each of the plurality of slice images
are arranged in range order, and to generate a
pixel value at the same position in the composite
image on the basis of a pixel value at the same
position in the slice image corresponding to the
valid range.

2. The gating camera according to claim 1, wherein the
image processing device is configured to generate
a distance map image in which each pixel indicates
the valid range.

3. A gating camera configured to divide a field of view
in a depth direction into a plurality of ranges and to
generate a plurality of slice images corresponding
to the plurality of ranges, the gating camera compris-
ing:

an illumination device configured to irradiate the
field of view with pulsed illumination light;
an image sensor;
a camera controller configured to control a light
emission timing of the illumination device and
an exposure timing of the image sensor; and
an image processing device configured to re-
ceive a plurality of slice images from the image
sensor and to generate a distance map image,
wherein a pixel in the distance map image indi-
cates in which range an object is included.

4. The gating camera according to claim 3, wherein the
image processing device is configured to determine

that the object is included in a range that takes a
local maximum value when pixels at the same posi-
tion in each of the plurality of slice images are ar-
ranged in range order.

5. The gating camera according to claim 3 or 4, wherein
the image processing device is configured to syn-
thesize the plurality of slice images based on the
distance map image and to generate a composite
image.

6. A sensing system for a vehicle, comprising:

the gating camera according to claim 1 or 3; and
a classifier configured to process the plurality of
slice images generated by the gating camera
and the composite image.

7. A vehicle lamp comprising the gating camera accord-
ing to claim 1 or 3.
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