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(67) Methods and systems relating to a compu-
ter-generated environment. One method comprises: pro-
viding a three dimensional computer-generated environ-
ment; providing at least one virtual object in the three
dimensional computer generated environment, wherein
the at least one virtual object is representative of at least
one item or service available from one or more item or
service providers; performing a virtual transaction proc-
ess associated with the at least one virtual object; and
performing a real world transaction process associated
with the at least one physical item or service in response
to performing the virtual transaction process.
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Description
Field
[0001] The present invention relates to a system and

method for providing a three dimensional computer-gen-
erated environment, for example a video game system
or method.

Background

[0002] Known video games may take place in a com-
puter generated game world, which may be three dimen-
sional. A character may be provided for a user to control
within the game world. Such video games may provide
auser with an immersive experience involving controlling
acharacter to move within the game world and interacting
with the game world. In some video games, a user may
be given freedom to explore the three dimensional envi-
ronment.

[0003] Known video games may provide a game world
that can be simultaneously accessed by more than one
user at a time from more than one computer system.
These systems may be provided remotely from each oth-
er. In such online multi-player game environments, char-
acters controlled by different users may be visible to each
other and may be able to interact with each other.
[0004] The internet provides users with remote access
to content, for example, via the world wide web. Content
caninclude web pages, pictures or videos. Video content
may be streamed from a remote computing resource of
a content provider to a user, via the internet or other net-
work.

[0005] Itis alsowell established that internet users can
order products online by directing their web browser to
view a merchant’s web site and placing an order for prod-
ucts that are available for purchase on said web site.
[0006] The immersive quality of a game may be re-
duced by, for example, interruptions to gameplay, lack
of functionality inside the game, graphical appearance.

Summary

[0007] Inafirst aspect of the invention, there is provid-
ed a method comprising:

obtaining image data representative of one or more
images;

providing a three dimensional computer generated
environment comprising an image display area;
rendering a view of the three dimensional computer
generated environment using the image data or data
derived therefrom such that the one or more images
appearinthe view of the three dimensional computer
generated environment as if projected at said image
display area.

[0008] The rendering may comprise determining at
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least one of geometry, texture, lighting, shading, shadow.
[0009] One or more properties of the projected images
may be controllable by a user.

[0010] The one or more images may comprise frames
of a video sequence characterized by a desired video
frame rate and rendering the view may comprise
processing said frames such that the projected images
are displayed at their desired video frame rate at the im-
age display area.

[0011] The one or more frames of the video sequence
may be received at a variable streaming rate.

[0012] The method may further comprise:

updating the view, at least in part, in response to at least
one of a change in environmental conditions, change in
viewpoint, a change in image data, activity in three di-
mensional computer-generated environment.

[0013] Updating the view may comprise only updating
a part of the view that includes changing image data.
[0014] The method may further comprise: processing
the image data in dependence on at least one property
of the image display area and/or an environmental con-
dition of the three dimensional computer generated en-
vironment and/or a viewing angle or position of the ren-
dered view.

[0015] The image data may represent one or more im-
ages having a first image resolution, and the three di-
mensional computer generated environment may be dis-
played at a second image resolution, and the method
may further comprise processing the image data such
that it is displayed at the second image resolution.
[0016] Rendering the view may comprise:

determining a compensation mapping based on at
leastone of atleast one property of the image display
area, an environmental condition and/or a viewing
angle of the rendered view;
applying the compensation mapping to the image
data to produce compensated image data;
rendering the view using the compensated image
data.
[0017] The method may further comprise:
modelling the three dimensional computer generat-
ed environment comprising the image display area
to produce a model comprising an image display ar-
ea;
processing the image data to produce animage data
texture for use in rendering of the view;
applying textures to the model including applying the
image data texture to the image display area of the
model.

[0018] The image display area may be provided on a
surface of a virtual objectin the computer generated three
dimensional environment. The image display area may
form part of a surface of a virtual object in the computer
generated three dimensional environment.
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[0019] The virtual object may comprise one or more of:
a screen or other display, a billboard, , a television, a
monitor, a mobile phone, a tablet, a watch. The display
may comprise any suitable display device or area ex-
tending in at least two dimensions that, in operation, dis-
plays an image or other content

[0020] Theimage display area may be a volume of the
computer generated three dimensional environment and
the images may be displayed to appear as a virtual holo-
gram in the three dimensional computer-generated en-
vironment.

[0021] The method may further comprise retrieving im-
age data from one or more external data stores.

[0022] The provided three dimensional computer gen-
erated environment may further comprise an audio
source area. The method may further comprise:

retrieving audio data representative of audio asso-
ciated with said one or more images;

and performing an audio rendering process using
said audio data or data derived therefrom thereby to
produce output audio for the rendered view, wherein
the audio rendering process is such that at least part
of the produced output audio sounds as if it is being
produced at the audio source area.

[0023] The audio data and image data may be repre-
sentative of a video sequence.

[0024] The method may further comprise performing
one or more further audio rendering steps to update the
produced audio output in response to at least one of: a
change in environmental conditions, change in view-
point, change in relative position between character and
audio source area, change in image and/or audio data,
activity in the three dimensional computer-generated en-
vironment.

[0025] The three dimensional computer generated en-
vironment may be displayed as a two-dimensional rep-
resentation of the three dimensional computer generated
environment, for example on a screen.

[0026] According to a second aspect of the invention,
which may be provided independently, there is provided
a computer program product comprising computer read-
able instructions that are executable by a processor to
perform a method according to the first aspect.

[0027] According to a third aspect of the invention,
which may be provided independently, there is provided
an apparatus comprising at least one display screen, at
least one memory resource, and at least one processor
configured to:

obtaining image data representative of one or more
images from the at least one memory resource;
providing a three dimensional computer generated
environment comprising an image display area for
display on the at least one display screen;
rendering a view of the three dimensional computer
generated environment on the at least one display
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screen using the image data or data derived there-
from such that the one or more images appear in the
view of the three dimensional computer generated
environment as if projected at said image display
area.

[0028] The display screen may comprise or be includ-
ed in any suitable type of display device. The display
screen may comprise any suitable display device or area
extending in at least two dimensions that, in operation,
displays an image or other content.

[0029] The at least one processor may be configured
to perform a method according to the first aspect.
[0030] According to a fourth aspect of the invention,
which may be provided independently, there is provided
a method comprising:

displaying a computer-generated scene that is rep-
resentative of a three dimensional computer gener-
ated environment as part of a gaming session;
providing a controllable character or other gameplay
element within the three dimensional computer gen-
erated environment as part of the gaming session;
displaying a panel together with the computer-gen-
erated scene as part of the gaming session, the panel
providing access to one or more media contentitems
available outside the three dimensional computer
generated environment.

[0031] The computer-generated scene may be gener-
ated using a first processing resource and the one or
more media content items may be hosted by a further,
remote server.

[0032] The method may further comprise overlapping
the displayed panel and the computer-generated scene.
[0033] The character or other gameplay element may
remain controllable while the panel is displayed.

[0034] The method may further comprise receiving us-
er input and wherein user input is receivable while the
panel is displayed

[0035] The displayed panel may comprise a control
panel that is controllable based at least on one or more
actions performed by a user in the three dimensional
computer generated environment.

[0036] The method may further comprise controlling
the displayed panel based on at least one property of the
displayed computer generated scene, for example,
brightness, colour, sound volume, viewpoint.

[0037] The method may further comprise controlling
the displayed panel based on at least one environmental
condition of the three dimensional computer generated
environment, for example, at least one of:

weather condition, lighting condition, sound levels, time
of day, location.

[0038] The method may further comprise: controlling
the displayed panel based on at least one action in the
three dimensional computer generated environment, for
example, mode of transport, speed of movement.
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[0039] The method may further comprise receiving us-
erinputsignals and controlling the displayed panel based
at least on the user input signals.

[0040] Controlling the displayed panel may comprise
at least one of:

a) displaying the panel together with the computer-
generated scene;

b) selecting one or more properties of the displayed
panel, forexample, wherein the one or more selected
properties of the displayed panel include atleast one
of: size, position, shape, transparency, colour, vol-
ume, brightness

c) selecting one or more media content items to be
displayed

d) moving and/or resizing the display panel

[0041] Controlling the display panel may comprise ad-
justing one or more properties of the displayed panel rel-
ative to one or more corresponding properties of the com-
puter generated scene thereby to emphasise or de-em-
phasise the displayed panel relative to the computer-gen-
erated scene.

[0042] The method may further comprise: determining
a present brightness level of the computer-generated
scene and adjusting a display property of the displayed
panelin accordance with a desired brightness profile and
determining a present volume level of the computer-gen-
erated scene and adjusting a volume property of the dis-
played panelin accordance with a desired volume profile.
[0043] The method may further comprise:

providing a controllable interface in the displayed
panel or in the three dimensional computer generat-
ed environment;

retrieving one or more media contentitems from one
or more data stores or streaming one or more media
content items from one or more media content pro-
viders in response to selecting one or more media
content items using the interface.

[0044] The method may further comprise adjusting at
least one property of the displayed computer generated
scene in response to controlling the displayed panel.
[0045] The method may further comprise:

performing one or more processing steps prior to or
as part of displaying computer-generated scene;
switching at least one of the processing steps to a
lower resource mode in response to displaying the
panel.

[0046] The one or more processing steps may com-
prise modelling the three dimensional environment and
rendering the computer-generated scene to be dis-
played.

[0047] According to a fifth aspect of the invention,
which may be provided independently, there is provided
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a computer program product comprising computer read-
able instructions that are executable by a processor to
perform a method according to the fourth aspect.
[0048] According to a sixth aspect of the invention,
which may be provided independently, there is provided
an apparatus comprising at least one display screen, at
least one user input device, and at least one processor
configured to:

display a computer-generated scene on the at least
one display screen that is representative of a three
dimensional computer generated environment as
part of a gaming session;

provide a controllable, via the at least one user input
device, character or other gameplay element within
the three dimensional computer generated environ-
ment as part of the gaming session;

display a panel on the at least one display screen
together with the computer-generated scene as part
of the gaming session, the panel providing access
to one or more media content items available outside
the three dimensional computer generated environ-
ment.

[0049] The at least one processor may be configured
to perform a method according to the fourth aspect.
[0050] According to a seventh aspect of the invention,
which may be provided independently, there is provided
a method comprising:

providing a three dimensional computer-generated
environment and providing a controllable character
within the three dimensional computer-generated
environment;

receiving user input and controlling the character
based at least on the received user input;
providing a three dimensional computer-generated
virtual reality device in the three dimensional com-
puter-generated environmentfor generating a virtual
reality environment for the controllable character.

[0051] The controllable character may be represented
by an avatar and/or by displaying a point of view.
[0052] The method may further comprise:

displaying the virtual reality environment in response to
controlling the character to perform an interaction proc-
ess with the virtual reality device.

[0053] The virtual reality environment may be based
on the three dimensional computer-generated environ-
ment. The virtual reality environment may comprise aug-
mented reality features.

[0054] The virtual reality environment may provide ac-
cess to at least one further process, for example through
an interface.

[0055] The atleast one further process may comprise
at least one of: a computer game, a further computer
process, a further software application.

[0056] A plurality of users may access the three dimen-
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sional computer generated environment and the virtual
reality environment may comprise a communication in-
terface between atleast two users of the plurality of users.
[0057] The communication interface may comprise a
video interface.

[0058] The three dimensional computer-generated en-
vironment may be provided at a first processing resource
and the virtual environment available to the user may be
provided at a second, separate, processing resource,
wherein the first and second processing resources are
configured to communication over a network.

[0059] The method may further comprise displaying
one or more video streams when in the virtual reality en-
vironment.

[0060] The virtual reality device may comprise or be
representative of a wearable item, for example, a helmet,
and the interactive process comprises the character
putting on the wearable item.

[0061] The method may further comprise providing an
image display area in the virtual reality environment and
rendering a view of the virtual reality environment using
obtained image data or data derived therefrom such that
the one or more images appear in the view of the virtual
reality environment as if projected at said image display
area.

[0062] According to an eighth aspect of the invention,
which may be provided independently, there is provided
a computer program product comprising computer read-
able instructions that are executable by a processor to
perform a method according to the seventh aspect.
[0063] According to a ninth aspect of the invention,
which may be provided independently, there is provided
an apparatus comprising at least one display screen, at
least one user input device, and at least one processor
configured to:

provide a three dimensional computer-generated
environment for display on the at least one display
screen and provide a controllable character within
the three dimensional computer-generated environ-
ment;

receiving user input from the at least one user input
device and control the character based at least on
the received user input;

providing a virtual reality device in the three dimen-
sional computer-generated environment for gener-
ating a virtual reality environment for the controllable
character for display on the at least one display
screen.

[0064] The at least one processor may be configured
to perform a method according to the seventh aspect.
[0065] According to a tenth aspect of the present in-
vention, which may be provided independently, there is
provided a method of performing a real world transaction
comprising:

providing a three dimensional computer-generated
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environment;

providing at least one virtual object in the three di-
mensional  computer-generated  environment,
wherein the at least one virtual object is represent-
ative of at least one item or service available from
one or more item or service providers;

performing a virtual transaction process associated
with the at least one virtual object; and

performing a real world transaction process associ-
ated with the at least one physical item or service in
response to performing the virtual transaction proc-
ess.

[0066] The virtual transaction process may comprise
a purchase performed in the three dimensional compu-
ter-generated environmentand the real world transaction
process comprises a purchase performed in the real
world.

[0067] The method may further comprise receiving us-
er input and performing the virtual transaction process
based on the received user input.

[0068] The method may further comprise:

providing a controllable character or other controlla-
ble gameplay element within the three dimensional
computer-generated environment;

receiving user input and controlling the character or
gameplay element based at least on the received
user input, wherein

the virtual transaction process on the at least one
virtual object is performed by a user through control-
ling the character or other gameplay element.

[0069] The atleast one virtual object may have an as-
sociated transaction area and the virtual transaction
process comprises at least movement into the transac-
tion area.

[0070] The virtual transaction process may comprise
performing one or more interactive actions with the at
least one virtual object.

[0071] The virtual transaction process may comprise
changing a displayed view of the three dimensional com-
puter generated environment such that the virtual object
is displayed in the displayed view.

[0072] The at least one virtual object may be made
available for use in the three dimensional computer-gen-
erated environment in response to successfully perform-
ing at least one of the virtual or real world transaction
process.

[0073] One of more features may be made available
in the three dimensional computer generated environ-
ment in response to performing the virtual transaction.
[0074] The atleast one virtual object may comprise an
interactive virtual object. The at least one virtual object
represents a moveable item. The at least one virtual ob-
ject is a three dimensional computer generated repre-
sentation of a physical item associated with the real world
transaction process.
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[0075] The method may further comprise: sending an
order signal representative of an order request for the
item or service, wherein the order comprises identifica-
tion data of the user and performing the real world trans-
action based, at least in part, on a successful authenti-
cation process of the identification data.

[0076] The method may further comprise prompting a
user for further identification data in response to perform-
ing the virtual transaction.

[0077] The method may further comprise: performing
one or more verification processes in the three-dimen-
sional computer-generated environment and performing
the transaction based on successful verification of the
verification processes.

[0078] The virtualtransaction may comprise exchange
of any suitable medium of exchange in the three dimen-
sional computer-generated environment.

[0079] The medium of exchange may be an in-game
currency representative of at least one of:

real- world currency, a user in-game performance.
[0080] The method may further comprise:

receiving the real world object from the one or more item
or service providers

[0081] The three dimensional computer-generated en-
vironment may comprise a shopping environment, for ex-
ample, a virtual shop, store or marketplace.

[0082] According to a eleventh aspect of the invention,
which may be provided independently, there is provided
a computer program product comprising computer read-
able instructions that are executable by a processor to
perform a method according to the tenth aspect.

[0083] According to a twelfth aspect of the invention,
which may be provided independently, there is provided
an apparatus comprising at least one display screen, at
least one user input device, and at least one processor
configured to:

provide a three dimensional computer-generated
environment for display on the at least one display
screen;

providing at least one virtual object in the three di-
mensional  computer-generated  environment,
wherein the at least one virtual object is represent-
ative of at least one item or service available from
one or more item or service providers;

perform avirtual transaction process associated with
the at least one virtual object based on user input
from the at least one user input device; and
perform a real world transaction process associated
with the at least one physical item or service in re-
sponse to performing the virtual transaction process

[0084] The at least one processor may be configured
to perform a method according to the tenth aspect.

[0085] Accordingtoathirteenth aspectoftheinvention,
which may be provided independently, there is provided
a method of performing a virtual transaction comprising:
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providing a three dimensional computer-generated
environment;
providing at least one virtual object in the three di-
mensional  computer-generated  environment,
wherein the at least one virtual object is represent-
ative of at least one item or service available from
one or more item or service providers;
performing a real world transaction process associ-
ated with the atleast one physicalitem or service and
performing a virtual transaction process associated
with the at least one virtual object, in response to
performing the real-world process.
[0086] The method may further comprise:
providing a controllable character or other controlla-
ble gameplay element within the three dimensional
computer-generated environment;
receiving user input and controlling the character or
gameplay element based at least on the received
user input, wherein
the virtual transaction process on the at least one
virtual object is performed by a user through control-
ling the character or other gameplay element.

[0087] The method may further comprise providing an
identifier in response to successfully performing the real
world transaction process and wherein the virtual trans-
action process comprises performing a verification proc-
ess using the identifier.

[0088] The identifier may comprise at least one of: an
identification code, a bar-code, a QR code.

[0089] The atleast one virtual object may have an as-
sociated transaction area and the virtual transaction
process comprises at least movement into the transac-
tion area.

[0090] The virtual transaction process may comprise
performing one or more interactive actions with the at
least one virtual object.

[0091] The virtual transaction process may comprise
changing a displayed view of the three dimensional com-
puter generated environment such that the virtual object
is displayed in the displayed view.

[0092] The at least one virtual object may be made
available for use in the three dimensional computer-gen-
erated environment in response to successfully perform-
ing at least one of the virtual or real world transaction
process.

[0093] One of more features may be made available
in the three dimensional computer generated environ-
ment in response to performing the virtual transaction.
[0094] The atleastone virtual object may comprise an
interactive virtual object. The at least one virtual object
may represent a moveable item. The at least one virtual
object may be a three dimensional computer generated
representation of a physical item associated with the real
world transaction process.

[0095] The method may further comprise:



11 EP 4 417 279 A2 12

sending an identification signal representative of
identification data associated with the real-world
transaction;

performing the virtual transaction based, at least in
part, on asuccessful verification process on the iden-
tification data .

[0096] The method may further comprise prompting a
user for further identification data in response to perform-
ing the virtual transaction .

[0097] The real-world transaction may comprise ex-
change of any suitable medium of exchange in the real-
world.

[0098] The medium of exchange may be an in-game
currency representative of at least one of:

real- world currency, a user in-game performance.
[0099] The method may further comprise:

receiving the real world object from the one or more item
or service providers.

[0100] The three dimensional computer-generated en-
vironment may comprise a shopping environment, for ex-
ample, a virtual shop, store or marketplace.

[0101] According to a fourteenth aspect of the inven-
tion, which may be provided independently, there is pro-
vided a computer program product comprising computer
readable instructions that are executable by a processor
to perform a method according to the thirteenth aspect.
[0102] According to a fifteenth aspect of the invention,
which may be provided independently, there is provided
an apparatus comprising at least one display screen, at
least one user input device, and at least one processor
configured to:

providing a three dimensional computer-generated
environment for display on the at least one display
screen;

providing at least one virtual object in the three di-
mensional  computer-generated  environment,
wherein the at least one virtual object is represent-
ative of at least one item or service available from
one or more item or service providers;

perform a real world transaction process associated
with the at least one physical item or service and
perform avirtual transaction process associated with
the at least one virtual object, in response to per-
forming the real-world process, based on user input
from the at least one user input device.

[0103] The at least one processor may be configured
to perform a method according to the thirteenth aspect.
[0104] Any feature in one aspect of the invention may
be applied to other aspects of the invention, in any ap-
propriate combination. For example, apparatus features
may be applied as method features and vice versa.

Brief description of the drawings

[0105] Embodiments of the invention are now de-
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scribed, by way of non-limiting example, and are illus-
trated in the following figures, in which:

Figure 1 is a schematic illustration of an apparatus
in accordance with an embodiment;

Figure 2 is a schematic illustration of an apparatus
in accordance with an embodiment;

Figure 3 is aflowchartillustrating in overview a meth-
od of an embodiment comprising performing a real-
world transaction;

Figure 4 is an illustration of a screen shot represent-
ative of an exterior of a virtual marketplace;

Figure 5 is an illustration of a screen shot represent-
ative of an interior of a virtual marketplace;

Figure 6 is an illustration of a screen shot represent-
ative of an interior of a virtual marketplace;

Figure 7 is an illustration of a screen shot represent-
ative of a virtual item;

Figure 8 is an illustration of a screen shot represent-
ative of a bill-board;

Figure 9is a flowchartillustrating in overview a meth-
od of an embodiment comprising performing a virtual
transaction;

Figure 10 is a flowchart illustrating in overview a
method of an embodiment comprising displaying
media content items via a panel;

Figure 11 is an illustration of a screen shot repre-
sentative of a panel displayed together with a com-
puter generated scene;

Figure 12 is a flowchart illustrating in overview a
method of an embodiment comprising displaying
media content items in an three dimensional com-
puter generated environment;

Figure 13 is an illustration of a screen shot repre-
sentative of a display area in a computer generated
scene;

Figure 14 a flowchart illustrating in overview a meth-
od of an embodiment comprising generating a virtual
reality environment for a controllable character;
Figure 15 is an illustration of a screen shot repre-
sentative of a controllable character interacting with
a virtual reality helmet in a three dimensional com-
puter generated environment;

Figure 16 is an illustration of a screen shot repre-
sentative of a controllable characterin a virtual reality
environment;

Figure 17 is an illustration of a screen shot repre-
sentative of a display area in a virtual reality envi-
ronment, and

Figure 18 is an illustration of three screen shots rep-
resentative of a user spectating a game played by
two further users, while in the three dimensional
computer generated environment.

Detailed Description

[0106] Described embodiments include methods and
systems related to generating and providing a three di-
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mensional computer-generated environment for one or
more users to navigate and interact with. The described
embodiments may provide an improved immersive ex-
perience for a user controlling a character in the three
dimensional computer-generated environment.

[0107] The improved immersive experience may be
achieved, for example, through one or more of the fol-
lowing: reducing interruptions to an interactive gaming
session between user and the environment, providing
increased functionality for a user in the environment, im-
proving system performance, providing an improved
graphical experience, providing a user with access to
functions or data otherwise only available outside the in-
teractive session.

[0108] Described embodiments relate to methods of
performing real-world and virtual transactions, methods
of displaying media content items and providing one or
more further virtual reality environments.

[0109] Figure 1 is a schematic illustration of a video
game apparatus 10 in accordance with an embodiment.
The video game apparatus 10 comprises a display ap-
paratus 20, a computing apparatus 30 and a user input
device 40. The computing apparatus 30 is connected to
a further computing resource 50. The computing appa-
ratus 30 may also be referred to as a computer apparatus
or computing resource.

[0110] It will be understood that, in the following de-
scribed embodiments, the further computing resource 50
can be representative of more than one further computing
resource or of a network of further computing resources.
[0111] Computing apparatus 30 is also connected to
shared further computing resource 72 that, in some em-
bodiments, comprises a video game server. In such em-
bodiments, the shared computing resource 72 may be
referred to as a video game server or a game server.
Game data is retrievable from the game server. It will be
understood that shared further computing resource 72
can be representative of more than one shared further
computing resource or of a network of shared further
computing resources.

[0112] Display apparatus 20 comprises a display 22
configured to display visual content to be viewed by a
user. In this embodiments, the display apparatus 20 is a
monitor. In other embodiments, the display apparatus 20
is a television or a smart television. In other embodi-
ments, the display apparatus 20 is a smartphone or smart
device and the display 22 is a screen forming part of said
smartphone or smart device. In other embodiments, the
display 22 is any screen suitable for displaying images
or visual content.

[0113] In the present embodiment, display apparatus
20 has a speaker 24 for emitting audio. Although in the
present embodiment the speaker 24 is provided as part
of the display apparatus 20, in some embodiments the
speaker 24 is provided as part of a separate audio device.
In other embodiments, the speaker 24 is part of a pair of
headphones or headset.

[0114] Display apparatus 20 is connected to comput-
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ing apparatus 30 by a video and audio interface. The
interface may be configured to carry digital data and/or
analogue data. It will be understood that any suitable
video and audio interface can be used. Non-limiting ex-
amplesinclude, forexample, SCART, HDMI, VGA based
interfaces, DVI based interfaces. In the present embod-
iment, the video and audio interface comprises a wired
connection. In other embodiments, the video and audio
interface comprise a wireless connection.

[0115] In some embodiments, uncompressed audio
and video data are transmitted from the computing ap-
paratus 30 to the display apparatus 20 over the video
and audio interface. In some embodiments, at least one
of the audio data and the video data transmitted from the
computing apparatus 30 is compressed by compression
circuitry provided as part of the computing apparatus 30
(not shown). In embodiments where compressed video
and/or audio data are transmitted over the interface, the
display apparatus 20 has further circuitry also referred
to as compression circuitry (not shown) for uncompress-
ing said compressed data to be displayed on display 22.
[0116] Inthe present embodiment, computing appara-
tus 30 is a personal computer (PC). In other embodi-
ments, computing apparatus 30 is any suitable comput-
ing apparatus or combination of computing apparatuses.
In some embodiments, computing apparatus 30 is a vid-
eo game console e.g. a computer apparatus configured
for playing video games.

[0117] Computing apparatus 30 comprises a proces-
sor 32 that is configured to provide video data to the dis-
play apparatus 20, via the video interface, to be displayed
on display 22. The processor 32 may also be referred to
as a processing resource. The processor 32 is further
configured to provide audio data, via the audio interface,
to the display apparatus 20 to be broadcast by speaker
24. The processor 32 may also be referred to as a
processing resource or a local processor.

[0118] Inthe presentembodiment, the processor 32 is
configured to provide video data to the display apparatus
20, as alive feed of images, for example a feed ofimages
at least 45 frames a second. In some circumstances,
game applications may use a higher frame rate than non-
game media. Such a higher frame rate may be a com-
ponent of the game system feeling immersive to the user.
[0119] Thecomputing apparatus 30 comprises a mem-
ory 34 configured to store instructions, data and files
needed for generating a computer-generated environ-
ment or part thereof.

[0120] In the present embodiment, the processor 32
has dedicated processing circuitry. The processor 32 has
graphics processing circuitry 36 configured to process
and produce video data intended for display by the dis-
play apparatus 20. The graphics processing circuitry 36
may also be referred to as a graphics processing unit.
The graphics processing circuitry 36 is configured for
processing video data. The processor 32 also has audio
processing circuitry 38 configured to process and pro-
duce audio data intended for broadcast by the speaker
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24. The audio processing circuitry 38 is configured for
processing audio data.

[0121] The processor 32 may comprise environment
circuitry configured to generate a three-dimensional en-
vironment. The three-dimensional computer-generated
environment may also be referred to as the environment
or game world. The computer-generated environment
may be representative of a real-world environment or
may have elements that would be found in a real-world
environment such that the computer-generated environ-
ment appears to be representative of a real-world envi-
ronment. The computer-generated environment may be
provided as part of a gaming session.

[0122] The environment circuitry is configured to gen-
erate at least one computer-generated exterior environ-
ment and/or at least one computer-generated interior en-
vironment.

[0123] The processor 32 may comprise object circuitry
configured to generate one or more objects for the three
dimensional environment. The computer-generated ob-
jects can include structural elements, for example, build-
ings, roads pavements, fields, bodies of water, trees.
Structural elements are generally not moveable within
the three dimensional environment, however, they can
be interacted with.

[0124] The computer-generated objects also include
objects, for example these objects may be representative
street furniture, vehicles, walls, floors, ceilings, windows,
furniture. Each object may be generated and/or modelled
independently. In some embodiments, structural ele-
ments are modelled independently from objects.

[0125] The objects are represented in the computer
generated environment in three dimensions. For exam-
ple, objects may be first represented as polygonal mesh-
es, which may also be referred to as a wire-frame repre-
sentation. Objects may be represented as a combination
of geometrical shapes. Objects may be represented as
a combination of surfaces. Objects may be defined in a
three-dimensional coordinate system of the computer-
generated environment.

[0126] Insome embodiments, the graphics processing
unit 36 further comprises lighting circuitry configured to
produce lighting effects and/or rendering circuitry config-
ured forimage rendering. Images of the three-dimension-
al computer-generated environment may be rendered as
if viewed from a viewing position having a coordinate
position thatis inside the three-dimensional environment.
[0127] In addition to the environment circuitry de-
scribed above, the processor 32 may comprise further
environment circuitry configured to generate a further
three dimensional environment. The further environment
circuitry may include virtual reality circuitry for generating
a virtual reality environment for the character. The virtual
reality environment may be representative of an artificial
or imaginary environment and/or may not be represent-
ative of the real-world. The virtual reality environment
may have elements that would not be found in a real-
world environment such thatthe computer-generated en-
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vironment appears to be representative of an artificial,
imaginary world. In some embodiments, the virtual reality
environment has one or more features or characteristics
different to first three dimensional computer generated
environment such that a user can distinguish between
the first three dimensional computer generated environ-
ment and the virtual reality environment.

[0128] Insome embodiments, the graphics processing
unit 36 further comprises texture circuitry configured to
apply textures to three dimensional models.

[0129] Objects within the environment may be ren-
dered with any suitable image effects. For example, ob-
jects may be rendered as opaque or as at least partially
transparent.

[0130] Objects may be rendered with particular colours
and/or textures (for example, using texture circuitry)
which may or may not be realistic. Lighting effects may
simulate lighting from light fixtures and/or external light,
for example light arriving through windows. Any suitable
lighting methods may be used, for example ray casting
or global illumination. The lighting circuitry may simulate
effects of reflection and/or refraction of light.

[0131] The processor 32 further comprises input cir-
cuitry configured to process inputs from the user input
device 40 and/or from other input devices. The processor
32 further comprises character circuitry. The character
circuitry is configured to generate a controllable character
in the environment. The character circuitry and input cir-
cuitry are configured to receive user input user device 40
and to translate said user input into instructions for the
character thereby to change the behaviour and/or control
the character.

[0132] Computingapparatus 30 (forexample, inputcir-
cuitry of the processor 32) is configured to receive inputs
from the user input device 40 and/or other input devices.
Computing apparatus 30 (for example, graphic process-
ing unit 36) is configured to provide images generated in
dependence on the inputs from the user input device 40
and other input devices. Computing apparatus 30 (for
example, character circuitry) is configured to move or
modify behaviour of the character in dependence on the
inputs from the user input device 40 and other input de-
vices.

[0133] The computer-generated environment can be
navigated by a user through a video game character. A
user may be presented with a view including an on-
screen character or a view corresponding to point of view
of the character.

[0134] In some embodiments, the scene that is ren-
dered includes a rendering of the character. The scene
thatis rendered changes to reflect movement of the char-
acter. A scene rendered to include the character may
also be referred to as third person perspective.

[0135] The character may be an avatar or other graph-
ical representation of a person. In some embodiments,
the character is a graphical representation of another ob-
ject.

[0136] Insomeembodiments, nocharacterisrendered
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and the scene provided corresponds to a view point of
the character. The user navigates the scene by providing
user input. The scene is updated to show a change in
viewpoint. Rendered scenes that do not included a ren-
dering of an character may be referred to a first person
perspective.

[0137] In some embodiments, the user may be able to
switch between first person perspective and third person
perspective views.

[0138] In the following, it will be understood that any
reference to movement or actions performed by a char-
acter in the three-dimensional environment refers to both
scenes including a rendered character and scenes from
a viewpoint of the character.

[0139] A user can control the character by operating
user input device. In use, a user provides user input rep-
resentative of an intended movement or other intended
action, via the user input device 40. User input data is
transmitted from the user input device 40 and received
by processor 32 (for example by the input circuitry). The
user input data is then processed by processor 32 and
then translated into a set of instructions (for example, by
character circuitry) for performing the intended move-
ment or action. Performance of the intended movement
or action include performing one or more rendering
processing steps (for example, by graphics processing
unit 36) in relation to the character and/or viewpoint
and/or one or more objects that are being interacted with.
[0140] In some embodiments, the processor 32 may
comprise camera circuitry for moving the viewpoint of the
scene displayed to the user and hence updating the
scene that is rendered.

[0141] In some embodiments, the camera circuitry
may be configured to move the viewpoint independently
of movement of the characterin the environment. Insome
embodiments, the camera circuitry is configured to re-
ceive user input and change the viewpoint based on user
input. In some embodiments, the camera circuitry is con-
figured to automatically change the viewpoint based on
movement or events happening in the computer-gener-
ated scene.

[0142] The graphics processing unit 36 is configured
to produce a sequence of images in real time which pro-
vide the effect of the character being in the three-dimen-
sional environment.

[0143] The images are rendered so as to provide a
two-dimensional scene of the three-dimensional environ-
ment display by providing input data to display apparatus
20 to be displayed on display 22. The images are ren-
dered to give the impression to a user viewing the display
22 that they are viewing a character or the point of view
of a character inside the three-dimensional environment.
[0144] In further embodiments, a virtual reality system
is provided for a user, such that the images can be ren-
dered to provide a three-dimensional scene to be dis-
played on the virtual reality system.

[0145] The user may move the character or the view-
point in the computer-generated scene by various
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means, for example by using the user input device 40 as
described below.

[0146] The user may move the character and/or view-
point in the coordinate space of the three-dimensional
scene from a first viewing position to further viewing po-
sitions. As the user moves through the scene, the ren-
dered images change in response to the change in view-
ing position within the scene. For example, a user may
view the objects in the scene from different angles and/or
distances.

[0147] Insome embodiments, objects within the three-
dimensional scene may be moveable based on received
user input. Some objects may be manipulated by a user,
for example, via the controllable character.

[0148] The processor 32 may comprise physics circuit-
ry configured to simulate physical effects on objects, for
example by making objects obey gravity. The physics
circuitry may control interactions of objects with other ob-
jects, for example by causing an object to be stopped or
deflected when it contacts another object, rather than
passing through that object. In a games context, the pro-
vision of realistic physical interactions may be referred
to as games physics. The physics circuitry may control
interactions between the character and the objects.
[0149] The processor 32 may comprise input circuitry
configured to process inputs from the user input device
40 and/or from other input devices.

[0150] Computingapparatus 30 (forexample, inputcir-
cuitry of the processor 32) is configured to receive inputs
from the user input device 40. Computing apparatus 30
(for example, the graphics processing unit 36) is config-
ured to provide images generated in dependence on the
inputs from the user input device 40. In further embodi-
ments, computing apparatus 30 is configured to receive
further inputs, and to provide images generated in de-
pendence on those further inputs. For example, the com-
puting apparatus 30 may further receive further inputs
from at least one further input device (for example, a
mouse, keyboard or trackball); from further sensors or
other components; from a camera or other tracking de-
vice; and/or from at least one further computing appara-
tus.

[0151] Computing apparatus 30 also includes other
components including RAM, ROM, a data bus, an oper-
ating system including various device drivers, and hard-
ware devices including a graphics card. Such compo-
nents are not shown in Figure 1 for clarity.

[0152] User input device 40 is configured to be used
by the user for inputting commands to computing appa-
ratus 30. In the present embodiment, user input device
40 is a joypad comprising a plurality of buttons 42 that
may be pressed by the user to provide input commands.
In other embodiments, the user input device 40 may be
any handheld device, for example a wand or games con-
troller. In further embodiments, the user input device 40
may be any suitable input device, for example a key-
board, mouse or joystick.

[0153] In the present embodiment, user input device
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40 is connected to computing apparatus 30 by a wireless
connection. In other embodiments, user input device 40
may be connected to computing apparatus 30 by any
suitable wired or wireless connection.

[0154] In some embodiments, the userinput device 40
is a hand-held device such as a games controller, wand,
keyboard, or mouse or by detecting user gestures includ-
ing body, head, hand movement

[0155] In some embodiments, the computing appara-
tus 30 is connected to one or more further computing
resources. As shown in Figure 1, the computing appara-
tus 30, in accordance with embodiments, is connected
to a further computing resource 50 via a network. This
can be over a wireless or wired connection, or over any
suitable type of network, for example, the internet.
[0156] Although only one further computing resource
50 is shownin Figure 1, the computing apparatus 30 may
be connected to more than one further computing re-
source, in accordance with embodiments. In some em-
bodiments, the further computing resource 50 comprises
more than one computing resource.

[0157] In some embodiments, the further computing
resource 50 is associated with an item and/or service
provider.

[0158] In some embodiments, the further computing
resource 50 comprises one or more data stores acces-
sible via a network. In some embodiments the further
computing resource 50 includes one or more content de-
livery networks comprising a distribution of servers and
data centres such that media content items are retrieved
or streamed from the one or more content delivery net-
works.

[0159] In some embodiments, the further computing
resource 50 includes one or more servers or computing
resources for one or more merchants. In some embodi-
ments, the further computing resource 50 includes one
or more video game servers.

[0160] In some embodiments, the one or more video
game servers of the computing resource 50 hosts a user
game account, which stores details of a user, for exam-
ple, character data, game progress data, bank account
and/or in-game currency data. The user game account
is secured by a password and/or other security meas-
ures.

[0161] Although in the above described embodiments,
component parts of system 10, for example, the display
apparatus 20, the computer apparatus 30 and the user
input device 40 are described as separate devices, in
some embodiments two or more of these component
parts are provided as part of the same device.

[0162] Insome embodiments, a portable device 60, for
example, a smart phone or device. is also provided. Port-
able device 60 has network connectivity. Portable device
60 is used to provide further input to the computing re-
source 30, in addition to user input device 40. In some
embodiments, functionality provided by the portable de-
vice 60 at least partially overlaps with functionality pro-
vided by the user input device 40. In some embodiments,
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a companion application is provided to be run on a proc-
essor of the portable device 60.

[0163] The video game apparatus 10 of Figure 1, is
configured to connect with one or more other video game
apparatuses which are not shown in Figure 1.

[0164] Figure 2 shows a schematic view of a system
70 including a plurality of user video game apparatuses,
also referred to a user apparatuses, wherein each video
game apparatus substantially corresponds to the user
apparatus described with reference to Figure 1. Each
user apparatus includes a user input device 40, a display
apparatus 20 and a computing apparatus, as described
with reference to Figure 1. System 70 has a plurality of
user apparatuses. The user apparatuses are represent-
ed by their respective computing apparatuses 30a, 30b,
30c. Although only the computing apparatus of each user
apparatus is shown, it will be understood that each user
apparatus also comprises a respective display apparatus
and user input device, substantially as described with
reference to the video game apparatus 10 of Figure 1.
[0165] The plurality of computing apparatuses 30a,
30b and 30c are communicatively connected to the
shared further computing resource 72. The shared fur-
ther computing resource 72 is provided in addition to the
further computing resource 50 shown in Figure 1. In some
embodiments, the shared computing resource 72 com-
prises a video game server. In such embodiments, the
shared computing resource 72 may be referred to as a
video game server or a game server.

[0166] The shared further computing resource 72 com-
prises shared resources that the computing apparatuses
30a, 30b and 30c can obtain to provide the three dimen-
sional computer generated environment to respective us-
ers of the plurality of computing apparatuses 30a, 30b
and 30c. In the following, when describing local proces-
sor 32 performing processing steps to generate the en-
vironment, character and/or game elements, it will be un-
derstood that, in some embodiments, processor 32 op-
erates together with shared further computing resource
72 to generate the environment, character and/or game
elements.

[0167] The systems described with reference to Fig-
ures 1 and/or Figure 2 are configured to perform methods
in accordance with the embodiments that are described
in the following. The systems are configured to perform
the methods described with reference to Figures 3, 9,
10, 12 and 14.

[0168] Figure 3 is a flow chart illustrating in overview
a method 100 of performing a real-world transaction, for
example, a purchase of a real-world object, via a com-
puter-generated environment. The real-world object is a
physical object available for purchase from an item pro-
vider. For the method of Figure 3, the further computing
resource 50 includes a computing resource associated
with an item and/or service provider, also referred to as
a merchant. The further computing resource 50 may be
a remote server, that is accessed over a wired network.
[0169] Inthe present embodiment, the further comput-
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ing resource 50 comprises a first computing resource
associated with the item and/or service provider and a
second computing resource associated with a bank or
financial institution for handling transactions. The com-
puting resource of the item and/or service provider, the
computing resource of the bank or financial institution
and the computing apparatus 30 are configured to com-
municate over a network.

[0170] At stage 102 of the flowchart of Figure 3, the
processor 32 (for example, the environment circuitry)
generates and provides a three dimensional environment
which may also be referred to as a game word. As de-
scribed above, the three dimensional environment can
include interior and exterior environments.

[0171] In the present embodiment, the three dimen-
sional environment includes an interior environment that
is a shopping environment. The shopping environment
is representative of a shop floor or marketplace. In some
embodiments, more than one shopping environment is
provided in the three-dimensional environment. Different
shopping environments may be provided that are asso-
ciated with different retailers.

[0172] An interior environment, for example, an inside
of a building, may be entered by a user by providing user
input representative of an intention to enter the interior
environment to the processor 32. The user input is re-
ceived and processed by processor 32 (for example by
the input circuitry). The processor 32 (for example, char-
acter circuitry) translates said input and updates the char-
acter inside the environment in accordance with the user
input, in this example, to control the character to enter
the building.

[0173] A view of an exterior environment that includes
a shopping complex 110 is shown in Figure 4. The shop-
ping complex 110 may be entered by a user, as described
above, to reveal a view of the interior environment. A
view of the interior environment is shown in Figure 5.
[0174] Atstage 104 of method 100 shown in Figure 3,
the processor 32 (for example the object circuitry) gen-
erates and provides a virtual object inside the three-di-
mensional environment. The virtual object may also be
referred to as a virtual item. Figure 5 shows a plurality of
virtual objects 112 that are provided inside the shopping
environment. Each ofthe virtual objects 112 is represent-
ative of a physical item that is offered or otherwise avail-
able in the real-world, from an item provider, in this em-
bodiment a retailer. The item may also be referred to as
a real-world object. In the present embodiment, the item
is available for purchase. In other embodiments, the item
is available for hire or lease. The retailer may also be
referred to as a merchant.

[0175] In the present embodiment, one of the virtual
objects 112 is virtual object 116 that is representative of
a set of speakers that are available to purchase. The
virtual object 116 is an interactive object and the charac-
ter can interact with the virtual object 116 in the computer-
generated environment. In the present embodiment vir-
tual object 116 is a set of speakers.
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[0176] In some embodiments, the virtual object is a
wearable virtual object. For wearable virtual objects, the
interaction includes, for example, inspecting and/or
wearing theitem. The item could be any suitable garment,
for example, clothes, shoes other wearable accessories.
Such wearable items, when purchased and/or whenworn
by a user in the three dimensional environment may pro-
vide the user in-game benefits.

[0177] In some embodiments, the virtual object is as-
sociated with a mode of transport, for example, a vehicle,
for example, a bicycle or a car. As well as being made
available for the user in the real-world, the purchased
virtual mode of transport will be made available for the
user to operate and use to move with in the computer
generated environment.

[0178] In some embodiments, the item is a consuma-
ble item, for example an item of food or drink. Such an
item may be consumed by the character and the char-
acter may receive health or other in-game benefits from
consuming the item.

[0179] In some embodiments, the item is an electrical
appliance. In some embodiments, the item is a kitchen
appliance. As part of the gameplay, the user may derive
benefit from purchasing and/or using the kitchen appli-
ance.

[0180] In the present embodiment, the virtual object is
a moveable item in that it can be moved by a user. The
item may be moved or carried by the user from a first
location to a second location. In the presentembodiment,
the virtual object is representative of the real-world object
available for purchase and provides a three dimensional
computer-generated model of the real-world object that
can be inspected in the three dimensional environment.
[0181] Atstage 106, a user performs a virtual transac-
tion process using the character. A user, by providing
user inputs to computing apparatus 30, can perform a
virtual transaction process with the virtual object. In this
embodiment, the virtual transaction process includes a
user providing user input via the user input device 40,
the user input being indicative of anintention to purchase
the virtual object. The user input is received and proc-
essed by processor 32 (for example by the input circuitry).
The processor 32 (for example the character circuitry)
then controls the character in the shopping environment
to perform the virtual transaction process with the virtual
object 116.

[0182] The virtual transaction can include more than
one step (e.g. more than one stage of user input is re-
ceived). Inthis embodiments, the virtual transaction proc-
ess includes a user providing user input to move a char-
acter to adjacent or near to the location of the virtual
object in the shopping environment and, when at this
location, the user provides further user input to access
an on-screen menu and selects a purchase option.
[0183] Figure 6 shows a character 114 positioned ad-
jacent to the virtual object 116. A transaction area is pro-
vided that surrounds the virtual object in the computer
generated environment, such that, on entering the trans-
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action area a menu 118 is automatically presented to the
user. The menu 118 includes a number of options, in
particular, the menu includes an option to purchase the
item. In some embodiments, the menu includes further
options, such as, an option to inspect the item. In the
present embodiment, the transaction area is not visible
to a user which may provide a seamless experience for
a user. The virtual transaction is therefore performed by
a user controlling their character to enter the transaction
area and by controlling the displayed on-screen menu to
select the purchase option on the menu.

[0184] To determineifauserisin the transaction area,
one or more processing steps is carried out by the proc-
essor 32. As a non-limiting example, a calculation is per-
formed to determine if a user is inside the transaction
area. The calculation uses character game data, for ex-
ample, data representative of a character’s location in
the three dimensional computer generated environment
and compares the character location data to transaction
area data which is representative of the transaction area
inside the three dimensional environment.

[0185] In some embodiments, the transaction area is
centred or based around the virtual objects. In other em-
bodiments, the transaction area is centred or based
around another object that is not the virtual object. As a
non-limiting example, and with reference to Figure 6, the
transaction area could be centred around a desk con-
taining more than one virtual object. In further embodi-
ments, the transaction area could correspond to an entire
area of the three dimensional computer generated envi-
ronment, for example, an entire store or marketplace. In
such embodiments, entering the transaction area could
trigger further options on a menu and/or an on-screen
shopping interface.

[0186] In some embodiments, the virtual transaction is
carried out without further interaction from the user, for
example, itis not required that the user select a purchase
option from a menu.

[0187] In some embodiments, the virtual transaction is
carried out by a user controlling the viewpoint. In such
embodiments, the user provides user input to change the
display which is processed by the processor 32 (for ex-
ample, by the camera circuitry) thereby to change or
zoom the displayed view that the displayed view contains
the virtual object.

[0188] Asdescribed above,in some embodiments, the
view presented to the user is switchable between a third
person view point in which, at least part of, the control-
lable character is rendered and a first person view point.
In some embodiments, the virtual transaction includes
the step of switching the view from the third person to
the first person, for example, so that the first person view
point substantially contains the virtual object. The virtual
transaction process may include a confirmation step, for
example, selecting the purchase option presented on the
on-screen menu.

[0189] In some embodiments, a virtual transaction
process includes the step of a user moving the character

10

15

20

25

30

35

40

45

50

55

13

so thatthe character substantially faces the virtual object.
[0190] Figure 7 shows a view presented to a user on
selection of the inspection or object examination option
on menu 118. A close up view of the virtual object 116,
in this example, a set of virtual speakers, is shown. The
view may switch from a third person view to an inspection
view on selection of the inspection option. In the inspec-
tion view, a user can, by providing the appropriate input,
rotate the item to view through different angles.

[0191] Although in the above described embodiment,
the virtual transaction process is performed when the us-
er is adjacent to the virtual item, in further embodiments,
the virtual transaction process may be performed when
a user is remote to a virtual object.

[0192] Figure 8 shows a virtual object in the form of a
billboard 120 in the computer-generated environment.
The billboard displays an advertisement for an real-world
item that is available for sale in the real-world. The bill-
board is representative of the real-world item. In this em-
bodiment, for virtual items that are positioned remotely
from a user, a transaction process is performed using
line of sight of the character, shown either from a third
person or a first person perspective.

[0193] Inparticular, auser, by providing user input, can
change the displayed view of the three dimensional com-
puter generated environment to place the billboard or
other virtual object into the displayed view. The view may
be through the eyes (first person perspective) of the char-
acter or the view may show at least part of the character
(third person). A menu is provided to the user when the
billboard 120 is in the line of sight of the user or character.
As shown in Figure 8, the billboard 120 is in the view
displayed to the user.

[0194] Performing a virtual transaction based on line
of sight may be used in addition or alternatively to using
a transaction area. In some embodiments, a transaction
area may be generated such that both the user or char-
acter has to be in the transaction area and the virtual
object must be in the line of sight before the menu is
provided.

[0195] In some embodiments, the virtual transaction
may be performed by a user from a shop user interface,
for example, an in-game website or a menu. The shop
user interface includes options specific to the retail envi-
ronment. The shop user interface may be launched
based on user behaviour, for example, in response to
one of: a user controlling their character to enter a trans-
action area, enter a retail environment or viewing of a
billboard.

[0196] At stage 108, a real-world transaction process
is performed. The real-world transaction process is as-
sociated with the physical item. The real-world transac-
tion process is performed in response to performing the
virtual transaction process. In the present embodiment,
the real-world transaction process is a purchase of areal-
world item. The real-world transaction process is per-
formed automatically in response to performing the vir-
tual transaction process.
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[0197] To complete the real-world transaction, the
computing apparatus 30, together with the computing re-
source of the item provider and optionally the computing
resource of the bank or financial institution, perform one
or more transaction processing steps. The transaction
processing steps include, for example, verifying user de-
tails, checking available funds, checking available stock,
authentication payment details.

[0198] In the present embodiment, the computing ap-
paratus 30 communicates with the one or more further
computing resources 50 which include the computer re-
source associated with the item provider (for example an
online merchant server) and a computer resource asso-
ciated with a payment institution (for example a server
hosting a user’s bank account). The computer resource
associated with the item provider may also be referred
to as a provider server. The computer resource associ-
ated with the payment institution may also be referred to
as an account server.

[0199] In the present embodiment, the computing ap-
paratus 30 registers the virtual transaction process that
has occurred in the computer generated environment
and this is communicated over the network with provider
server. The computer resource 30 generates an order
signal that is representative of an order request for the
item. The order signal includes order data representative
of the order request for the item. The order signal may
also include identification data of the user.

[0200] The order signal is sent over the network to the
provider server and an authentication process is carried
out through one or more authentication steps that are
performed on the identification data of the user.

[0201] In some embodiments, the authentication proc-
ess is performed using communication signals between
the provider server and the computing apparatus 30. In
some embodiments, the authentication process is per-
formed using communication signals between the pro-
vider server, the computing apparatus 30 and the ac-
count server. In further embodiments, further network re-
sources are involved in the authentication process, for
example, resources associated with one or a credit
and/or debit account.

[0202] In some embodiments, the useris prompted for
further identification data in response to performing the
virtual transaction. In particular, a request signal is re-
ceived by the computing apparatus 30 from the provider
server or account server, the request signal representing
a request for further identification data that is needed to
complete the authentication process.

[0203] Inthe presentembodiment, a user performs the
virtual transaction and an order signal is transmitted over
the network. The order signal includes order data relating
to the order. The order signal also include payment data
relating to payment details of the user, for example, card
identification number, card expiry data, user identifica-
tion.

[0204] As part of the authentication process, the pro-
vider server processes the order signal and sends the
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payment data to the account server for authentication.
[0205] The authentication process includes sending a
reply signal back to computing apparatus 30 prompting
the user to input further identification data. The reply sig-
nal may be directly sent from the account server or from
the provider server. The further identification data may
include apassword. The processor 32 caused the display
apparatus 20 to display a request for further identification
data. The request for further identification data appears
as part of an in-game menu or pop-up dialogue box.
[0206] Once entered, the identification data is sent
back to the account server to be processed. If the iden-
tification data is successfully authenticated, then the vir-
tual transaction has been successfully performed and
the corresponding amount of money will be exchanged.
Following successful authentication, one or more com-
pletion signals will be sent from the account server to the
provider server and/or the computing resource 30.
[0207] Signals between different computing resources
described in the above embodiments are secured, typi-
cally through an encryption process. Different levels of
security may be applied to different signals. For example,
signals containing sensitive user details and payment in-
formation may be made more secure than signals con-
taining only item information.

[0208] Insome embodiments, the authentication proc-
ess of a user and associated identification details include
more than one signals being transmitted between the
computing apparatus, the provider server and the ac-
count server.

[0209] In some embodiments, following authentica-
tion, aresponse signal is sent to the computing apparatus
30 from the provider server. Theresponse signal includes
status information about the order, for example, if the
order has been successful or not. The response signal
is processed by the computing apparatus 30 to provide
the user with information about the status that is dis-
played on display apparatus 20.

[0210] In the above described embodiments, an order
signalis sentfrom the computing resource 30 and relayed
by the provider server to the account server. In other
embodiments, the authentication process includes the
computing resource 30 sending a first order signal to the
provider server and a second payment signal to the ac-
count server.

[0211] If the order is authenticated successfully, the
response signal include confirmation of the order which
is notified to the user. If the order is not authenticated
successfully, the response signal includes information
about the unsuccessful authentication, for example, lack
of funds, unsuccessful identification, lack of stock.
[0212] Confirmation or refusal information is notified
via the display, for example, via a pop-up box or dialogue
notification and/or by email. In some embodiments, the
response signal contains further information about the
item order. As non-limiting examples, the further infor-
mation includes, delivery date, delivery address, collec-
tion data, collection address, pricing information, invoic-
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ing information. In cases of unsuccessful virtual transac-
tions, the further information includes, for example, error
message or order status.

[0213] Aspartofa successful virtual transaction, a suit-
able medium of exchange is exchanged. In some em-
bodiments, the virtual transaction is performed using re-
al-word currency. In some embodiments, the virtual
transaction is performed using an in-game currency. In
some embodiments, the currency used is based on in-
game performance, for example, a user or their character
can earn in-game currency. In some embodiments, the
in-game currency can be exchanged between users of
the game. In some embodiments, the currency used is
a digital currency, for example a cryptocurrency.

[0214] Inthe above described embodiments, a user is
prompted for further identification data, for example, a
password, during game-play. In some embodiments, us-
ers may have an in-game account that stores in-game
credit and any virtual transactions are debited against
said in-game account. In some embodiments, the in-
game accountis a pre-pay account, where a certain value
of in-game creditis bought by a user during a transaction
that is separate to the virtual transaction.

[0215] In some embodiments, the in-game account is
linked to a user’s credit or debit account and the user
pre-authorises virtual transaction such that further iden-
tification data is not required and the user is not prompted
for such data. Therefore, the user experience of a virtual
transaction is substantially seamless and without any in-
terruption. Virtual transactions may be pre-authorised up
to a certain pre-determined value and the transaction
process may include a comparison process between the
value of the virtual transaction and the pre-authorised
value.

[0216] In some embodiments, in game currency is
used which has been previously bought using real-world
currency.

[0217] Following successful completion of the real-
world transaction, the physical item is provided to the
user in the real-world, for example, by delivering the item
or making available for collection.

[0218] The virtual objectis also made available for use
in the three dimensional computer-generated environ-
ment in response to completion of the real-world trans-
action. As described above, the virtual item may have
functionality in the computer-generated environment
and/or one or more properties of the computer-generated
environment may be modified in response to completing
the virtual transaction.

[0219] In the described embodiments, a virtual object
associated with physical items available outside the
game world are described. It will be understood that a
virtual object may also be associated with services pro-
vided by a service provider. These services correspond
to services available outside the game world, for exam-
ple, services in the real-world.

[0220] Insomeembodiments, retailers associated with
the provided retail environments, can provide tailored of-
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fers to users of the game. These may be presented on
billboards or other suitable locations in the three dimen-
sional environment. Offers may be generated automati-
cally based on a user in-game and/or real-life profile. Tai-
lored offers may be provided as image data that is pro-
jected onto one or more display areas in the three-dimen-
sional environment, substantially as described with ref-
erence to the method of Figure 12.

[0221] In some embodiments, the images projected at
the image display area are different for different users
such thateach user is provided with a different offer when
looking at the same display area. In such embodiments,
the data and instructions used to generate the three di-
mensional environment are common between the users
are retrieved from game server of shared further com-
puting resource 72 but the image data for each user may
be retrieved from different data servers.

[0222] Figure 9 is a flow chart illustrating in overview
a method of performing a real-world transaction, for ex-
ample, a purchase of a real-world object, via the compu-
ter-generated environment, in accordance with embodi-
ments. As in Figure 3, the further computing resource 50
is associated with an item and/or service provider and is
substantially as described with reference to Figure 3. In
particular, the further computing resource 50 may include
one or more further computing resources.

[0223] Inthe present embodiment, the further comput-
ing resource 50 include a computer resource associated
with the item provider.

[0224] The initial two stages of the method of Figure 9
(stage 202 and stage 204) are substantially the same as
the corresponding stages of the method of Figure 3. In
particular, at stage 202 a three dimensional computer-
generated environment is provided, substantially as de-
scribed for stage 102 of method 100. In addition, at stage
204, a virtual object representative of an item or service
available is provided in the computer-generated environ-
ment, as described for stage 104 of method 100. As in
the method of Figure 3, the virtual object is representative
of an item that is available in the real-world.

[0225] Atstage 206, a user performs areal-world trans-
action process in association with the item in the real-
world. In the present embodiment, the real-world trans-
action process is performed by a user in a shop or other
retail environmentin the real-world. The real-world trans-
action processis a purchase of a physical tangible object.
[0226] As part of the real-world transaction process, a
unique identifier is generated by a computing resource
associated with the item provider. The identifier compris-
es transaction identification data that is verifiable. In
some embodiments, the transaction identification data is
in the form of an identification code. The generation of
the unique identifier is triggered by the completion of the
real-world transaction, for example, by a signal from a
computing resource at the shop location.

[0227] At stage 206, the transaction identification data
is also electronically stored to be retrieved by the com-
puting resource 30. The data is stored by a computing
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resource associated with the item provider or forwarded
on and stored by a game server, for example, under a
user account. In the present described embodiment, the
data is stored at a game server that is hosted at the
shared further computing resource 72, however, it will be
understood that it may be stored elsewhere.

[0228] At stage 208, a virtual transaction process as-
sociated with the virtual object is then performed by the
user in the three dimensional computer generated envi-
ronment. A user can perform the virtual transaction proc-
ess substantially as described with reference to the vir-
tual transaction process of method 100. In addition to
those described features the virtual transaction process
of Figure 9, the virtual transaction process at stage 208
also includes a step of verifying the transaction identifi-
cation data.

[0229] In the present embodiment, the user is prompt-
ed to provide the transaction identification data. The user
then enters user input data representative of the trans-
action identification data which is processed by the com-
puting resource 30 and verified against the identification
data stored at the game server. Verification can take
place either at the computing resource or at the game
server. It will be understood that depending on where the
verification takes place, the verification process can in-
clude transmitting the user input data to the game server
(of shared further computing resource 72) or retrieving
the transaction identification data. A comparison step is
then carried out to compare the transaction identification
data and the user input data. Verification can be per-
formed through signals sent between computing appa-
ratus 30 and shared further computing resource 72.
[0230] In some embodiments, the identifier represent-
ing the transaction identification data is in a graphical and
computer readable form, for example, a bar-code or a
QR code. The such embodiments, the user can input the
transaction identification data via the portable device 60.
In some embodiments, the portable device is a smart
device with a camera or a scanner. In other embodi-
ments, any suitable device configured to read a graphical
representation of the data may be used. The portable
device 60 may receive transaction identification data via
a companion application being run on a processor of the
portable device.

[0231] To complete the virtual-world transaction, the
computing system 30, together with one or more further
computer systems must process the transaction. This
processing includes, for example, verifying transaction
identification data from the real-world transaction and/or
user details.

[0232] In some embodiments, the useris prompted for
further identification data in response to performing the
virtual transaction. In particular, a request signal is re-
ceived by the computing resource 30 from the shared
further computing resource 72 for further identification
data needed to complete the verification process.
[0233] In some embodiments, the verification process
of a user and associated identification details include

10

15

20

25

30

35

40

45

50

55

16

more than one signals being transmitted between pro-
vider server and the computing resource 30.

[0234] In some embodiments, following verification, a
response signal is sent to the computing apparatus 30
from the provider server. The response signal includes
status information about the verification, for example, if
the verification has been successful or not. The response
signal is processed by the computing apparatus 30 to
provide the user with information about the status to be
displayed on display apparatus 20.

[0235] Iftheorderis verified successfully, the response
signal include confirmation of the order which is notified
to the user. If the order is not verified successfully, the
response signal includes information about the unsuc-
cessful verification, for example, incorrect an incorrect
match of identification data.

[0236] Confirmation or refusal information is notified
via the display, for example, via a pop-up box or dialogue
notification, and/or by email. In some embodiments, the
response signal contains further information about the
item order.

[0237] As part of a successful real-world transaction,
a suitable medium of exchange is exchanged. In some
embodiments, the real-world transaction is performed
using real-word currency. In some embodiments, the re-
al-world transaction is performed using an in-game cur-
rency. In some embodiments, currency used is based on
in-game performance. In some embodiments, the in-
game currency can be exchanged between users of the
game. In some embodiments, the currency used is a dig-
ital currency, for example a cryptocurrency.

[0238] In embodiments described above, a user is
prompted for identification data during the verification
process. In other embodiments, the verification process
is automatically performed. In some embodiments, the
real-world transaction is recorded in a memory, for ex-
ample a memory resource of the game server of the fur-
ther shared computing resource 72, and is linked to user
details, for example, to a user account. In such embod-
iments, the verification process as part of the virtual trans-
action process includes checking the recorded transac-
tion and no further input from the user is required for
verification.

[0239] In some embodiments, the verification process
includes the step of establishing that the user is control-
ling the character that is perform the virtual transaction.
This can be based on a comparison between current
character behaviour and historical character behaviour.
Alternatively, a user may have already previously verified
themselves when logging on to play the game, through
a password or other method. By automatically verifying
the transaction without further prompting to the user, in-
terruption to the gaming session may be reduced.
[0240] In some embodiments, in game currency can
used which has been previously bought using real-world
currency or vice-versa.

[0241] Following successful completion of the virtual
transaction, the virtual item is provided to the user for
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use by their character in the virtual world. As described
above, the virtual item may have functionality in the com-
puter-generated environment and/or one or more prop-
erties of the computer-generated environment may be
modified in response to completing the virtual transac-
tion.

[0242] Infurther embodiments, one of more virtual fea-
tures are made available in the three dimensional com-
puter generated environment in response to performing
the virtual transaction. These virtual features may be part
of the virtual environment or gameplay features. As non-
limiting examples, virtual features include game modes,
missions, parts of the virtual environment, for example,
specific locations, characters.

[0243] In the above described embodiment of method
200, the real-world transaction process is described as
occurring in a shop or other retail environment in the real-
world and the real-world transaction process is a pur-
chase of a physical tangible object. In other embodi-
ments, the real-world transaction process refers to a
transaction carried out by a user online, for example, on
a third party website accessed using a browser. In some
embodiments, the real world transaction could be per-
formed over the internet using the further portable device
60. In some embodiments, the real-world transaction
process refers to any transaction process that is per-
formed outwith the three dimensional computer generat-
ed environment.

[0244] Insuch embodiments, the further computing re-
source 50 is a server associated with a third party on-
line retailer and the real-world transaction process in-
cludes placing an order for the physical item or service
from the third party on-line retailer.

[0245] As part of the real-world transaction process, a
unique identifier is generated by a computing resource
associated with the item provider. The identifier compris-
es transaction identification data that is verifiable. In
some embodiments, the transaction identification data is
in the form of an identification code. The generation of
the unique identifier is triggered by the completion of the
real-world transaction, for example, by a signal from a
computing resource at the shop location.

[0246] In the above described embodiments, the iden-
tifieris redeemable in the three dimensional environment.
In further embodiments, the identifier is redeemable in
one or more further platforms or environments that are
accessible to a user via the three dimensional environ-
ment.

[0247] It will be understood that described embodi-
ments of method 100 and described embodiments of
method 200 will have common features, and features
described with reference to one method may be imple-
mented with features of another method in any suitable
combination.

[0248] In accordance with embodiments, purchases
can made from a 3™ party website where the user is
provided a code or some other redeemable token that
can be entered in to a specific platform, for example,
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entering a code for PSN / Xbox Live / Steam after receiv-
ing it as part of ordering the physical product from a re-
tailer or 3™ party.

[0249] In some embodiments, the real-world transac-
tion process and virtual transaction processes are per-
formed by different users, for example, a user may per-
form the real/virtual transaction process and send the
resulting real-world product/virtual product/identifier to
another user by communicating in the real-world or in the
three dimensional computer generated environment.
[0250] Figure 10 is a flow chart illustrating in overview
a method 300 of an embodiment. For the method 300,
the further computing resource 50 comprises computing
resources associated with one or more media content
providers. In the present embodiment, the further com-
puting resource 50 comprises a plurality of data stores
accessible via anetwork. The plurality of data stores com-
prises respective memory resources for storing image,
audio and/or video data.

[0251] As in the previously described embodiments,
the processor 32 (for example the environment circuitry)
generates the three dimensional environment.

[0252] At stage 302, the computing apparatus 30
sends display information representative of a computer-
generated scene of the three dimensional computer gen-
erated environment to the display apparatus 20. At stage
302, the computer generated scene is displayed on the
display apparatus 20 to be viewed by the user. The com-
puter generated scene is provided as part of a gaming
session for the user.

[0253] Stage 302 includes displaying the computer
generated scene. In some embodiments, stage 302 rep-
resents more than one processing step that is performed
by processor 32 prior to or after the displaying step.
These processing steps include modelling the three di-
mensional environment and rendering the computer gen-
erated scene to be displayed. Modelling includes mod-
elling both structural elements of the environment and
objects within the environment.

[0254] Atstage 304, as described with reference to the
methods of Figure 3 and 9, the controllable character is
provided within the three dimensional environment. As
described with reference to the method of Figures 3 and
9, the scene displayed by the display apparatus 20 may
include arepresentation of, at least part of, the character,
or the scene may substantially correspond to a viewpoint
of the character.

[0255] At stage 306, a panel is displayed that provides
access to media content items that are available outside
the three dimensional computer generated environment
i.e. outside the gaming session. In some embodiments,
at least one of the media content items are stored on the
data stores accessible via a network. In some embodi-
ments, at least one of media content items is stored on
the memory 34 of the computing resource itself.

[0256] The panel may be referred to as an augmented
video player.
[0257] The panelis displayed on display apparatus 20
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together with the computer-generated scene such that
the media content items and computer generated scene
are displayed simultaneously. The panel is displayed on
display apparatus 20 as part of the gaming session of
the user. Media content items usually available only out-
side of the gaming session are made available to a user
inside the gaming session.

[0258] Figure 11 shows an illustration of a screen cap-
ture from display apparatus 20. The image shows a com-
puter generated scene 310 of the computer generated
environment provided as part of a gaming session. In this
image, the scene 310 is a scene of a street in the three
dimensional environment i.e. the environment includes
structural elements and objects representative of a
street, including pavement, rods, street furniture. The
controllable character 312 is also rendered as part of the
scene.

[0259] An interactive menu element 314 is provided
that can be navigated by a user by providing user input
data to the computing resource 30 via the user input de-
vice 40. In some embodiments, the character is control-
led using a first input device, for example, user input de-
vice 40, and the interactive menu element is controlled
using a second inputdevice, for example, portable device
60. The interactive menu element may be controlled via
a companion application running on a processor of the
portable device 60.

[0260] In some embodiments, the interactive menu el-
ement 314 forms part of, or is the same as, the menu
118 described with reference to Figure 6.

[0261] Theimage shows a panel 318 that provides ac-
cess to media content that is available outside the com-
puter-generated environment. An option to display the
panel 318 is provided as part of the menu element 314.
The menu element 314 also has options that allow a user
to select which media content items are to be displayed.
As can be seen in the image, the panel 318 overlaps the
computer generated scene. In this embodiment, the
game session is provided in a first display container, for
example, a window, and the panel is provided inside the
same display container. The container window may be
sized to substantially fill display 22.

[0262] The media contentitems are retrieved from one
of the plurality of data stores of further computing re-
source 50. In some embodiments, the media content
items are provided by one or more media content service
providers. As described above, in some embodiments
the further computing resource 50 is representative of
one or more content delivery networks comprising a dis-
tribution of servers and data centres such that media con-
tentitems are retrieved or streamed from the one or more
content delivery networks. Content delivery networks
may also be referred to as content distribution networks.
In embodiments using content delivery networks, issues
regarding streaming are handled remotely by the content
delivery network.

[0263] In the present embodiment, the one or more
media content items are obtained from computing re-
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source 50 that is remote from the game server of shared
further computing resource 72. Method 300 can include
the stage of retrieving game data for performing stage
302 from the game server and retrieving the media con-
tentitems from the computing resources remote from the
game server to perform stage 306.

[0264] In some embodiments, one or more priority at-
tributes are assigned to the streaming content and to the
processing steps associated with generating and dis-
playing the computer-generated environment including
retrieving data for generating the environment from a fur-
ther processing resource.

[0265] In some embodiments, a user may move to a
new area of the three dimensional environment that re-
quires further data to be retrieved from a non-local com-
puter resource via a network. In such an embodiment,
retrieving said data is given priority over the stream of
media content for the display panel.

[0266] In some embodiments, other processes not in-
cluding streaming or gameplay processes that are active
on the processor 32 are monitored and processing re-
sources allocated and/or shared between processes
based on said monitoring. By sharing processes the proc-
essor 32 may provide an optimal experience to the user.
[0267] Method 300 may include the further steps of
assigning a priority attribute to the retrieval of media con-
tent items and to one or more processing steps associ-
ated with generating and displaying the computer gen-
erated scene and the further step of evaluating a priority
of the stream and the computer-generated scene and
adjusting one or more properties of the game and scene
based on the evaluation. Streaming and game network-
ing properties may be adjusted dynamically. For exam-
ple, one or more properties related to the download or
streaming of game data from the game server and media
content items from the data stores can be adjusted.
[0268] In this embodiment, media content is streamed
or otherwise displayed via the panel. While the media
content is displayed via the panel, a user can continue
to control the character in the three dimensional compu-
ter generated environment. The character is controlled
by receiving user input and user input can be received
while the panel is displayed.

[0269] Insome embodiments, the panelis controllable
and/or adjustable by a user. The computing resource 30
receives one or more user inputs indicative of panel con-
trol.

[0270] Userinputdevice 40 provides panel control data
to the computing apparatus 30 and processor 32 proc-
esses panel control data.

[0271] The panel may be controlled by a user providing
user input via the user input device 40 or by the portable
device 60. Alternatively, or in addition, the panel may be
controlled or adjusted automatically by computing re-
source 30.

[0272] Control of the panel may be described as a
number of control functions, in accordance with embod-
iments.
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[0273] A first control function is to display the panel
itself.

[0274] A further control function is selection of a media
content item to be displayed. Options may be presented
in the display panel itself, via the menu element.

[0275] A further control function is to select or modify
the location of the panel. The location may be selection
relative to the display container (for example, top right,
top left) or relative to the computer-generated scene.
[0276] Afurthercontrolfunctionisto selectan arrange-
ment of panel and computer-generated scene. Example
options include: overlapping, overlaying, side by side.
[0277] A further control function is to select or adjust
one or more properties of the panel. These can be prop-
erties associated with how the panel is displayed, for ex-
ample, one or more of size, position, shape, opacity,
transparency, colour, contrast, brightness. The proper-
ties may be associated with sound of the media content
displayed on the display, for example, the volume may
be selected.

[0278] The position of the panel from a pre-set position
may be changed. A default position may be the top left
hand corner but the panel can be moved by a user to any
other position on the screen. The position of the panel
may be adjusted automatically by the processing re-
source based on the game environment. The panel po-
sition or other properties may be adjusted in response to
a user controlling a character to move from a first envi-
ronment, for example, an interior environment, to a sec-
ond environment, for example, an exterior environment.
[0279] Insome embodiments, different locations of the
computer-generated environment have location depend-
ent panel property profiles such that when a user controls
their character to visit said location or an area marked
out about said location, the property panels are modified
to match the location dependent panel property profile..
[0280] A further control function includes adjusting one
or more properties of the display panel relative to one or
more corresponding properties of the computer generat-
ed scene thereby to emphasise or de-emphasise the dis-
played panel relative to the computer-generated scene.
This may comprise changing size or other display or
sound properties of one or both of the computer gener-
ated scene and display.

[0281] A further control function includes re-sizing the
panel. The panel may be resized, for example, enlarged
or shrunk. The panel may be resized to full-screen mode
such that the panel is sized to substantially fill display 22.
The panel be minimized such that the panel is no longer
visible to a user.

[0282] In some embodiments, one or more of the
above control functions is performed by the computing
resource 30 automatically. The control function may be
performed in response to an event in the three dimen-
sional environment, or a change in three dimensional en-
vironment. In some embodiments, the control function is
performed based on a determined value of a display or
sound property of the computer generated scene. As
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non-limiting examples, display or sound properties of the
computer generated scene thatare used to trigger control
functions include brightness, colour, sound volume,
viewpoint.

[0283] As anon-limiting example, if the volume gener-
ated by the computer generated scene is increased, due
to, forexample, a nearby action occurring in the computer
generated environment, the volume of the media content
displayed in the panel is increased. In some embodi-
ments, the adjustment of the property of the panel is si-
multaneously performed with an adjustment of the prop-
erty of the computer generated scene. In this example,
the increase in volume for the panel is performed at the
same time as a decrease in volume for the computer
generated scene.

[0284] In some embodiments, one or more of the
above control functions is performed by the computing
resource 30 automatically based on an environmental
condition of the three dimensional computer generated
environment. As non-limiting examples, display of the
panel may be controlled based on one or more of: weath-
er conditions, lighting conditions, sound levels, time of
day, location in game world.

[0285] In some embodiments, one or more of the
above control functions is performed by a computing re-
source automatically based on an action or event occur-
ring in the three dimensional environment. The action
may involve the character. For example, the display of
the panel may be controlled based on a mode of transport
of the character or speed of movement of the character.
[0286] As anon-limiting example, an event in the com-
puter-generated environment triggers a change in a dis-
play property of the panel. The event could be selection
of a gameplay mode or entering a mission. The opacity
of the panel is then reduced. This may reduce the dis-
traction of the panel.

[0287] As a further non-limiting example, the panel
may be minimized in response to starting a mission or
other game mode. For example, a mission may be initi-
ated by a third party player. By minimizing the panel, a
focus of a user may be modified and distraction may be
decreased.

[0288] In some embodiments, one or more of the
above control function is performed based on received
user input via the user input device 40. In some embod-
iments, one or more stored panel property profiles are
presented to the user for selecting.

[0289] In some embodiments, the panel includes a
control panel. The control panel may be displayed as part
of the panel or as a separate display element. The control
panel is controllable based on user interaction. The in-
teractive menu element, described above, may be pro-
vided as part of the control panel or the control panel may
be provided as part of the menu element.

[0290] In further embodiments, the panel is displayed
on display apparatus 20 which acts as a main display,
together with the scene of the computer-generated en-
vironment and the control panel is provided on a screen
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of portable device 60. The control panel may be provided
as part of a companion application executable on a proc-
essor of portable device 60, the companion application
being downloadable. In these embodiments, a user can
control the panel with a companion application running
on a processor of the portable application.

[0291] In these embodiments, the portable device 60
can communicate with the computing resource 30, either
directly or indirectly via a network such that a selection
of media content on the further user input device is com-
municated to the computing resource 30 and displayed
via the display apparatus 20.

[0292] The companion application and portable device
60 operate to introduce external content in to the game
thereby providing the player with a browsing experience
on the portable device 60 and displaying selected media
in the game.

[0293] In further embodiments, a user can switch con-
tent from the panel of the display apparatus 20 to the
screen of the portable device 60. This can be performed
through user interaction with the portable 60 or the user
input device 40.

[0294] In some embodiments, the one or more
processing steps related to generating and displaying of
the computer generated environment (stage 302) may
be switched to a lower resource mode in response to
displaying the panel. In further embodiments, further fine
tuning of computing resources is provided based on pan-
el properties and/or environment properties.

[0295] In some embodiments, other arrangements of
panel and computer generated scene are possible, in-
cluding, side by side and overlay.

[0296] Infurther embodiments, a user can produceone
or more lists, hereby referred to as playlists, of content
items to be queued and played. Playlists can be made
by a user and stored on the computing resource 30. In
other embodiments, playlists can be created on an ex-
ternal platform, and retrieved by a user. Playlists may be
created on portable device 60 and imported into the game
session.

[0297] In some embodiments, playlists are queues
comprising media content items that are to be obtained
from a plurality of different media content platforms.
When executing the playlist, the computing resource ob-
tains the media content items from these externally host-
ed platforms. In some embodiments, a user can create
a queue of media content items that includes externally
hosted media content items (hosted on one or more fur-
ther computing resource, for example, the plurality of da-
ta stores) and locally hosted media content items, for
example, memory 34.

[0298] As non-limiting examples, media content items
can include videos, images, video stream, books, docu-
ments, video games, multi-player video games, recorded
or live streams, video streams of video games, social
media content, advertising. Media content items can be
launched via a graphical user interface, for example a
graphical user interface of a media content provider, that
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is displayed on and controllable via the control panel.
[0299] Figure 12 is a flow chart illustrating in overview
a method 400 of an embodiment. For the method 400,
as described with reference to method 300, the further
computing resource 50 is associated with one or more
media content providers. For this method, the further
computing resource 50 comprises a plurality of data
stores accessible via a network. The plurality of data
stores comprises respective memory resources for stor-
ing image, audio and/or video data. In the present em-
bodiment, further computing resource 50 is provided sep-
arately from game server hosted on shared further com-
puting resource 72.

[0300] At stage 402, the processor 32 obtains image
data that is representative of one or more images. The
image data is retrieved from the plurality of data stores.
In some embodiments, the image data is additionally or
alternatively obtained from a local memory resource, for
example, memory 34.

[0301] In the described embodiment, the images form
part of a video sequence. The image data is therefore
representative of a sequence of video frames such that,
when displayed in their intended sequence, the se-
quence of video frames are displayed as a moving video.
The video sequence may be characterized by a video
frame rate. A typical frame rate for streamed video is for
example, 24 frames per second or 30 frames per second.
[0302] At stage 404, as described with reference to
other embodiments, the processor 32 (for example the
environment circuitry) generates and provides the three
dimensional computer generated environment. The
three dimensional computer generated environment in-
cludes an image display area. Figure 13 shows an illus-
tration of a screenshot showing a view 410 of the three
dimensional computer generated environment. The en-
vironment is representative of an interior environment, in
this example, abedroom. The environmenthas a number
of virtual objects inside, including a television 412.
[0303] Animagedisplay area414isindicatedin Figure
13. The image display area 414 substantially corre-
sponds to the area of the television 412 inside the bed-
room such thatany images displayed in the image display
area 414 appears as if displayed on the television 412.
In some embodiments, the image display area is aligned
and/or coincides with the area of the virtual object.
[0304] Turning back to the method of Figure 12, at
stage 406, a view of the three dimensional environment
is rendered using the image data. Rendering of the view
includes performing one or more rendering processing
steps, for example, by graphics processing unit 36. The
view is rendered such that it appears as if the one or
more images represented by the images are projected
at the image display area in the computer-generated en-
vironment. Figure 13 shows an image projected atimage
display area 414 as ifimage were displayed on television
412.

[0305] Rendering of the view includes determining at
least one of geometry, texture, lighting, shading and
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shadow of the image display area.

[0306] Insome embodiments, the stage 406 of render-
ing the view includes the further steps of determining a
compensation mapping based on at least one of at least
one property of the image display area, an environmental
condition and/or a viewing angle of the rendered view.
The compensation mapping is then applied to the image
data to produce compensated image data which is then
used when rendering the view.

[0307] The compensation mapping may include
changing one or more properties of the image data. For
example, one or more of colour, contrast or brightness
may be modified by the compensation mapping.

[0308] As a first non-limiting example, one or more
structural elements of the environment may project a
shadow over the image display area in certain lighting
conditions. The compensation mapping modifies the
brightness or colour of the image data such that, when
projected at the image display area, the image appears
as if in shadow.

[0309] As asecond example, a user may view the im-
age display area at an angle that is not perpendicular,
for example, from above, below or sides. The viewing
angle of the image display area may have a value be-
tween 0 and 180 degrees. The colour, contrast or bright-
ness is modified based on viewing angle.

[0310] Insome embodiments, the method further com-
prises modelling the three dimensional computer gener-
ated environment to produce a model. As the three di-
mensional environment contains an image display area,
the model also has an image display area. To render the
view, textures are obtained from a texture server and
applied to the model.

[0311] Image data is processed to produce an image
data texture. The image data texture may be produced
by the processor 32 or may be supplied to the processor
from a further computing resource, for example, from the
game server of shared further computing resource 72.
The image data texture is then applied, together with oth-
er textures, by the processor 32 (for example by texture
circuitry) to the image display area of the model.

[0312] As shown in Figure 13, the image display area
414 is provided on the surface of a virtual object, for ex-
ample, a television 412. The image display area 414 can
form part of a surface of a virtual object or may be pro-
vided on a virtual object. Non-limiting examples of virtual
objects that provide suitable surfaces for image display
include: a display or screen, a bill-board, a television, a
monitor, a mobile phone, a tablet, a watch. In addition,
surfaces of structural elements of the virtual environment
may be suitable, for example, a wall or a road.

[0313] In the embodiments described above, the im-
age display area is a substantially flat surface. It will be
understood that different shapes of image display area,
for example, curved, are possibly with suitable compen-
sation mappings. In further embodiments, the image dis-
play area comprises a volume of the computer generated
environment and the image data is rendered are dis-
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played to appear as a virtual hologram in the computer
generated environment. In some embodiments, the user
can move round the virtual hologram and view the virtual
hologram from different sides.

[0314] Prior to displaying the image data at the image
display area, in some embodiments, one or more
processing steps are performed on the image data in
dependence on one or more properties of the computer-
generated environment. Such properties include, a prop-
erty of the image display area, an environment condition
of the environment or a viewing or a viewing angle or
position of the rendered view.

[0315] In some embodiments, the three dimensional
computer generated environment is displayed at a game
resolution while the obtained image data represents one
or more images having animage resolution. In some em-
bodiments, the image data is processed by the processor
32 suchthattheimage appears displayed in the computer
generated environment at the game resolution.

[0316] In some embodiments, content of a video
stream is provided by the further computing resource 50
at more than one resolution and the processor 32 selects
which resolution toreceive based on the game resolution.
The selection may be based on a suitable selection rules,
such as, select the video stream with resolution closest
to the game resolution.

[0317] Inthe present embodiment, game data for gen-
erating the three dimensional environment and associ-
ated gameplay is stored and retrieved from a first server
(the game server of shared further computing resource
72) and image data for displaying images at the display
area is stored and retrieved from a second server (one
of the plurality of data stores of computer resource 50).
In the present embodiment, the first and second servers
are physically separate servers.

[0318] In the present embodiment, the one or more
media content items are obtained from computing re-
source 50 that is remote from the game server of shared
further computing resource 72. Method 400 can includes
the further stages of retrieving game data for performing
stage 404 from the game server (of shared further com-
puting resource 72) and retrieving the media content
items from the computing resource 50 remote from the
game server to perform stage 402.

[0319] In some embodiments, the first and second
servers are virtual servers hosted on the same resource
at the same physical location.

[0320] Itwillbe understood thatfeatures described with
reference to the video panel embodiments as described
with reference to Figures 10 and 11 can be applied for
display area embodiments as described with reference
to Figure 12 and vice versa. As a non-limiting example,
interactive menu element 418 is provided, which is the
same or at least similar to interactive menu element 314.
[0321] Infurther embodiments, a control panel for con-
trolling the content and/or properties of the image display
area may be provided as part of a companion application
executable on a processor of portable device 60, the
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companion application being downloadable. Inthese em-
bodiments, a user can control the display area using the
companion application.

[0322] In these embodiments, the portable device 60
can communicate with the computing resource 30, either
directly or indirectly via a network such that a selection
of media content on the further user input device is com-
municated to the computing resource 30 and displayed
via the image display area.

[0323] In further embodiments, a user can switch con-
tent from the display area of the display apparatus 20 to
the screen of the portable device 60. This can be per-
formed through user interaction with the portable device
60 or the user input device 40.

[0324] In a further embodiment, an audio source area,
that may be associated with the image display area, is
also provided in the three dimensional environment. In
the following described embodiment, the audio source
area substantially corresponds to the image display area
(e.g. the audio source area and the image display area
correspond to a television as described above). The proc-
essor 32 obtains audio data associated with the image
data. In this embodiment, the audio datais representative
of audio of a video and the image data is representative
of image data of a video. The audio and image data are
retrieved from the further computing resource 50.
[0325] The processor 32, for example, the audio
processing circuitry 38, then performs an audio rendering
process using said retrieved audio data or data derived
therefrom. The audio rendering process includes one or
more audio processing steps. The audio rendering proc-
ess provides output audio data resulting from the audio
rendering process to the display apparatus 20 to be out-
put as output audio by the speaker 24. The output audio
accompanies the render view displayed by display ap-
paratus 20.

[0326] The audio rendering process is performed so
that the at least part of the produced output audio sounds
as if itis being produced at the audio source area. In the
presentembodiment, the produced output audio has two
elements: a first audio element that corresponds to am-
bient sound of the three dimensional environment, in-
cluding sound effects and other background noises and
a second audio element that corresponds to the audio
data of the video. The produced output audio is a mix of
at least the first and second audio elements. The ele-
ments may also be referred to as channels. The audio
rendering process includes processing the audio data of
the video such that the second audio element sounds as
if it being produced as the audio source area. Hence, the
rendered view displayed to a user and accompanying
audio broadcast to the user gives the user the impression
that the video is being played at the image display area..
[0327] The audio element from the audio source area
may be such that is has a spatial distribution, such that
at different places in the three dimensional environment
the outputted audio is different. The audio element can
be directional.
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[0328] In other embodiments, the audio data is inde-
pendent of the image data. For example, the audio data
may be radio stream or podcast stream data. In such an
embodiment, it will be understood, that the audio source
area is independent of image display area. In some em-
bodiments, the audio source area may correspond to a
virtual object that produces sound and not images, for
example, a radio or a speaker and no image data is re-
trieved.

[0329] In some embodiments, the audio source area
is provided separately from the image display area. As
a non-limiting example, the image display area is provid-
ed at a television and the audio source area is provided
at a separate speaker. As a further example, the image
display area is in the distance and the audio source area
is a pair of headphones or a local sound source.

[0330] As described above, audio data is processed
and broadcast so that the audio sounds, to a user, as if
it is originating from the audio source area in the three
dimensional environment. The audio rendering process
includes performing one or more processing steps on the
retrieved audio data. For example, the audio data is proc-
essed to modulate, amplify, dampen or otherwise modify
the produced audio. The audio data may be processed
such that the produced audiois occluded. The audio data
may be processed such that relative levels or volumes
of different audio elements are modified. In a non-limiting
example, as a character is moved to be closer to an audio
source area, the audio data is modified such that volume
the corresponding audio element is increased and the
volume of the other audio elements are decreased.
[0331] In some embodiments, the audio rendering
process is based on a number of different factors. The
audio rendering process may include one or more
processing steps that are dependent on, for example, a
change in environmental conditions, change in view-
point, change in relative position between character and
audio source area, change in image data, activity in the
three dimensional computer-generated environment.
[0332] Anumberofnon-limiting examples are provided
in the following: the audio element is dampened in re-
sponse to a user moving their character to be further
away and/or facing away from the audio source (in the
three dimensional environment); the audio element is
dampened if a further object is positioned between the
character and the audio source; the audio element is am-
plified if a user moves the character to be closer to or
facing towards the audio source area; the audio source
area may be moveable in which case the audio element
is amplified or dampened in response to the audio source
area moving towards or away, respectively, from the
character.

[0333] In some embodiments, the audio rendering
process takes into account one or more environmental
conditions, for example, the acoustics of the environ-
ment.

[0334] Figure 14 is a flow chart illustrating in overview
a method 500 of an embodiment. For method 500, the
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computing apparatus 30 is in communication with game
server of shared further computing resource 72 and fur-
ther computing resource 50.

[0335] Method 500 is a method of providing a second
three dimensional computer generated environment that
is accessible by a user from the first three dimensional
computer generated environment. The second three di-
mensional computer generated environment may be re-
ferred to a virtual reality environment. A virtual reality
device is provided in the three dimensional environment
for generating the virtual reality environment for the con-
trollable character. The virtual reality device provided in
the three dimensional environment s a three dimensional
computer generated virtual reality device. The virtual re-
ality device may be considered as a virtual VR device.
[0336] As described in the following, the virtual reality
environment is accessible by a user by controlling the in-
game character to perform an interaction process with
the virtual reality device.

[0337] Steps 502, 504 and 506 of method 500 corre-
spond to previously described features, in particular, to
features described with reference to Figure 3, Figure 9,
Figure 10 and Figure 12.

[0338] At stage 502 of the method 500 the three di-
mensional computer-generated environment is provid-
ed, substantially as described with reference to other em-
bodiments, forexample, stage 102 of method 100, shown
in Figure 3.

[0339] Atstage 504 of the method, substantially as de-
scribed with reference to other embodiments, for exam-
ple, stage 304 of Figure 10, the controllable character is
provided within the first three dimensional environment.
As described with reference to other embodiments, the
displayed view may include the controllable character or
may correspond to a view point of the character. In some
embodiments, a user may switch between the two views.
[0340] Atstage 506, userinputis received by comput-
ing apparatus 30 from the user input device 40. The user
input is received and processed by processor 32 (for ex-
ample by input circuitry). At stage 508, the processor 32
(for example the character circuitry) modifies the behav-
iour of the character based on the user input such that
the character is controlled by the user providing user in-
put.

[0341] Atstage 510, a virtual reality device is provided
inside the three-dimensional environment. The virtual re-
ality device is configured to generate a virtual reality en-
vironment for the controllable character.

[0342] A further stage in the method includes a user
controlling the character to perform an interaction proc-
ess with the virtual reality device. In response to perform-
ing the interaction process, the processor 32 performs
processing steps thereby to provide display data to the
display apparatus 20 to display the virtual reality envi-
ronment.

[0343] In the present embodiment, the virtual reality
device is a three dimensional representation of a virtual
reality helmet and the interaction process includes the
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character putting on the virtual reality helmet. The user
input received at stage 506 is representative of an inten-
tion for the character to put on the virtual reality helmet.
The user input is received and processed by processor
32 (for example by the input circuitry). The processor 32
(for example the character circuitry) then controls the
character in the first three dimensional environment to
put on the virtual reality helmet. In response to the char-
acter putting on the virtual reality helmet, the processor
32 (for example the virtual reality circuitry) generates the
virtual reality environment and sends display data to dis-
play apparatus 20 to display the virtual reality environ-
ment on display 22.

[0344] A controllable character, which in some embod-
iments corresponds to the character of the first three di-
mensional environment and in other embodiments is a
different character, is provided for a user to control in the
virtual reality environment. In some embodiments, user
input and control of the character in the virtual reality
environment is substantially the same as user input and
control of the character in the first environment (as de-
scribed elsewhere). However, it will be understood, that
control of the character(s) may vary between the two en-
vironments.

[0345] Figure 15 shows an illustration of a screen shot,
in which a controllable character 511 is in a three dimen-
sional computer generated environment 512. The con-
trollable character 511 is configured to be controlled to
move within the environment 512 and to interact with the
environment 512 and objects within the environment 512
based on user input from user input device 40. A virtual
reality device in the form of a virtual reality helmet 514 is
provided in the environment 512. Figure 15 shows the
character being controlled to interact with the virtual re-
ality helmet. In further detail, the character has picked up
and is putting on the helmet. Once the helmet is on, a
virtual reality environmentis provided for the controllable
character 511.

[0346] Inresponse to interacting with the virtual reality
helmet, the virtual reality environmentis displayed by dis-
play apparatus 20. In some embodiments, a transition or
other animation is also displayed to give the appearance
that the user is entering the virtual environment.

[0347] Figure 16 shows the controllable character 511
in the virtual reality environment. Figure 16 may be con-
sidered as being displayed in response to the action de-
scribed with reference to Figure 15. The controllable
character 511 is configured to move within the virtual
reality environment 516 and to interact with the virtual
reality environment 516 and objects within the virtual re-
ality environment.

[0348] In the present embodiment, the virtual reality
environment has one or more features or characteristics
different to the first three dimensional computer gener-
ated environment such that a user can visually distin-
guish between the first three dimensional computer gen-
erated environment and the virtual reality environment.
It is clear from comparison of Figure 15 and 17 that, in
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this embodiment, the virtual reality environment is a
closed interior environment and the first three dimension-
al environment is an open world environment. Further
differences may also be present, for example, different
lighting effects, different physics engines.

[0349] The virtual reality environment may provide ac-
cess for a user to a number of different processes that
are substantially different to the gameplay available in
the first computer generated environment. Different
game modes may be available. The virtual reality envi-
ronment may provide a user with different options to se-
lect, wherein the options are selected by a user interact-
ing with structural elements or other virtual objects in the
virtual reality environment. In this way, the virtual reality
environmentmay provide an interactive three dimension-
al options menu, wherein different options are represent-
ed by structural elements or virtual objects. As a non-
limiting example, options are represented by doors or
entrances, and the user selects the option by entering
the door or entrance.

[0350] The available options can include, a computer
game session that is independent to the game session
in which the virtual reality helmet was provide; a further
computer process or software that are normally available
outside the gaming sessions in which the virtual reality
helmet is provided.

[0351] In some embodiments, the virtual reality envi-
ronment provides the user with access to one or more
media content items available outside the first three di-
mensional environment. Non-limiting examples of media
content items are described above. In some embodi-
ments, the virtual reality environment provides access to
videos (which may be streamed) of other players partic-
ipating in a game. The game may be taking place in the
first three dimensional environment. The game may be
an independent game taking place in a further game en-
vironment.

[0352] In some embodiments, the three dimensional
environmentis a multi-player environment that more than
one user can access. In such embodiments, the virtual
reality environment may provide an further environment
in which users can interact with each other. In such em-
bodiments, the virtual environment provide a virtual fo-
rum for users to interact and communicate. In some em-
bodiments, the virtual reality environment provides a
communication interface between users. Additional fea-
tures of a communication interface may be provided, for
example, a video feed or video chat. In some embodi-
ments, users that are distant in the first environment are
brought closer together by switching to the virtual reality
environment.

[0353] In embodiments with more than one user in the
first three dimensional environment, a user can view the
characters controlled by other users in the three dimen-
sional environment. When a user enters the virtual reality
environment by performing the interaction process with
the virtual reality object, an idling mode is triggered to
provide feedback to other users that the character is in
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the virtual reality environment. In some embodiments,
the idling mode the computer resource of other resources
perform an idling animation on the idling character there-
by to provide natural character behaviour for other users.
[0354] The idling animation may include shuffling feet
or whistling. The idling animation may include sitting or
lying down, or any other suitable movement where the
character remains substantially stationary.

[0355] It will be understood that idling animations may
be used during other in-game actions, for example, when
a viewer has switched to inspection mode to inspect a
virtual object for purchase, or a user is viewing a video
panel or viewing a video display area.

[0356] In some embodiments, the first environment is
provided at a first computing resource and the second
environmentis provided ata second computing resource.
As a first non-limiting example the first environment is
hosted at a first game server (of a first shared further
computing resource) and the virtual reality environment
is hosted as a second game server (of a second shared
further computing resource).

[0357] In the described embodiments, the user is able
to switch from a first computer generated environment
to a second computer generated environment, the virtual
reality environment where the first environment and the
second environment are visually distinctive. It will be un-
derstood that in some embodiments, the second envi-
ronment is based on the first environment, for example,
the first and second environments may have common
structural elements, for example, buildings or walls. The
first and second environments may have common ob-
jects provided.

[0358] Insomeembodiments, the second environment
is substantially the same as the first environment except
for the presence or absence of structural elements and/or
the presence or absence of virtual objects. In some em-
bodiments, the second environment is substantially the
same as the first environment, except for augmented re-
ality features. The augmented reality features may be
provided in the second environment such that they are
visible only a subset, for example, one or more users in
the second environment.

[0359] In some embodiments, the two computer gen-
erated environments (the virtual reality environment and
the first computer generated environment) comprise sub-
stantially different sets of objects including structural el-
ements and interactive objects. Interactive objects may
have different characteristics in the different worlds.
[0360] In some embodiments, the two environments
comprises substantially different environmental condi-
tions, for example, weather, lighting, physics engine.
[0361] Although in the above described embodiments,
the virtual reality device is a helmet, the virtual reality
device could be any item with which an interaction can
be performed. The virtual reality device could also be any
other wearable item. In some embodiments, the virtual
reality helmet or other device is made available to pur-
chase or obtain as part of a virtual transaction in the com-
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puter generated environment, for example, as part of the
method(s) described with reference to Figure 3 or Figure
9. In a further example, the shopping environment de-
scribed with reference to Figure 3 or Figure 9 may be the
virtual reality environment.

[0362] In some embodiments one or more further
game features are modified when a user interacts with
the virtual reality device or when the user enters the vir-
tual reality environment. For example, a user may control
a first character in the first world and a second, different
character in the second virtual reality world.

[0363] In some embodiments, characters in the differ-
ent environments have different: appearance behaviour,
controls, inventory, wardrobes and/or characteristics.
For example, the same character in the first environment
may have different characteristics than that character
when in the second environment.

[0364] In some embodiments, the virtual reality envi-
ronment comprises a landing stage where different users
can interact. In some embodiments, a user is placed di-
rectly into a further game mode when interacting with the
virtual reality object, for example, a user is placed directly
into a game arena, for example, a death-match arena.
In further embodiments, more than one virtual environ-
mentis available for access by a user and the user selects
avirtual environment to be entered prior to entry. In some
embodiments, the user has access to more than one vir-
tual reality objects corresponding to different, respective,
virtual reality environment such that interaction with each
of the virtual reality objects allows access to the corre-
sponding virtual reality environment. In other embodi-
ments, different interaction processes performed with re-
spect to a virtual reality object allows a user to access
different virtual reality environments.

[0365] In the above described embodiment, the sec-
ond three dimensional environment is described as a vir-
tual reality environment accessible via interaction with a
virtual reality device in the first three dimensional envi-
ronment. In other embodiments, the first three dimen-
sional computer generated environment is considered
as part of the game world for a primary 3D game and the
second three dimensional environment is provided as
part of a secondary 3D game such that the secondary
3D game is accessed from the first 3D game. In some
embodiments, the secondary 3D game shares at least
some game elements with the primary 3D game, for ex-
ample, characters and/or objects. In other embodiments,
the secondary 3D game is a separate game with no
shared game elements with the primary 3D game. For
example, the first three dimensional computer generated
environment and necessary components for running the
primary 3D game are provided from a first game server
and the second three dimensional computer generated
environment and necessary components for running the
secondary 3D game are provided from a second game
server.

[0366] It will be understood that methods of the above
described embodiments may share common features
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and furthermore, features of a first described method
and/or system may have features of a second described
method and/or system.

[0367] Asanexample,insomeembodiments the panel
and/or display area is displayed in the virtual reality en-
vironment. Figure 17 shows a controllable character 511
in a region of the virtual reality environment 517. The
virtual reality environment is accessed by a user in ac-
cordance with the embodiments described above. Figure
17 shows a display area 518 that is part of the virtual
reality environment. The display area 518 is provided as
described with reference to method 400. In further em-
bodiments, the panel described with reference to Figure
10 and/or the shopping environment described with ref-
erence to Figure 3 and/or Figure 9 are provided in the
virtual reality environment.

[0368] The panel or display area in the virtual reality
environment may be configured substantially as de-
scribed above with reference to method 300 or 400. In
particular one or more media content items may be pro-
vided on the panel or display area. In some embodiments,
a graphical user interface of a third party media content
provider is displayed at the panel or display area which
can be controlled by user input. In some embodiments,
the user can view or play video games displayed at the
panel or display area of the virtual reality environment.
[0369] In further embodiments, where a multi-player
userenvironmentis provided, scenes and/or video of one
or more other users participating in a game or activity
occurring in the computer-generated environment or in
a further computer-generated environment, for example,
avirtual reality environment or agame world environment
are displayed to the user. The scenes and/or video can
be presented to the user via the video panel and/or via
an image display area and/or in a virtual reality environ-
ment. In contrast to above described embodiments,
where displayed video corresponds to media content
available outside the three dimensional computer gen-
erated environment and is retrieved form a further com-
puting resource 50 (for example, a data store of a media
content provider) to be displayed on, for example, the
panel, the displayed video in thisembodimentis retrieved
from the game server of shared further computing re-
source 72 and/or from other users computers. The dis-
played contentis live or playback video footage of activity
happening either in the three dimensional computer gen-
erated environment of the user or a further three dimen-
sional computer generated environment.

[0370] Figure 18 shows illustrations of three screen-
shots (602, 604, 606) generated by the three different
computing apparatuses (30a, 30b and 30c) and dis-
played on associated display apparatuses. The first
screenshot 602 shows a first user character 612 herein
referred to as the spectator 612 in the three dimensional
environment with a panel 608 displayed as described
with reference to the method 300 shown in Figure 10.
The second and third screenshots are views of a game
occurring in a further computer generated environment.
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The second screenshot 604 shows a second user char-
acter 614 in the further computer generated environment,
herein referred to as the first participant in the. The third
screenshot 606 shows a third user character 616 in the
further computer generated environment, herein referred
to as the second participant character 616. The second
user character 614 and third user character 616 are par-
ticipating in a game occurring in the further computer
generated environment and the spectator 612 is spec-
tating the game via the video panel 608.

[0371] Game scenes are generated using game data
retrieved from the game server of shared further com-
puting resource 72 for viewing on the display apparatus
of the first computing apparatus 30a.

[0372] One or more viewing options are available to
the spectator 612. For example, the spectator 612 may
select one or more different live views of the game. The
selection can be made from interactive menu element
618, provided on the screen of the first user. As shown
in Figure 18, in some embodiments, the view selected
by the spectator is different to the view displayed to the
participants. Figure 18 shows a view from a close prox-
imity angle shown to the spectator. The view is over the
shoulder of the first participant 614. The user can select
which participant to follow by making the appropriate se-
lection from interactive menu element 618.

[0373] Although only two participants are shown, it will
be understood that a larger number of participants is pos-
sible.

[0374] Asafurther example of a shared features, proc-
essor 32 (for example character circuitry) is configured
to determine when a user is watching content on the pan-
el or at the display area by processing game data and/or
when a user has entered a further virtual environment.
In a non-limiting example, this determination is based on
a recorded movement of the character, in particular, if
the character is substantially static for a predetermined
period of time or there has been a period where user
input is not received, and content is being displayed on
panel or display area, then processor 32 can determine
that user is watching content or in a virtual environment.
Processor 32 may further automatically initiate a paused
game mode in response to determining that the user is
watching content. In the paused game mode, the char-
acter may be static and cannot be interacted with by other
users. A character in paused mode may be indicated
graphically to other users. In paused mode, the character
may be immune to damage through interaction with ele-
ments of the environment.

[0375] Asafurtherexample of shared features, access
to one or more third party gaming and/or social media
platforms is provided through to a user in the three di-
mensional environment. This may be provided via an
augmented video player, image display area, via a menu
option or through a virtual reality environment. In such
embodiments, an identifier that is generated and provid-
ed to a user in response to performing a real-world trans-
action (as described with reference to method 200) is
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redeemable by a user in said third party platforms.
[0376] As a further example of shared features, the
media content provided for display via augmented video
player, image display area, via a menu option or in a
virtual environment, can be hosted and retrieved from a
media content server thatis separate from the game serv-
er of shared further computing resource 72. In some em-
bodiments, communication with the media content server
is performed in accordance with a protocol of the media
content server, for example, third party application pro-
tocol interface (API). In some embodiments, a user has
an account with the media content provider and this can
be linked with theirgame account. A user can then launch
a graphical user interface provided by the media content
provider and request media content using the graphical
user interface. It will be understood that the graphical
user interface can be presented in the augmented video
player, the image display area, via a menu option or in
the virtual environment. The graphical user interface al-
lows the user to access their account and retrieve media
content via the described API. The graphical user inter-
face may provide further functionality to the user beyond
that offered in the three dimensional environment, for ex-
ample, searching, adding to lists, ratings, browsing cat-
egories. In accordance with these embodiments, a user
can link their game account to video streaming service
provider (for example, Netflix) and launch a Netflix API
within a game session. The Netflix APl may have its own
window / controls that beyond that provided within the
game session.

[0377] Each feature disclosed in the description and
(where appropriate) the claims and drawings may be pro-
vided independently or in any appropriate combination.

ASPECTS OF THE INVENTION:

[0378] Non-limiting aspects of the disclosure are set
out in the following numbered clauses.

1. A method comprising:

providing a three dimensional computer-gener-
ated environment and providing a controllable
character within the three dimensional compu-
ter-generated environment;

receiving user input and controlling the charac-
ter based at least on the received user input;
providing a three dimensional computer-gener-
ated virtual reality device in the three dimension-
al computer-generated environment for gener-
ating a virtual reality environment for the con-
trollable character.

2. A method according to clause 1, wherein:
the controllable character is represented by an ava-

tar or by displaying a point of view.

3. Amethod according to clauses 1 or 2, further com-
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prising:

displaying the virtual reality environmentin response
to controlling the character to perform an interaction
process with the virtual reality device.

4. A method according to any preceding clause,
wherein the virtual reality environment is based on
the three dimensional computer-generated environ-
ment and, optionally, comprises augmented reality
features.

5. A method according to any preceding clause,
wherein the virtual reality environment provides ac-
cess to at least one further process, for example,
through an interface.

6. A method according to clause 5, wherein the at
least one further process comprises at least one of:
a computer game, a further computer process, a fur-
ther software application.

7. A method according to any preceding clause,
wherein a plurality of users can access the three di-
mensional computer generated environment and
wherein the virtual reality environment comprises:
a communication interface between at least two us-
ers of the plurality of users.

8. A method according to any preceding clause,
wherein the communication interface comprises a
video interface.

9. A method according to any preceding clause,
wherein the three dimensional computer-generated
environment is provided at a first processing re-
source and the virtual environment available to the
user is provided at a second, separate, processing
resource, wherein the first and second processing
resources are configured to communication over a
network.

10. A method according to any preceding clause,
further comprising displaying one or more video
streams when in the virtual reality environment.

11. A method according to any preceding clause,
wherein the virtual reality device comprises a wear-
able item, for example, a helmet, and the interactive
process comprises the character putting on the
wearable item.

12. A method according to any preceding clause,
further comprising providing an image display area
in the virtual reality environment and rendering a
view of the virtual reality environment using obtained
image data or data derived therefrom such that the
one or more images appear in the view of the virtual
reality environment as if projected at said image dis-
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play area.

13. An apparatus comprising at least one display
screen, at least one user input device, and at least
one processor configured to:

provide a three dimensional computer-generat-
ed environment for display on the at least one
display screen and provide a controllable char-
acter within the three dimensional computer-
generated environment;

receiving user input from the at least one user
input device and control the character based at
least on the received user input;

providing a virtual reality device in the three di-
mensional computer-generated environment for
generating a virtual reality environment for the
controllable character for display on the at least
one display screen.

14. A method comprising:

displaying a computer-generated scene that is
representative of a three dimensional computer
generated environment as part of a gaming ses-
sion;

providing a controllable character or other
gameplay element within the three dimensional
computer generated environment as part of the
gaming session;

displaying a panel together with the computer-
generated scene as part of the gaming session,
the panel providing access to one or more media
contentitems available outside the three dimen-
sional computer generated environment.

15. A method according to clause 14, wherein the
computer-generated scene is generated using a first
processing resource and the one or more media con-
tent items are hosted by a further, remote server.

16. A method according to clauses 14 or 15, further
comprising overlapping the displayed panel and the
computer-generated scene.

17. A method according to any of clauses 14 to 16,
wherein the character or other gameplay element
remains controllable while the panel is displayed.

18. A method according to any of clauses 14 to 17,
wherein the method further comprises receiving user
input and wherein user input is receivable while the
panel is displayed

19. A method according to any of clauses 14 to 18,
wherein the displayed panel comprise a control pan-
el that is controllable based at least on one or more
actions performed by a user in the three dimensional
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computer generated environment.

20. A method according to any of clauses 14 to 19,
further comprising controlling the displayed panel
based on at least one property of the displayed com-
puter generated scene, for example, brightness, col-
our, sound volume, viewpoint.

21. A method according to any of clauses 14 to 20,
further comprising controlling the displayed panel
based on at least one environmental condition of the
three dimensional computer generated environ-
ment, for example, at least one of:

weather condition, lighting condition, sound levels,
time of day, location.

22. A method according to any of clauses 14 to 21,
further comprising controlling the displayed panel
based on atleast one action in the three dimensional
computer generated environment, for example,
mode of transport, speed of movement.

23. A method according to any of clauses 14 to 22,
further comprising receiving user input signals and
controlling the displayed panel based at least on the
user input signals.

24. A method according to any of clauses 14 to 23,
wherein controlling the displayed panel comprises
at least one of:

a) displaying the panel together with the com-
puter-generated scene;

b) selecting one or more properties of the dis-
played panel, for example, wherein the one or
more selected properties of the displayed panel
include at least one of: size, position, shape,
transparency, colour, volume, brightness

c) selecting one or more media content items to
be displayed

d) moving and/or resizing the display panel

25. A method according to any of clauses 14 to 24,
wherein controlling the displayed panel comprises
adjusting one or more properties of the display panel
relative to one or more corresponding properties of
the computer generated scene thereby to empha-
sise or de-emphasise the displayed panel relative to
the computer-generated scene.

26. A method according to any of clauses 14 to 25,
further comprising:

determining a present brightness level of the
computer-generated scene and adjusting a dis-
play property of the displayed panel in accord-
ance with a desired brightness profile;

determining a present volume level of the com-
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puter-generated scene and adjusting a volume
property of the displayed panel in accordance
with a desired volume profile.

27. A method according to any of clauses 14 to 26,
wherein the method further comprises:

providing a controllable interface in the dis-
played panel or in the three dimensional com-
puter generated environment;

retrieving one or more media content items from
one or more data stores or streaming one or
more media content items from one or more me-
dia content providers in response to selecting
one or more media content items using the in-
terface.

28. A method according to any of clauses 14 to 27,
further comprising:

adjusting at least one property of the displayed com-
puter generated scene in response to controlling the
displayed panel.

29. A method according to any of clauses 14 to 28,
further comprising:

performing one or more processing steps prior
to or as part of displaying computer-generated
scene;

switching at least one of the processing steps
to alowerresource mode in response to display-
ing the panel.

30. A method according to any of clauses 14 to 29,
wherein the one or more processing steps compris-
es:

modelling the three dimensional environment and
rendering the computergenerated scene to be dis-
played.

31. An apparatus comprising at least one display
screen, at least one user input device, and at least
one processor configured to:

display a computer-generated scene on the at
least one display screen that is representative
of a three dimensional computer generated en-
vironment as part of a gaming session;

provide a controllable, via the at least one user
input device, character or other gameplay ele-
ment within the three dimensional computer
generated environment as part of the gaming
session;

display a panel on the atleast one display screen
together with the computergenerated scene as
part of the gaming session, the panel providing
access to one or more media content items
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available outside the three dimensional compu-
ter generated environment.

32. A method of performing a real world transaction
comprising:

providing a three dimensional computer-gener-
ated environment;

providing at least one virtual object in the three
dimensional computergenerated environment,
wherein the at least one virtual object is repre-
sentative of at least one item or service available
from one or more item or service providers;
performing a virtual transaction process associ-
ated with the at least one virtual object; and
performing a real world transaction process as-
sociated with the at least one physical item or
service in response to performing the virtual
transaction process.

33. A method according to clause 32, wherein the
virtual transaction process comprises a purchase
performed in the three dimensional computer-gen-
erated environment and the real world transaction
process comprises a purchase performed in the real
world.

34. A method according to clause 32 or 33, further
comprising receiving user input and performing the
virtual transaction process based on the received
user input

35. A method according to any of clauses 32 to 34,
further comprising:

sending an order signal representative of an or-
der request for the item or service, wherein the
order comprises identification data of the user;
performing the real world transaction based, at
least in part, on a successful authentication
process of the identification data.

36. A method according to any of clauses 32 to 35,
further comprising:

performing one or more verification processes in the
three-dimensional computer-generated environ-
ment and performing the transaction based on suc-
cessful verification of the verification processes.

37. Amethod of performing a virtual transaction com-
prising:

providing a three dimensional computer-gener-
ated environment;

providing at least one virtual object in the three
dimensional computer-generated environment,
wherein the at least one virtual object is repre-
sentative of at least one item or service available
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from one or more item or service providers;
performing a real world transaction process as-
sociated with the at least one physical item or
service and

performing a virtual transaction process associ-
ated with the at least one virtual object, in re-
sponse to performing the real-world process.

38. A method according to clause 37, further com-
prising providing anidentifierinresponse to success-
fully performing the real world transaction process
and wherein the virtual transaction process compris-
es performing a verification process using the iden-
tifier.

39. A method according to clause 37 or clause 38,
wherein the identifier comprises at least one of:
an identification code, a bar-code, a QR code.

40. A method according to any of clauses 37 to 39,
further comprising:

sending an identification signal representative
of identification data associated with the real-
world transaction;

performing the virtual transaction based, at least
in part, on a successful verification process on
the identification data.

41. A method according to any of clauses 32 to 40,
further comprising:

providing a controllable character or other con-
trollable gameplay element within the three di-
mensional computer-generated environment;
receiving user input and controlling the charac-
ter or gameplay element based at least on the
received user input, wherein

the virtual transaction process on the at least
one virtual object is performed by a user through
controlling the character or other gameplay el-
ement.

42. A method according to any of clauses 32 to 41,
wherein the at least one virtual object has an asso-
ciated transaction area and the virtual transaction
process comprises at least movement into the trans-
action area.

43. A method according to any of clauses 32 to 42,
wherein the virtual transaction process comprises
performing one or more interactive actions with the
at least one virtual object.

44. A method according to any of clauses 32 to 43,
wherein the virtual transaction process comprises
changing a displayed view of the three dimensional
computer generated environment such that the vir-
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tual object is displayed in the displayed view.

45. A method according to any of clauses 32 to 44,
wherein the at least one virtual object is made avail-
able for use in the three dimensional computer-gen-
erated environment in response to successfully per-
forming at least one of the virtual or real world trans-
action process.

46. A method according to any of clauses 32 to 45,
wherein one of more features are made available in
the three dimensional computer generated environ-
ment in response to performing the virtual transac-
tion.

47. A method according to any of clauses 32 to 46,
wherein at least one of a), b) or ¢):

a) the at least one virtual object comprises an
interactive virtual object;

b) the at least one virtual object represents a
moveable item;

c) the atleast one virtual object is a three dimen-
sional computer generated representation of a
physical item associated with the real world
transaction process.

48. A method according to any of clauses 32 to 47,
further comprising:

prompting a user for further identification data in re-
sponse to performing the virtual tra nsaction.

49. A method according to any of clauses 32 to 48,
wherein the real-world transaction and/or the virtual
transaction comprises exchange of any suitable me-
dium of exchange in the three dimensional compu-
ter-generated environment.

50. A method according to any of clauses 32 to 49,
wherein the medium of exchange is an in-game cur-
rency representative of at least one of:

real- world currency, a user in-game performance.

51. A method according to any of clauses 32 to 50,
wherein the method further comprises:

receiving the real world object from the one or more
item or service providers

52. A method according to any of clauses 32 to 51,
wherein the three dimensional computer-generated
environment comprises a shopping environment, for
example, a virtual shop, store or marketplace.

53. An apparatus comprising at least one display
screen, at least one user input device, and at least

one processor configured to:

provide a three dimensional computer-generat-
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ed environment for display on the at least one
display screen;

providing at least one virtual object in the three
dimensional computer-generated environment,
wherein the at least one virtual object is repre-
sentative of atleastone item or service available
from one or more item or service providers;
perform a virtual transaction process associated
with the at least one virtual object based on user
input from the atleast one userinputdevice; and
perform a real world transaction process asso-
ciated with the atleast one physical item or serv-
ice in response to performing the virtual trans-
action process

54. An apparatus comprising at least one display
screen, at least one user input device, and at least
one processor configured to:

provide a three dimensional computer-generat-
ed environment for display on the at least one
display screen;

provide at least one virtual object in the three
dimensional computer-generated environment,
wherein the at least one virtual object is repre-
sentative of atleastone item or service available
from one or more item or service providers;
perform a real world transaction process asso-
ciated with the atleast one physical item or serv-
ice and

perform a virtual transaction process associated
with the at least one virtual object, in response
to performing the real-world process, based on
userinputfromthe atleastone userinputdevice.

55. A method comprising:

obtaining image data representative of one or
more images;

providing a three dimensional computer gener-
ated environment comprising an image display
area;

rendering a view of the three dimensional com-
puter generated environment using the image
data or data derived therefrom such that the one
or more images appear in the view of the three
dimensional computer generated environment
as if projected at said image display area.

56. A method according to clause 55, wherein ren-
dering comprises determining at least one of geom-
etry, texture, lighting, shading, shadow.

57. A method according to clauses 55 or 56, wherein
one or more properties of the projected images are

controllable by a user.

58. A method according to any of clauses 55 to 57,
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wherein the one or more images comprises frames
ofavideo sequence characterized by a desired video
frame rate and rendering the view comprises
processing said frames such that the projected im-
ages are displayed at their desired video frame rate
at the image display area.

59. A method according to clause 58, wherein the
one or more frames of the video sequence are re-
ceived at a variable streaming rate.

60. A method according to any of clauses 55 to 59,
further comprising: updating the view, at leastin part,
in response to at least one of a change in environ-
mental conditions, change in viewpoint, a change in
image data, activity in three dimensional computer-
generated environment.

61. A method according to any of clauses 55 to 60,
wherein updating the view comprises only updating
a part of the view that includes changing image data.

62. A method according to any of clauses 55 to 61,
further comprising:

processing the image data in dependence on atleast
one property of the image display area and/or an
environmental condition of the three dimensional
computer generated environment and/or a viewing
angle or position of the rendered view.

63. A method according to any of clauses 55 to 62,
wherein the image data represents one or more im-
ages having a first image resolution, and wherein
the three dimensional computer generated environ-
ment is displayed at a second image resolution, and
the method further comprises processing the image
data such that it is displayed at the second image
resolution.

64. A method according to any of clauses 55 to 63,
wherein rendering the view comprises:

determining a compensation mapping based on
atleast one of at least one property of the image
display area, an environmental condition and/or
a viewing angle of the rendered view;

applying the compensation mapping to the im-
age data to produce compensated image data;
rendering the view using the compensated im-
age data.

65. A method according to any of clauses 55 to 64,
further comprising:

modelling the three dimensional computer gen-
erated environment comprising the image dis-
play area to produce a model comprising an im-
age display area;
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processing the image data to produce an image
data texture for use in rendering of the view;
applying textures to the model including apply-
ing the image data texture to the image display
area of the model.

66. A method according to any of clauses 55 to 65,
wherein the image display area is provided on or
forms part of a surface of a virtual object in the com-
puter generated three dimensional environment.

67. A method according to clause 66, wherein the
virtual object comprises: a display or a screen, a bill-
board, a display, a television, a monitor, a mobile
phone, a tablet, a watch

68. A method according to any of clauses 55 to 67,
wherein the image display area comprises a volume
of the computer generated three dimensional envi-
ronment and the images are displayed to appear as
a virtual hologram in the three dimensional compu-
ter-generated environment.

69. A method according to any of clauses 55 to 68,
further comprising:

retrieving image data from one or more external data
stores.

70. A method according to any of clauses 55 to 69,
wherein the provided three dimensional computer
generated environment further comprises an audio
source area and wherein the method further com-
prises:

retrieving audio data representative of audio as-
sociated with said one or more images;

and performing an audio rendering process us-
ing said audio data or data derived therefrom
thereby to produce output audio for the rendered
view, wherein the audio rendering process is
such that at least part of the produced output
audio sounds as if it is being produced at the
audio source area.

71. A method according to clause 70, wherein the
audio data and image data are representative of a
video sequence.

72. A method according to clause 71 or 72, further
comprising:

performing one or more further audio rendering steps
to update the produced audio output in response to
atleastone of: a changein environmental conditions,
change in viewpoint, change in relative position be-
tween character and audio source area, change in
image and/or audio data, activity in the three dimen-
sional computer generated environment.
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73. An apparatus comprising at least one display
screen, at least one memory resource, and at least
one processor configured to:

obtaining image data representative of one or
more images from the at least one memory re-
source;

providing a three dimensional computer gener-
ated environment comprising an image display
area for display on the at least one display
screen;

rendering a view of the three dimensional com-
puter generated environment on the atleastone
display screen using the image data or data de-
rived therefrom such that the one or more imag-
es appear in the view of the three dimensional
computer generated environment as if projected
at said image display area.

74. A computer program product comprising com-
puter readable instructions that are executable by a
processor to perform a method according to any of
clauses 1 to 12 or any of clauses 14 to 30 or any of
clauses 32 to 52 or clauses 55 to 72.

Claims

A method of performing a real world transaction com-
prising:

providing a three dimensional computer-gener-
ated environment;

providing at least one virtual object in the three
dimensional computer generated environment,
wherein the at least one virtual object is repre-
sentative of at least one item or service available
from one or more item or service providers;
performing a virtual transaction process associ-
ated with the at least one virtual object; and
performing a real world transaction process as-
sociated with the at least one physical item or
service in response to performing the virtual
transaction process.

A method according to claim 1 wherein the virtual
transaction process comprises a purchase per-
formed in the three dimensional computer-generat-
ed environment and the real world transaction proc-
ess comprises a purchase performed in the real
world.

Amethod according to claim 1 or 2 further comprising
receiving user input and performing the virtual trans-
action process based on the received user input.

A method according to any of claims 1 to 3, further
comprising:
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sending an order signal representative of an or-
der request for the item or service, wherein the
order comprises identification data of the user;
and

performing the real world transaction based, at
least in part, on a successful authentication
process of the identification data.

A method according to any of claims 1 to 4, further
comprising:

performing one or more verification processes in the
three-dimensional computer-generated environ-
ment and performing the transaction based on suc-
cessful verification of the verification processes.

A method of performing a virtual transaction com-
prising:

providing a three dimensional computer-gener-
ated environment;

providing at least one virtual object in the three
dimensional computer generated environment,
wherein the at least one virtual object is repre-
sentative of atleastone item or service available
from one or more item or service providers;
performing a real world transaction process as-
sociated with the at least one physical item or
service; and

performing a virtual transaction process associ-
ated with the at least one virtual object, in re-
sponse to performing the real-world process.

A method according to claim 6, further comprising
providing an identifier in response to successfully
performing the real world transaction process and
wherein the virtual transaction process comprises
performing a verification process using the identifier.

A method according to claim 6 or claim 7, wherein
the identifier comprises at least one of:
an identification code, a bar-code, a QR code.

A method according to any of claims 6 to 8, further
comprising:

sending an identification signal representative
of identification data associated with the real-
world transaction; and
performing the virtual transaction based, at least
in part, on a successful verification process on
the identification data.

10. A method according to any of claims 1 to 9, further

comprising:

providing a controllable character or other con-
trollable gameplay element within the three di-
mensional computer-generated environment;
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and

receiving user input and controlling the charac-
ter or gameplay element based at least on the
received user input, wherein

provide a three dimensional computer-generat-
ed environment for display on the at least one
display screen;

provide at least one virtual object in the three

the virtual transaction process on the at least 5 dimensional computer generated environment,
one virtual object is performed by a user through wherein the at least one virtual object is repre-
controlling the character or other gameplay el- sentative of atleastone item or service available
ement. from one or more item or service providers;
perform a virtual transaction process associated
11. A method according to any of claims 1to 10, wherein 70 with the at least one virtual object based on user
at least one of the following applies: input from the atleast one userinputdevice; and
perform a real world transaction process asso-
a) the at least one virtual object has an associ- ciated with the atleast one physical item or serv-
ated transaction area and the virtual transaction ice in response to performing the virtual trans-
process comprises at least movement into the 75 action process.
transaction area;
b) the virtual transaction process comprises per- 15. Anapparatus comprising atleastone display screen,
forming one or more interactive actions with the at least one user input device, and at least one proc-
at least one virtual object; essor configured to:
c) the virtual transaction process comprises 20
changing a displayed view of the three dimen- provide a three dimensional computer-generat-
sional computer generated environment such ed environment for display on the at least one
that the virtual object is displayed in the dis- display screen;
played view; provide at least one virtual object in the three
d)the atleastone virtual objectis made available 25 dimensional computer-generated environment,
for use in the three dimensional computer-gen- wherein the at least one virtual object is repre-
erated environment in response to successfully sentative of atleastone item or service available
performing atleast one of the virtual or real world from one or more item or service providers;
transaction process; perform a real world transaction process asso-
e) one of more features are made available in 30 ciated with the atleast one physical item or serv-
the three dimensional computer generated en- ice; and
vironment in response to performing the virtual perform a virtual transaction process associated
transaction. with the at least one virtual object, in response
to performing the real-world process, based on
12. A method according to any of claims 1to 11, wherein 35 userinputfromthe atleastone userinputdevice.
at least one of a), b) or c):
16. A computer program product comprising computer
a) the at least one virtual object comprises an readable instructions that are executable by a proc-
interactive virtual object; essor to perform a method according to any of claims
b) the at least one virtual object represents a 40 1to 13.
moveable item;
c) the atleast one virtual object is a three dimen-
sional computer generated representation of a
physical item associated with the real world
transaction process. 45
13. A method according to any of claims 1 to 12, further
comprising one or more of:
prompting a user for further identification data 50
in response to performing the virtual transaction,
and/or
receiving the real world object from the one or
more item or service providers.
55

14. Anapparatus comprising atleastone display screen,
at least one user input device, and at least one proc-
essor configured to:

33
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