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(54) A METHOD FOR CARRYING OUT A COMPUTING JOB ON A HIGH PERFORMANCE 
COMPUTING, HPC, MACHINE AND HPC MACHINE FOR CARRYING OUT SUCH A METHOD

(57) The invention relates to a method (100) for car-
rying out a computing job for a client on a High Perform-
ance Computing, HPC, machine, said method (100) com-
prising the following steps:
- selecting (106), in said HPC machine, the resources for
carrying out said computing job, said resources forming
a so-called compute environment comprising one or sev-
eral computing nodes, and
- performing (126) the computing job in said compute
environment;
wherein said method (100) also comprises before the
step (126) of performing the computing job, a step (116)
for isolating said compute environment from the rest of
the HPC machine so that interaction with said compute
environment is restricted to said client.

It also relates to a HPC machine configured for car-
rying out such a method.
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Description

Field of the invention

[0001] The present invention relates to a method for
carrying out a computing job on a High Performance
Computing, HPC, machine. It also relates to a HPC ma-
chine configured for carrying out such a method.
[0002] The field of the invention is of High Performance
Computing machines.

Background

[0003] The general purpose of High Performance
Computing is to perform computations as fast as possi-
ble. To attain maximum computing speed, the data ex-
change between computing nodes must be as fast as
possible, and the computing power of each node must
be fully dedicated to the computing. To achieve this goal,
the workload is typically spread across multiple nodes
and, optionally, use of high throughput and low latency
specialized interconnects is made.
[0004] It is also important to ensure the security of the
data related to the computing, i.e. input data provided to
the computing nodes, as well as output data provided by
the computing nodes during or at the end of the comput-
ing job. Typical security solutions are available for ensur-
ing security of data at rest in the HPC machine before or
after computation, or in transit to/from the HPC machine,
for example by encrypting said data. But, those solutions
fall short in protecting data under computation, i.e. data
that is actively used by the computing node or stored in
memory during computation. There is currently no tech-
nique for protecting data involved in a computation job
during execution of said computation job.
[0005] A purpose of the present invention is to over-
come at least one of these drawbacks.
[0006] Another purpose of the present invention is to
propose a more secure method for carrying out a com-
puting job on a HPC machine.
[0007] It also a purpose of the present invention to pro-
vide a method for carrying out a computing job on a HPC
machine providing better security for data that is actively
used during computation.

Summary of the invention

[0008] The invention makes it possible to achieve at
least one of these aims by a method for carrying out a
computing job for a client on a High Performance Com-
puting, HPC, machine, said method comprising the fol-
lowing steps:

- selecting, in said HPC machine, the resources for
carrying out said computing job, said resources form-
ing a so-called compute environment comprising
one or several computing nodes, and

- performing the computing job in said compute envi-

ronment;

wherein said method also comprises before the step of
performing the computing job, a step for isolating said
compute environment from the rest of the HPC machine
so that interaction with said compute environment is re-
stricted to said client.
[0009] The present invention proposes a method for
carrying out a computation job in a HPC machine. Ac-
cording to the invention, the resources that are involved
in the computation job are selected and gathered within
a so-called compute environment. This compute envi-
ronment is then isolated from the other resources of the
HPC machine, and more generally from the rest of the
HPC machine, so that there is no interaction between
said compute environment and the rest of the HPC ma-
chine. The interaction with said compute environment is
restricted to the client for which the computation job is
carried out.
[0010] With the present invention, data that is actively
used for the computing job, thus available in an unen-
crypted form in the compute environment, is accessible
only to the client and is not accessible to third parties,
even to the party that is running/owning the HPC ma-
chine. Data that is actively used, i.e. data input to the
computing nodes or output data provided during/or at the
end of the computing job, stays within the compute en-
vironment the access of which is restricted to the client.
[0011] Thus, the present invention proposes a more
secure method for carrying out a computing job. With the
method according to the invention, it is possible to secure
data during every phase of the computation job, i.e. not
only when data is transferred to, or from, the HPC ma-
chine before or after the execution of the computing job,
but also during the computation phase during which the
computing job is executed.
[0012] In some embodiments, the method according
to the invention may further comprise, before the isolation
step, a step for loading data to be computed, also called
input data, in storage means located in the compute en-
vironment, in encrypted form.
[0013] Thus, when data is transferred to the compute
environment, said data is still encrypted and protected
against malicious actions from third parties, for example.
[0014] The input data may be loaded to the storage
means located in the compute environment from a device
located outside the HPC machine, such as from a server
belonging to the user.
[0015] In some embodiments, the input data may be
loaded to storage means located in the compute envi-
ronment from storage means located in the HPC ma-
chine. In this case, the method according to the invention
may further comprise a step for loading said data to be
computed, from outside of the HPC machine, to said stor-
age means, in encrypted form.
[0016] Preferentially, the method according to the in-
vention may further comprise, after the isolation step, a
step for decrypting the loaded input data.
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[0017] Thus, data remains encrypted as long as the
compute environment is not isolated from the rest of the
HPC machine, and is decrypted if, and only if, the com-
pute environment is isolated. This provides enhanced
security for input data used by the computing job. Indeed,
once the compute environment is isolated, there is no
interaction possible with said compute environment ex-
cept for the user to whom the computing job belongs. In
these conditions, input data used by the computing job
may be decrypted without risk for its security.
[0018] Data may be loaded to storage means in the
HPC machine, respectively to storage means located in
the compute environment, through wired or wireless
communication link.
[0019] In some embodiments, the method according
to the invention may further comprise, before the isolating
step:

- a step for checking the compliance of at least one of
the components of the compute environment to at
least one technical specification specific to the com-
puting job, and

- in case said component is not compliant, a step for
configuring said component rendering said compo-
nent compliant with said at least one technical spec-
ification.

[0020] At least one technical specification may refer to
any technical aspect of at least one component of the
compute environment. According to non limitative exam-
ples, at least one technical specification may relate to:

- the presence of a software program, such as an anti-
virus program, an encrypting/decrypting program,
etc.;

- the version of at least one program;
- the presence of a security patch for at least one pro-

gram,
- the version of an operating system,
- the setting of at least one configuration parameter.

For example, a configuration parameter may be set
to a specific value, a setting value allowing only a
specific cipher suite,

- etc.

in the compute environment, or on at least one compo-
nent of the compute environment.
[0021] If a technical specification is not met by the com-
pute environment, the method according to the invention
may comprise a configuration step for addressing this
issue. The configuring step may comprise at least one
of the following:

- downloading and installing a missing software pro-
gram, such as an anti-virus program, an encrypt-
ing/decrypting program, etc.;

- upgrading or downgrading at least one program;
- downloading and installing a security patch for at

least one program,
- upgrading or downgrading an operating system,
- adding, removing or modifying at least one configu-

ration parameter
- etc.

in the compute environment, or on at least one compo-
nent of the environment.
[0022] At least one technical specification may be pro-
vided by the user to whom the computing job belongs.
[0023] At least one technical specification may be in-
dicated in a specification file provided by the user, or with
the computing job.
[0024] At least one technical specification may relate
to the nature of data concerned by the computing job, for
example the input data provided or to the output data of
the computing job.
[0025] At least one technical specification may relate
to the nature of the computation concerned by the com-
puting job.
[0026] As indicated above, the present invention pro-
poses isolating the compute environment, formed by the
resources selected to carry out the computing job, from
the rest of the compute environment so that, interaction
with said compute environment is restricted to the user
to whom the computing job belongs.
[0027] Such an isolation of the compute environment
may be done in various ways, or may comprise various
operations.
[0028] In some non limitative embodiments, the step
for isolating the compute environment may comprise at
least one of the following operations:

- preventing access to said compute environment to
any third party. For example, this may be done
through an authentication client, or a so-called quar-
antine manager, regulating access to said compute
environment;

- preventing the compute environment from sending
data to outside the compute environment. For exam-
ple, this may be done by stopping or limiting the com-
munication link between the compute environment
and the rest of the HPC machine, specifically the
administrator/owner of the HPC resource provider;

- preventing the compute environment from receiving
data from outside the compute environment. For ex-
ample, this may be done by stopping or limiting the
communication link between the compute environ-
ment and the rest of the HPC machine, specifically
the administrator/owner of the HPC resource provid-
er.

[0029] In some non limitative embodiments, the step
for isolating the compute environment may comprise car-
rying out at least one of the following operations:

- flagging at least one component of the compute en-
vironment as non-accessible;
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- deploying at least one system-level configuration in-
side said compute environment;

- deploying at least one environmental-level configu-
ration outside said compute environment, and more
particularly on at least one network component
and/or on an interconnect component.

[0030] Deployment of a system-level configuration
may be done by executing one or several configuration
files in said compute environment.
[0031] Deployment of an environmental-level configu-
ration may be done by executing one or several config-
uration files outside said compute environment, in the
HPC machine.
[0032] At least one configuration file may be generat-
ed, or written, beforehand and stored in the HPC ma-
chine.
[0033] At least one configuration file may be provided
along with the computing job.
[0034] In some embodiments, the owner of the com-
puting job may give access to a third party, for example
for some limited operations, such as a debugging oper-
ation.
[0035] But, all access to the compute machine is con-
trolled by the owner and no third party may access to the
compute environment without authorization of the owner
of the computing job.
[0036] In some embodiments, the method according
to the invention may further comprise, after computation
of the computing job, a step for encrypting data output
by the computation of the computing job, while the com-
pute environment is in isolated state.
[0037] The encryption of the output data allows secu-
rity for said output data. Preferentially, the encryption of
the output data may be done as soon as the computing
job is finished.
[0038] The encryption of the output data may be done
by an encryption program that is installed in the compute
environment beforehand, for example during the config-
uration of the compute environment before the isolation
step. Alternatively, the encryption program may be
present in the compute environment before the HPC ma-
chine receives the computing job.
[0039] The encryption of the output data may be done
in various ways. According to non limitative examples,
the encryption of the output data may be done using an
encryption key, and/or a password, from the user.
[0040] Optionally, the encrypted output data may be
stored in a storage means in the compute environment,
while the compute environment is in isolated state.
[0041] The method according to the invention may fur-
ther comprise, after the computing job is carried out, a
step for de-isolating the compute environment from the
rest of the HPC machine so that interaction with said
compute environment is restored.
[0042] The de-isolating step aims to restore at least
one, and in particular each, of the components of the
compute environment in the same configuration/state as

it was when said component was selected for carrying
out the computing job. Thus, said component becomes
available for carrying out another computing job.
[0043] The de-isolating step may comprise at least one
of the following:

- restoring access to the compute environment to third
party;

- restoring capabilities of the compute environment for
sending data to outside of the compute environment;

- restoring capabilities of the compute environment for
receiving data from outside of the compute environ-
ment.

[0044] More particularly, the de-isolating step may
comprise reversing at least one, and in particular every,
configuration made during the isolation step.
[0045] Plus, the de-isolating step may comprise re-
versing at least one, and in particular every, configuration
made during the configuring step before the isolating
step.
[0046] The method according to the invention may fur-
ther comprise, a step for cleaning the compute environ-
ment by deleting residual data regarding the computing
job in at least one component of the compute environ-
ment.
[0047] More particularly, the cleaning step may com-
prise deleting residual data regarding the computing job
in every component of the compute environment, except
for the encrypted output data.
[0048] The method according to the invention may
comprise a step for transferring output data, provided
during or at the end of the computing job, to at least one
storage means of the HPC machine, or to a device ex-
ternal to the HPC machine, after the de-isolating step.
[0049] The output data may be transferred through a
wired or a wireless data link.
[0050] According to another aspect of the same inven-
tion, it is proposed a High Performance Computing, HPC,
machine, for carrying out a computing job, said HPC ma-
chine comprising:

- computing resources for carrying out the computing
job, said computation resources comprising at least
one computation node, and

- a so-called quarantine manager;

configured for carrying out the method according to the
invention.
[0051] Of course, the HPC machine may comprise oth-
er components than those listed above. For example, the
HPC machine may comprise:

- a so-called workload manager for selecting the re-
sources for carrying out the computation job;

- an operating manager for managing operation of the
HPC machine,

- storage means for storing data in said HPC machine,
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- a user frontend interface for submitting a computa-
tion job, downloading input data for the computation
job,

- communication means,
- etc.

[0052] The HPC machine may comprise several com-
puting nodes that are located on a same geographical
site, for example in a same building or in a same room.
[0053] The HPC machine may comprise several com-
puting nodes that are distant from each other, i.e. located
in different geographical sites, for example in different
towns.

Description of the figures and embodiments

[0054] Other advantages and characteristics will be-
come apparent on examination of the detailed description
of an embodiment which is in no way limitative, and the
attached figures, where:

- Figure 1 is a diagrammatic representation of a non-
limitative example of a method according to the in-
vention; and

- Figure 2 is a diagrammatic representation of a non-
limitative example of a HPC machine according to
the invention.

[0055] It is well understood that the embodiments that
will be described below are in no way limitative. In par-
ticular, it is possible to imagine variants of the invention
comprising only a selection of the characteristics de-
scribed hereinafter, in isolation from the other character-
istics described, if this selection of characteristics is suf-
ficient to confer a technical advantage or to differentiate
the invention with respect to the state of the prior art.
Such a selection comprises at least one, preferably func-
tional, characteristic without structural details, or with on-
ly a part of the structural details if this part alone is suffi-
cient to confer a technical advantage or to differentiate
the invention with respect to the prior art.
[0056] In the FIGURES, elements common to several
figures retain the same reference.
[0057] FIGURE 1 is a diagrammatic representation of
a non-limitative example of a method according to the
present invention.
[0058] The method 100, shown in FIGURE 1, may be
used to carry out a computing job on a HPC machine. A
non limitative example of HPC machine according to the
invention is shown in FIGURE 2.
[0059] The method 100 comprises a step 102 during
which a user submits a computing job to the HPC ma-
chine. The job may comprise:

- information regarding the computation(s) that should
be carried out by the HPC machine, preferably in a
so-called computation file;

- input data for the computation(s), and

- optionally, at least one technical specification the
HPC machine should meet for carrying out the com-
puting job, preferably in a configuration file.

[0060] Input data is preferably encrypted and stored in
storage means in the HPC machine, for example during
a step 104.
[0061] During a step 106, the resources needed for
carrying out the computing job are selected within the
HPC machine. This selection may be carried out by a
workload management unit, also called workload man-
ager, as a function of the information contained in the
computation file, and optionally the amount of input data.
The latter may be given in the computation file, for ex-
ample.
[0062] The resources selected may contain one or sev-
eral computing nodes, storage means, etc. and more
generally all the technical components necessary to carry
out the computation job. In the following, without loss of
generality, it is considered that the selected resources
comprise several components forming a compute envi-
ronment.
[0063] During a step 108, at least one component of
the compute environment is checked in order to make
sure that said component meets the technical specifica-
tion(s), listed in the configuration file, for carrying out the
compute job. At least one technical specification may re-
late to a software executed by said component, a security
patch installed in said component, a version of the oper-
ating system of said component, etc.
[0064] If at least one of the components of the compute
environment does not meet the requirement(s) for carry-
ing out the computing job, a step 110 configures said
component to render said component compliant to said
requirement(s). Such a configuration may comprise at
least one of the following:

- downloading and installing a software needed for
carrying out the computing job,

- downloading and installing a security patch on said
component,

- upgrading or downgrading the version of a software,
or of an operating system, already installed in said
component.

[0065] Steps 108 and 110 may be carried out by an
operating management unit of the HPC machine.
[0066] When the components of the compute machine
are ready, i.e. the components of the compute machine
meet the technical requirements for carrying out the com-
puting job, the compute environment is ready for carrying
out the computing job.
[0067] During a step 112, the computing job is as-
signed to the compute environment. In some embodi-
ments, the computation tasks are assigned to the com-
puting nodes of the compute environment, for example
by a workload manager of the HPC machine.
[0068] An optional step 114 downloads encrypted in-
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put data in storage means of the compute environment.
The input data is stored in storage means in encrypted
form and remains encrypted as long as the compute en-
vironment is not in isolated mode. This step may not be
carried out, for example if the storage means used at
step 104 are part of the compute environment.
[0069] Method 100 comprises, according to the
present invention, a step 116 for isolating the compute
environment, so that only the user to whom the computing
job belongs may interact with said compute environment,
i.e. with the components of the compute environment.
[0070] The isolating step 116 may comprise one or
several operations for:

- preventing access to said compute environment to
any third party. For example, this may be done
through a so-called quarantine manager regulating
access to said compute environment;

- preventing the compute environment from sending
data to outside the compute environment. For exam-
ple, this may be done by stopping or limiting the up-
load communication link between the compute en-
vironment and the rest of the HPC machine;

- preventing the compute environment from receiving
data from outside the compute environment. For ex-
ample, this may be done by stopping or limiting the
download communication link between the compute
environment and the rest of the HPC machine.

[0071] The isolating step 116 may comprise an option-
al step 118 flagging at least one component of the com-
pute environment as non-accessible, in particular for
communications or data exchange, so that said compo-
nent may not be accessed from outside of the HPC ma-
chine.
[0072] The isolating step 116 may comprise an option-
al step 120 deploying at least one system-level configu-
ration inside said compute environment, i.e. on at least
one component of the compute environment, for example
by executing one or several configuration files in said
compute environment.
[0073] The isolating step 116 may comprise an option-
al step 122 deploying at least one environmental-level
configuration inside said compute environment, i.e. on
at least one component located outside of the compute
environment, for example by executing one or several
configuration files.
[0074] At the end of step 116, the compute environ-
ment is isolated from its environment so that only the
owner of the computing job may access said compute
environment. In some embodiments, the owner may give
limited access to third parties, for example for debugging
operation, if needed.
[0075] The method 100 comprises, after step 116, a
step 124 for decrypting the encrypted input data, for ex-
ample by an agent for encrypting and decrypting data,
installed in said compute environment.
[0076] The computing job is executed, in the compute

environment, at a step 126, in a conventional manner.
[0077] Once the computing job is finished, the data out-
put by the computing job is encrypted, for example by
the same agent as the one used in step 128.
[0078] An optional step 130 cleans the compute envi-
ronment for example by deleting residual data regarding
the computing job in every component of the compute
environment, except for the encrypted output data.
[0079] A step 132 de-isolates the compute environ-
ment. The de-isolation step consists in reversing, or can-
celling, the isolation step 116 so that the compute envi-
ronment is restored in the state it was just before the
isolating step 116. For example, the de-isolation step
comprises the following:

- flagging as accessible, the components of the com-
pute environment that were accessible before the
isolating step 116;

- establishing the communication to, and/or from, the
compute environment by reversing/cancelling the
system-level, and/or the environmental-level, con-
figurations deployed during the isolating step 116.

[0080] The method 100 comprises a step 134 for trans-
ferring the encrypted output data to storage means of the
HPC machine, or to a device external to the HPC ma-
chine, for example to storage means or a server located
on the premises of the user. Once the output data is trans-
ferred, said output data is totally erased from the storage
means of the compute environment.
[0081] If a component of the compute environment was
configured at the optional step 110 to meet technical
specification(s) required for the computing job, the con-
figuration of said component may be restored as it was
before step 110, at a step 136.
[0082] After optional step 136, the compute environ-
ment, i.e. the components forming the compute environ-
ment, are in the same state as they were before the com-
puting job was received. These components are now
available for carrying out a new computing job.
[0083] FIGURE 2 is a diagrammatic representation of
a non-limitative example of a HPC machine according to
the present invention.
[0084] The HPC machine 200, shown in FIGURE 2,
may be used to carry out a method according to the in-
vention, and in particular the method 100 of FIGURE 1.
[0085] The HPC machine 200 comprises several com-
puting nodes 2021-202n. Each computing node may be
a processor (CP) or a group of processors.
[0086] The HPC machine comprises a management
unit 204 for managing the operation of the HPC machine
200 and a workload management unit 206, also called
workload manager, for handling the computing jobs that
are assigned to the HPC machine.
[0087] The HPC machine also comprises a unit 208,
called quarantine manager, for isolating and de-isolating
a compute environment.
[0088] A computing job request received from a user,
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for example through a user interface (non represented)
of the HPC machine 200, is transmitted to the workload
manager 206. The input data of the computing job is
stored in a storage means 210 of the HPC machine 200.
[0089] The workload manager 206 selects, in the HPC
machine 200, the resources for carrying out the comput-
ing job, as a function of the resources required for the
computing job and the available resources in the HPC
machine 200. More particularly, the workload manager
206 selects the computing nodes 202 required for carry-
ing out the computing job. In the example shown in FIG-
URE 2, the computing nodes selected by the workload
manager 206 are the computing nodes 2021-2023.
[0090] The computing nodes 2021-2023 selected by
the workload manager 206 form a compute environment
210 for carrying out the computing job. The compute en-
vironment 210 also comprises storage means 212 for
storing encrypted input data, encrypted output data, and
the data actively used during the execution of the com-
puting job.
[0091] The compute environment 210 may also com-
prise other software or hardware components, generally
designated with the reference 214, such as an agent for
encrypting and decrypting data, a communication agent,
etc.
[0092] For example, the workload manager 206 may
be configured to carry out step 106 and 112 of the method
100.
[0093] The quarantine manager 208 is configured to:

- check whether the configuration of the components
of the compute environment 210 meets the technical
requirements associated with the computing job, and

- if not, configure at least one component of said com-
pute environment 210 accordingly.

[0094] For example, the quarantine manager 208 may
be configured to carry out steps 108 and 110 of the meth-
od 100.
[0095] The quarantine manager 208 may also be con-
figured to restore the configurations of the components
of the compute environment 210 in the same state as
they were before they were selected to carry out the com-
puting job, after the computing job is carried out. For ex-
ample, the quarantine manager 208 may be configured
to carry out step 136, if applicable.
[0096] The quarantine manager 208 is also configured
to isolate the compute environment 210 before the exe-
cution of the computing job, and to de-isolate said com-
pute environment 210 after the execution of the comput-
ing job. The quarantine manager 208 may also be con-
figured to transfer encrypted input data to storage means
inside the compute environment 210, transfer output data
to storage means 209 located outside the compute en-
vironment 210 or to a device external to the HPC machine
200. The quarantine manager 208 may also be config-
ured to clean the compute environment 210, after exe-
cution of the computing job and after the output data is

transferred to outside of said compute environment 210.
[0097] For example, the quarantine manager 208 may
be configured to carry out optional steps 114, 116, 130,
132 and 134 of the method 100.
[0098] Moreover, the quarantine manager 208 may be
configured to control access to the compute environment
210 as long as said compute environment 210 is in iso-
lated state so that the interaction with said compute en-
vironment is reserved only to the user. In some embod-
iments, the user may also give limited access to said
compute environment 210 to a third party, for example
for debugging a component of the compute environment
210. Such an access may be given and controlled
through the quarantine manager 208.
[0099] The compute environment 210 is configured to
carry out the computing job. For example, the compute
environment 210 may be configured to carry out steps
124-128.
[0100] At least one of the units 204-208 may be a hard-
ware unit, such as a processor, a computer, a server, etc.
[0101] At least one of the units 204-208 may be a soft-
ware unit, such as a computer program, a virtual ma-
chine, etc.
[0102] At least one of the units 204-208 may be a com-
bination of at least one hardware unit and a software unit.
[0103] At least one of the units 204-208 may be indi-
vidual unit, independent from the other units.
[0104] At least two of the units 204-208 may be com-
bined in a one and single unit.
[0105] Of course, the invention is not limited to the ex-
amples detailed above.

Claims

1. A method (100) for carrying out a computing job for
a client on a High Performance Computing, HPC,
machine (200), said method (100) comprising the
following steps:

- Selecting (106), in said HPC machine (200),
the resources (2021-2023,212,214) for carrying
out said computing job, said resources (2021-
2023,212,214) forming a so-called compute en-
vironment (210) comprising one or several com-
puting nodes (2021-2023), and
- performing (126) the computing job in said
compute environment (210);

wherein said method (100) also comprises before
the step (126) of performing the computing job, a
step (116) for isolating said compute environment
(210) from the rest of the HPC machine (200) so that
interaction with said compute environment (210) is
restricted to said client.

2. The method (100) according to preceding claim, fur-
ther comprising, before the isolation step (116), a
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step (114) for loading data to be computed in storage
means (212) located in the compute environment
(210), in encrypted form.

3. The method (100) according to the preceding claim,
further comprising, after the isolation step (116), a
step (124) for decrypting the loaded input data.

4. The method (100) according to any of the preceding
claims, further comprising, before the isolating step
(116):

- a step (108) for checking the compliance of at
least one component of the compute environ-
ment (210) to at least one technical specification
specific to the computing job, and
- in case said component is not compliant, a step
(110) for configuring said component rendering
said component compliant with said at least one
technical specification.

5. The method (100) according to any of the preceding
claims, wherein the step (116) for isolating the com-
pute environment (210) comprises at least one of
the following operations:

- preventing access to said compute environ-
ment (210) to any third party;
- preventing the compute environment (210)
from sending data to outside the compute envi-
ronment (210);
- preventing the compute environment (210)
from receiving data from outside the compute
environment (210).

6. The method (100) according to any of the preceding
claims, wherein the step (116) for isolating the com-
pute environment (210) comprises carrying out at
least one of the following operations:

- flagging (118) at least one component of the
compute environment (210) as non-accessible;
- deploying (120) at least one system-level con-
figuration inside said compute environment
(210);
- deploying (122) at least one environmental-
level configuration outside said compute envi-
ronment (210), and more particularly to at least
one network component and/or to an intercon-
nect component.

7. The method (100) according to any of the preceding
claims, further comprising, after computation of the
computing job:

- a step (128) for encrypting data output by the
computation of the computing job, and
- optionally storing said encrypted output data

in a storage means in the compute environment
(210);

while the compute environment (210) is in isolated
state.

8. The method (100) according to any of the preceding
claims, further comprising, after the computing job
is carried out, a step (132) for de-isolating the com-
pute environment (210) from the rest of the HPC ma-
chine so that interaction with said compute environ-
ment (210) is restored.

9. The method (100) according to the previous step,
further comprising, a step (130) for cleaning the com-
pute environment by deleting residual data regarding
the computing job in at least one component of the
compute environment.

10. A High Performance Computing, HPC, machine
(200), for carrying out a computing job, said HPC
machine (200) comprising:

- computing resources (2021-202n) for carrying
out the computing job, said computation re-
sources comprising at least one computation
node, and
- a so-called quarantine manager (208);

configured for carrying out the method (100) accord-
ing to at least one of the preceding claims.
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