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(57)  Machine (1) for treating textiles which comprises
a placement surface (20) for a textile (40) to be treated,
a laser device (100) arranged for marking over said sur-
face and a control device (50) for said laser device (100)
which comprises a series of stored instructions corre-
sponding to the path to be followed by the laser for the
textile (40) to be treated, whereby the machine (1) further
comprises at least one camera (102, 103) arranged so
as to take an image of the placement surface (20) and

an image processing module configured to identify the
textile (40) to be treated on said placement surface (20)
and to calculate the position and angle of said textile (40)
with respect to a stored position of said textile (40), and
said image processing module being connected to the
control device (50), in such a way that the control device
(50) is configured to modify the series of instructions on
the basis of the aforementioned position and angle data
determined by said image processing module.
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Description

[0001] The presentinventionrelatesto alasermachine
for treating textiles, whether cloth and/or garments.
[0002] Said machines comprise a surface for placing
the textile to be treated and a laser device placed above
and with the capacity to mark the surface. The textile to
be marked is placed on the surface and, subsequently,
the laser device causes the laser to strike the garment,
such that the laser produces a marked and/or bleached
and/or worn and/or burnt and/or cut effect, obtained de-
pending on the material of the garment, the power of the
laser and the time of exposure to the laser. Therefore,
the textile must be placed correctly since, otherwise, the
laser will not strike it in the right areas.

[0003] To preventincorrect placement of the textile (in
general, a garment), it is known practice to arrange a
light projector above the placement surface, which
projects on the surface the drawing to be marked, or a
border of the area to be marked or, alternatively, the out-
line of the garment or area in which it must be placed in
order to mark it correctly.

[0004] However,this solutionis not withoutdrawbacks.
First, it is difficult to place the garment exactly at the lo-
cation marked by the light projector owing to the nature
of the garments themselves, which tend to have creases
and irregularities. Moreover, owing to time pressures, the
operator may leave the garment in position without no-
ticing movement in the garment, or may move the gar-
ment slightly when releasing it, such that, when the laser
is activated, the garment has been moved and is not in
the correct place. Therefore, garments end up being in-
correctly marked despite the presence of the projector.
Furthermore, the process of adjusting the garment into
the position indicated by the light projected on the place-
ment surface takes time.

[0005] Itis an aim of the present invention to disclose
a laser machine for treating textiles which overcomes the
abovementioned drawbacks.

[0006] The present invention discloses a machine for
treating textiles which comprises a placement surface for
atextile to be treated, alaser device arranged for marking
over said surface and a control device for said laser de-
vice. Said laser device comprises a series of stored in-
structions corresponding to the path to be followed by
the laser for the textile to be treated. The machine further
comprises at least one camera arranged so as to take
an image of the placement surface and an image
processing module. Said module is configured to identify
the textile to be treated on said surface and its size, and
to calculate the position and angle of said textile with
respect to a stored position of said textile. Said module
is connected to the control device, in such a way that the
control device is configured to modify the series of in-
structions on the basis of the aforementioned position
and angle data determined by said module.

[0007] The presence of at least one camera arranged
so as to take an image of the placement surface together
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with an image processing module make it possible to
recognize the garment to be marked by the laser. Said
recognition is performed, for example, by means ofimage
recognition software, which identifies the model of textile
to be marked and its size. For each model and/or size,
the machine has a database or memory containing ref-
erence marking instructions which it accesses after iden-
tifying the garment. This means that the laser can mark
different garments on the same production line without
the need for the user to change the parameters, or the
type of specific marking of each garment. In other words,
the machine carries out the appropriate instructions for
each garment automatically, therefore allowing a mix of
garments to be supplied to the machine, without having
to adjust the parameters for each garment or work with
sets of identical garments in order to avoid having to
change said parameters frequently. Moreover, as well
as identifying or recognizing the garment to be marked,
it also detects the position of the garment and, on the
basis of this position, changes the reference instructions
forthe laser, sothatthe marking is adapted to the position
detected. This feature also helps to automate the marking
process and in particular facilitates or speeds up the proc-
ess of placing the garment, which does not need to be
placed so precisely to obtain the desired marking.
[0008] Preferably, the machine comprises means for
measuring the focal distance.

[0009] The focaldistance means the distance between
the laser device and the work surface. Knowing the exact
focal distance is advantageous when working or making
marks with a laser, since this makes it possible to better
focus the energy of the laser on the points necessary.
[0010] Inamore preferred embodiment, the means for
measuring the focal distance comprise said at least one
camera and the image processing module.

[0011] The ability to measure the focal distance, using
the camera which captures the image and the image
processing module, makes it possible to perform the nec-
essary operations to make the mark with the laser without
the need to add more elements to the machine.

[0012] In an alternative embodiment, the measuring
means comprise a laser distance sensor.

[0013] Having a laser distance sensor makes it possi-
ble to determine with great precision the focal distance,
or any other distance which it is necessary to determine
in the marking process. The use of said laser sensor may
also serve as a method for checking or confirming the
distance measured by means of other sensors or the at
least one camera.

[0014] Preferably, the image processing module iden-
tifies the textile to be treated using image recognition.
[0015] The ability to identify the garment to be marked,
by means of image recognition software, means that it
is not necessary to depend on the visibility of any code,
or other identification element, on the surface of said gar-
ment. It is thus possible to determine all the necessary
information regarding the garment by means of the hard-
ware already present in the machine, and the analysis,
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using the image processing module, of what is captured
by the at least one camera.

[0016] More preferably, the image recognition is per-
formed on the basis of artificial intelligence algorithms.
[0017] Identifying the garment by recognition of the
garment through an image by means of artificial intelli-
gence helps obtain control over production, the treatment
process and quality control that is more versatile. This
can be achieved using neural network structures, feeding
the latter with databases of images, various examples
and information and thus providing them with prior train-
ing, suchthatthey can learn to identify the various textiles
in any kind of situation. As the volume of examples and
production increases, the better and more versatile the
identification of any type of textile becomes, and the same
applies to the subsequent quality control. In addition, all
this learning can be used, in turn, to feed into and improve
various artificial intelligence models and algorithms for
use in Industry 4.0.

[0018] Alternatively, the image recognition is per-
formed on the basis of identification and calculation of
parameters and physical characteristics of the garment.
[0019] Through the analysis of the image captured, the
image processing module may extract certain parame-
ters that facilitate identification of the textile. Some of the
parameters may be, for example, the length or width of
the textile, the ratio between said length and said height,
angles between lines of intersection of the textile, the
presence of elements, such as buttons or seams, etc.
The identification and calculation of these parameters
may also help to position and orient the garment in rela-
tion to its reference coordinate centre and axes of the
machine. The calculation of these parameters facilitates
identification of the garment. The capacity of the image
processing module to calculate these parameters, or any
other parameter necessary, also makes it possible to
take various measurements that can be applied to vari-
ous functions for production, such as quality control of
the textiles or as described above, correct positioning
thereof for marking.

[0020] Preferably, the image processing module iden-
tifies the surface of the textile to be treated.

[0021] The machine, through the image processing
module, is able to identify which surface of the textile is
facing the laser. This makes it possible to identify, for
example, if the textile is face up or face down, and there-
fore if the surface to be treated is the front or back of the
textile. One case in which this feature is advantageous
would be in the treatment of trousers, as it can identify
which leg, left or right, is facing the laser and which part,
front or back. Depending on the reference provided, itis
even possible to make this distinction with the trousers
folded in half lengthwise.

[0022] Preferably, the machine performs quality con-
trol after treatment by means of the image processing
module.

[0023] Throughtheimage processing module, itis pos-
sible to determine whether the end result of the treatment
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complies with the quality parameters established. This
process speeds up production and allows fast and rapid
dual quality control, on the one hand by the machine after
treatment and on the other hand by the operator. This
quality control can be performed, for example, by com-
paring the final image obtained with a stored reference
image. By means of the abovementioned methods, it is
possible to verify the position, shapes and size of the
markings at the same time as evaluating the depth of
marking and/or the degree of contrast of the patterns.
Another way of performing quality control of marking can
be to use optical character recognition (OCR) software,
making it possible to recognize the shapes of the different
markings and assess the quality thereof by comparison
to their reference shape.

[0024] Preferably, the machine identifies the size of
the textile to be treated and adjusts the treatment to said
size.

[0025] Having the capacity to identify the size of the
textile to be treated makes it possible to treat each piece
according to its size, whether by scaling or by positioning
the treatment to be carried out.

[0026] Alternatively, the control module identifies the
textile to be treated by automatic identification and data
capture (AIDC), such as optical character recognition
(OCR).

[0027] The textile to be treated, in other words the type
of garment, specific model and even the size, may be
located on a visible surface of the garment in encoded
form, for example as a bar code, QR code, or any other
type of code making it possible to provide this information.
This facilitates precise identification of the garment to be
marked.

[0028] Preferably, the machine comprises an illumina-
tion system for illuminating the placement surface for the
garments to be treated.

[0029] In order for the camera to have an optimal view
of the textile, it is advantageous to have a system for
iluminating the surface on which the garments are
placed. Thus, the camera can capture the clearestimage
possible, and illumination can be controlled on the textiles
and on the surface, achieving illumination which is uni-
form and constant over time. This facilitates and simpli-
fies image recognition by the image processing module.
Moreover, having good illumination also makes it possi-
ble for the operator to see, just by looking, any flaws on
the placement surface or on the actual garment when
placed.

[0030] Preferably, the machine comprises a system for
3D scanning of the textile.

[0031] With a 3D scanning system, it is possible to dig-
itally recreate the surface to be marked of the textile lo-
cated above the surface in three dimensions. This makes
it possible to obtain the position of all of the points on the
textile in the form of, for example, a three-dimensional
map or in topographical style. Knowing the location of all
of the points on the surface to be marked is highly ad-
vantageous for various applications. One such applica-
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tion would be the recognition of the textile, type, model,
size and even the surface to be marked (front or back).
Another possible application is the ability to detect the
correct placement of each textile, detecting, for example,
unwanted wrinkles. Another possible application is the
ability to measure the distance from the laser at any point
on the textile, making it possible to correct the laser con-
trol instructions suitably for more precise marking, which
in turn can greatly facilitate the marking of any textile with
a clearly three-dimensional surface, such as a cap, hat
or footwear.

[0032] Preferably, the machine comprises at least two
cameras with different optics.

[0033] Having more than one camera with different op-
tics makes it possible to capture the textile from different
points of view, which is advantageous with a view to per-
forming better analysis of the image and identifying the
garment more accurately. Moreover, having different op-
tics also helps to obtain stronger or weaker focus and/or
detail of the image, which can be useful with a view to
performing more or less rapid calculations for cases in
which stronger or weaker resolution or precision is re-
quired, adapting said parameters to production needs.
[0034] For a clearer understanding of the present in-
vention, drawings illustrating an exemplary embodiment
of the subject matter of the invention are attached by way
of explanatory but non-limiting example.

Figure 1 is a perspective view of a laser machine for
treating textiles.

Figure 2 is a detail view of an internal surface of the
roof of an embodiment of a laser machine for treating
textiles.

Figure 3 is a view in front elevation of Figure 1.

Figure 4ais a detail view of the capture and obtaining
of a coordinate centre of a textile to be marked, by
the image processing module.

Figure 4b is a detail view of the capture and recog-
nition of a surface to be treated of a textile, by the
image processing module.

Figure 5 is a detail view of the capture and obtaining
of parameters by an image processing module of the
laser machine for treating textiles.

Figure 6ais a detail view of the capture and obtaining
of a 3D scan of a textile.

Figure 6b is a detail view of the capture and obtaining
of another 3D scan of the same textile as Figure 6a.

Figure 7 is a diagram showing the interaction and
exchange of information between elements of the
machine.
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[0035] Figure 1 shows a laser machine 1 for treating
textiles according to the present invention. As can be
seen in this figure, the machine 1 comprises a laser de-
vice 100, a surface 20 for the placement of textiles and
a user interface 30. The laser device 100 in turn com-
prises a control device 50 and a scanning head 105.
[0036] Figure 2 shows the internal surface of the roof
of the machine 1, viewed from the surface 20. in this
figure, other components of the machine 1 can be seen.
More particularly, it shows an opening 101 through which
the laser beam exits. Said laser beam is modulated and
controlled by the scanning head 105, which is in turn
controlled by the control device 50 of the laser. Said con-
trol device 50 has the task of modifying the direction,
focus and/or power of the laser as required for each mark
by actuating the relevant elements, such as mirrors and
lenses, to redirect and focus the laser. This figure also
shows two cameras 102 and 103, which have the task
of capturing the image of the textile placed on the surface
20. Said two cameras 102 and 103 may be used individ-
ually or together. Depending on the optics or resolution
of each camera, it will be to some degree appropriate to
use one or other of the cameras. Said cameras 102 and
103 may also be used to calibrate or determine the focal
distance which is favourable for obtaining good adjust-
ment of the laser and, therefore, good marking. Figure 2
also shows an illumination system 200 which comprises
a set of lights 201, 202, 203, 204, 205 and 206 for ap-
propriate illumination of the work surface where the tex-
tiles are placed and the textile itself, in such a way as to
aid optimum capture of images by the cameras 102 and
103. it also shows a 3D scanning system 104. Said sys-
tem makes it possible to capture the textile in three di-
mensions, such that the laser device can determine the
distance to all points on the surface of the textile to be
marked, allowing it to adjust the marking instructions ac-
cordingly, or detect unwanted wrinkles or positions of the
textile which are incorrect for good marking.

[0037] Figure 3 shows the machine 1in front elevation,
making it possible to delimit a focal distance f between
the laser device 100, more specifically the opening 101,
and the surface 20 where the textiles are placed. It also
shows the scanning head 105 of the laser 100, from the
front and, in profile, the user interface 30 and the control
device 50.

[0038] Figure 4a shows an example of the capture and
analysis of an image of a textile by the image processing
module. Said figure depicts a textile 40 which is captured
by at least one camera 102 or 103. Said at least one
camera 102 or 103 sends information, as a digital image,
to the image processing module. Said module interprets
the image, in such a way as to allow identification of the
outline of the textile, which in turn makes it possible to
frame the textile 40 in arectangle 41 delimiting said textile
40, said rectangle 41 having a coordinate centre d; of
said textile. Said coordinate centre d, is positioned at a
point (x4,y4) of a reference coordinate centre 0 and axes
(X,Y) of the machine. With the rectangle 41 it is not only
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possible to obtain a coordinate centre d, relating to the
textile 40, but also to define coordinate axes relating to
the textile (dy4,dy4) in the form of vectors referenced to
said reference coordinate centre 0 and axes (X,Y), it be-
ing possible to obtain a horizontal coordinate and a ver-
tical coordinate with respect to the textile. This informa-
tion is sent to the control device of the laser. Based on
the comparison between the actual coordinate centre d
and axes (dy4,dy4) relating to the textile which is to be
marked, and a reference coordinate centre dy and axes
(dyo.dyo) pre-recorded in its memory for said textile, the
image processing module calculates appropriate correc-
tion factors to modify the instructions to be received by
the control device in such a way that marking is matched
to the actual position and orientation of the textile.
[0039] Figure 4b shows an example of the capture and
analysis of an image of a textile in which the image
processing module is capable of detecting, for the same
model and size of textile 40, the surface to be marked.
The top drawing shows an image captured by one of the
cameras 102 or 103 of a type and model of textile, in
which the visible surface is the front part of the right leg
of a pair of trousers, whereas, in the bottom drawing, the
visible surface, and therefore the surface captured by
one of the cameras 102 or 103, is the front part of the left
leg of the pair of trousers. As in Figure 4a, the module
will delimit the textile 40 using a rectangle 41 and will
determine a coordinate centre d, and axes (d,,,d,») re-
lating to said textile and a centre d3 and axes (d,3,dy3)
respectively for each surface of the textile captured. How-
ever, depending on which surface is captured, the image
processing module will analyse and identify this surface,
for which purpose it will access one series of saved ref-
erence instructions or another according to the surface
identified by the image processing module. Subsequent-
ly, said series of reference instructions will be modified
to adapt the marking to the actual position and orientation
of the textile.

[0040] Figure 5 shows some of the key parameters
which make it possible to identify the type, model and
size of a textile 40 captured by one of the cameras 102
or 103. Through the analysis, by the image processing
module, of the image captured, it is possible to extract
certain parameters which facilitate the identification of
the textile. In the example of Figure 5, in which the textile
captured consists of long trousers, some of these param-
eters may be, for example, the width p of the leg at the
hem, the length | of the trousers, the width ¢ of the waist,
the crotch depth t or distance between the crotch and the
waist. The calculation of these parameters also helps to
position and orientthe garmentin relation to the reference
coordinate centre 0 and axes (X,Y) of the machine, and
therefore an angle o of orientation of the garment can in
turn also be obtained. The calculation of these parame-
ters facilitates identification of the garment. The capacity
of the image processing module to calculate these pa-
rameters, or any other parameter necessary, also makes
it possible to take various measurements that can be
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applied to various functions for production, such as qual-
ity control of the textiles or as described above, correct
positioning thereof for marking.

[0041] Figure 6a shows an example of obtaining a 3D
map 42 of a garment 40. in the example of Figure 6, a
3D map 42 of topographical type is obtained, in which
each point on the surface of the textile 40 is represented
by a colour or value, depending on the distance to the
height at which it is located with respect to the surface
20 where the textile 40 is situated. This type of 3D map
is advantageous for various applications such as identi-
fying the textile to be marked, detecting unwanted wrin-
kles, detecting the position and orientation of the textile,
quality control of the textile, or even recalibrating the pow-
er or incision of the laser according to the actual distance
of each point with respect to said laser.

[0042] Figure 6b shows another example of obtaining
a 3D map 42 of the same garment 40. in this case, said
figure shows how said 3D map may be used for detecting
wrinkles and incorrect positioning of the textile 40.
[0043] Figure 7 shows a schematic diagram of the in-
teraction between various elements of an embodiment
of a machine for treating textiles. Said diagram shows
the communication and exchange of information be-
tween said elements making it possible to achieve the
operation of the machine described above. Optical sen-
sors 1100, such as acamera 102 or 103, capture images,
and have the task of sending this information to a first
processing unit 31 of programmable type (FGPA) and/or
to another graphics processing unit 32 (GPU). The two
units 31 and 32 are also connected such that they can
work together, if necessary, when obtaining and comput-
ing the information received by the sensors 1100. More-
over, the graphics processing unit 32 (GPU) is also con-
nected to a first central processing unit 33 (CPU) which
has the task of coordinating and processing the image
information. In this diagram, which shows one possible
embodiment of the machine, this first central processing
unit 33 is connected to a second central processing unit
51 (CPU), such that they can exchange information and
send orders to one another when required. The unit 51
is also in turn in communication with a digital signal proc-
essor 52 (DSP), which in turn is connected to a second
processing unit 53 of programmable type (FGPA). To-
gether, the digital signal processor 52 and the unit 53
have the task of interpreting the instructions in the form
of a digital signal from the unit 51 and translating same
into instructions suitable for controllers, sensors or actu-
ators. The processor 52 has the task of performing the
calculations to give the necessary orders to the second
unit 53, which in turn translates and sends said orders
as control parameters for the various devices to which it
is connected. Said second unit 53 is connected to a pro-
grammable logic controller 54 (PLC), which has the task
of general mechanical control of the machine 1, to the
scanning head 105, to the laser 100 and to sensors
and/or actuators 110, such as safety sensors of the type
which stop or restart operation of the machine automat-
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ically.

[0044] Although the invention has been described with
reference to examples of preferred embodiments, these
must not be considered as limiting the invention, which
will be defined by the broadest interpretation of the fol-
lowing claims.

Claims

1. Machine for treating textiles which comprises a
placement surface for a textile to be treated, a laser
device arranged for marking over said surface and
a control device for said laser device which compris-
es a series of stored instructions corresponding to
the path to be followed by the laser for the textile to
be treated, characterized in that the machine fur-
ther comprises at least one camera arranged so as
to take an image of the placement surface and an
image processing module, said module being con-
figured to identify the textile to be treated on said
surface and to calculate the position and angle of
said textile with respect to a stored position of said
textile, and said module being connected to the con-
trol device, in such a way that the control device is
configured to modify the series of instructions on the
basis of the aforementioned position and angle data
determined by said module.

2. Machine according to the preceding claim, charac-
terized in that the image processing module iden-
tifies the textile to be treated using image recognition.

3. Machine accordingto Claim 1, characterized in that
the control module identifies the textile to be treated
by automatic identification and data capture (AIDC).

4. Machine according to the preceding claim, charac-
terized in that the control module identifies the tex-
tile to be treated by optical character recognition
(OCR).

5. Machine according to any of the preceding claims,
characterized in that the control module identifies
the surface of the textile to be treated.

6. Machine according to any of the preceding claims,
characterized in that it identifies the size of the tex-
tile to be treated and adjusts the treatment to said
size.

7. Machine according to any of the preceding claims,
characterized in that it comprises means for meas-
uring the focal distance.

8. Machine according to the preceding claim, charac-
terized in that the means for measuring the focal
distance comprise said at least one camera and the
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10.

1.

12.

13.

image processing module.

Machine according to Claim 7, characterized in that
the measuring means comprise alaser distance sen-
sor.

Machine according to any of the preceding claims,
characterized in that it performs quality control after
treatment by means of the image processing mod-
ule.

Machine according to any of the preceding claims,
characterized in that it comprises an illumination
system forilluminating the placement surface for the
garments to be treated.

Machine according to any of the preceding claims,
characterized in that it comprises a system for 3D
scanning of the textile.

Machine according to any of the preceding claims,
characterized in that it comprises at least two cam-
eras with different optics.
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