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(54) GROUND AIR TRAFFIC MONITORING UNDER LOW VISIBILITY CONDITIONS USING
AUGMENTED REALITY (USING HEAD-MOUNTED DISPLAY)
(57)  Anaugmented reality system in an air traffic con-

trol tower receives data from multiple airfield sensors and
from local aircraft and correlates the data in space and
time. Features of the airfield are rendered visually in an
augmented reality headset during low visibility condi-
tions. The augmented reality system renders visualiza-

tions of aircraft and may render data from the aircraft to
coincide with the visualizations. The augmented reality
system may receive data from systems within the air traf-
fic control tower, commonly rendered on displays in the
air traffic control tower and rendered such data within the
augmented reality display.
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Description
PRIORITY

[0001] The present application claims the benefit of
priority of Indian Patent App. No. 202311023105 (filed
March 29, 2023).

BACKGROUND

[0002] Managing ground air traffic at the airports under
low visibility conditions, because of fog, rain, insufficient
lighting, and long distances, is a challenge. In existing
systems, the air traffic control operators rely on vision,
binoculars, and cameras which are placed in the airfields
(airport runways etc.) to spot, locate, and track aircraft.
Such visual mechanisms allow only partially unclear
views under low visibility conditions, and also imposes
high "head down time" for the air traffic control operator.
[0003] Currently, airport operations under low visibility
conditions are based on procedures and working meth-
ods with limited or no automation support. It would be
advantageous to have a system and method for enhanc-
ing visibility within the air traffic control tower under low
visibility conditions.

SUMMARY

[0004] In one aspect, embodiments of the inventive
concepts disclosed herein are directed to an augmented
reality systemin an air traffic control tower. The augment-
ed reality system receives data from multiple airfield sen-
sors and from local aircraft and correlates the data in
space and time. Features of the airfield are rendered vis-
ually in an augmented reality headset during low visibility
conditions.

[0005] In a further aspect, the augmented reality sys-
tem renders visualizations of aircraft and may render data
from the aircraft to coincide with the visualizations.
[0006] In a further aspect, the augmented reality sys-
tem may receive data from systems within the air traffic
control tower, commonly rendered on displays in the air
traffic control tower and rendered such data within the
augmented reality display.

[0007] It is to be understood that both the foregoing
general description and the following detailed description
are exemplary and explanatory only and should not re-
strict the scope of the claims. The accompanying draw-
ings, which are incorporated in and constitute a part of
the specification, illustrate exemplary embodiments of
the inventive concepts disclosed herein and together with
the general description, serve to explain the principles.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The numerous advantages of the embodiments
of the inventive concepts disclosed herein may be better
understood by those skilled in the art by reference to the
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accompanying figures in which:

FIG. 1 shows a block diagram of a system according
to an exemplary embodiment.

FIG. 2 shows a block diagram of a system according
to an exemplary embodiment.

FIG. 3 shows a flowchart of a method according to
an exemplary embodiment.

DETAILED DESCRIPTION

[0009] Before explaining various embodiments of the
inventive concepts disclosed herein in detail, it is to be
understood that the inventive concepts are not limited in
their application to the arrangement of the components
or steps, or methodologies set forth in the following de-
scription or illustrated in the drawings. In the following
detailed description of embodiments of the instant inven-
tive concepts, numerous specific details are set forth in
order to provide a more thorough understanding of the
inventive concepts. However, it will be apparent to one
of ordinary skill in the art having the benefit of the instant
disclosure that the inventive concepts disclosed herein
may be practiced without these specific details. In other
instances, well-known features may not be described in
detail to avoid unnecessarily complicating the instant dis-
closure. The inventive concepts disclosed herein are ca-
pable of other embodiments or of being practiced or car-
ried out in various ways. Also, it is to be understood that
the phraseology and terminology employed herein is for
the purpose of description and should not be regarded
as limiting.

[0010] As used herein a letter following a reference
numeral is intended to reference an embodiment of a
feature or elementthatmay be similar, but not necessarily
identical, to a previously described element or feature
bearing the same reference numeral (e.g., 1, 1a, 1b).
Such shorthand notations are used for purposes of con-
venience only and should not be construed to limit the
inventive concepts disclosed herein in any way unless
expressly stated to the contrary.

[0011] Further, unless expressly stated to the contrary,
"or" refers to an inclusive or and not to an exclusive or.
For example, a condition A or B is satisfied by anyone of
the following: A is true (or present), and B is false (or not
present), A is false (or not present), and B is true (or
present), and both A and B are true (or present).
[0012] In addition, use of "a" or "an" are employed to
describe elements and components of embodiments of
the instant inventive concepts. This is done merely for
convenience and to give a general sense of the inventive
concepts, and "a" and "an" are intended to include one
or at least one and the singular also includes the plural
unless it is obvious that it is meant otherwise.

[0013] Also, while various components may be depict-
ed as being connected directly, direct connection is not
arequirement. Components may be in data communica-
tion with intervening components that are not illustrated
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or described.

[0014] Finally, as used herein any reference to "one
embodiment,” or "some embodiments" means that a par-
ticular element, feature, structure, or characteristic de-
scribed in connection with the embodiment is included in
at least one embodiment of the inventive concepts dis-
closed herein. The appearances of the phrase "in at least
one embodiment" in the specification does not necessar-
ily refer to the same embodiment. Embodiments of the
inventive concepts disclosed may include one or more
of the features expressly described or inherently present
herein, or any combination or sub-combination of two or
more such features.

[0015] Broadly, embodiments of the inventive con-
cepts disclosed herein are directed to an augmented re-
ality system in an air traffic control tower. The augmented
reality system receives data from multiple airfield sensors
and from local aircraft and correlates the data in space
and time. Features of the airfield are rendered visually in
an augmented reality headset during low visibility condi-
tions. The augmented reality system renders visualiza-
tions of aircraft and may render data from the aircraft to
coincide with the visualizations. The augmented reality
system may receive data from systems within the air traf-
fic control tower, commonly rendered on displays in the
air traffic control tower and rendered such data within the
augmented reality display.

[0016] Referringto FIG. 1, a block diagram of a system
according to an exemplary embodiment is shown. The
system includes at least one processor 100, memory 102
connected to the processor 100 to embody processor
executable code, a plurality of sensors 104 in data com-
munication with the processor 100, and an AR enabled
headset display 106 in data communication with the proc-
essor 100. The processor 100 receives data from the
plurality of sensors 104 locates the data in space based
on known locations and orientations of the corresponding
sensors 104. For example, a first vision-based sensor
104 (camera) may track an aircraft (i.e., via object rec-
ognition algorithms) from a first known location and
known observation angle while a second vision-based
sensor 104 may track the aircraft from a second known
location and known observation angle. The processor
100 may receive such data and correlate each data point
to locate those data points in space.

[0017] In atleast one embodiment, the processor 100
may access a stored model of an airfield, including tax-
iways, runways, locations of sensors 104, and a location
of the user/ AR enabled headset display 106 (i.e., an air
traffic control tower) from a data storage element 108 in
data communication with the processor 100. The proc-
essor 100 may locate data points in space relative to the
stored model based on known locations of landmarks in
the stored model and observations of those landmarks
by the sensors 104. Furthermore, the processor 100 may
render the model of the airfield in the AR enabled headset
display 106 for clarity during periods of reduced visibility.
Forexample, the processor 100 may render high-visibility
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outlines of airfield features, superimposed over the actual
features in the AR enabled headset display 106.

[0018] In at least one embodiment, the system may
include a data connection element 110 in data commu-
nication with the processor 100. The processor 100 may
receive data from aircraft; such data may include the lo-
cation, direction of travel, and status of the aircraft. The
processor 100 may correlate such data with data points
received from the plurality of sensors 104. In at least one
embodiment, the processor 100 may access stored mod-
els corresponding to the aircraft sending data to the data
connection element 110.

[0019] Having received and correlated data from the
plurality of sensors 104 and potentially from aircraft via
the data connection element 110, the processor 100
renders graphical representations of the data on the AR
enabled headset display 106. Such graphical represen-
tations may include rendering stored models of aircraft
to correspond to the real-world location of the aircraft as
seen from the perspective of the user with necessary
scaling and transformation. In at least one embodiment,
the graphical representations may be derived from real-
time data streams from the sensors 104, 106. For exam-
ple, the processor 100 may employ object recognition
algorithms to identify an aircraft in an image stream and
map the image of the aircraft to an aircraft model based
on identifiable landmarks in the image stream.

[0020] The user has access to local informational dis-
play. In atleast one embodiment, the processor 100 may
receive such data via the data connection element 110
and render such data in the AR enabled headset display
106. For example, the processor 100 may render such
data in a format substantially similar to the local informa-
tional displays (i.e., visually similar renders maintained
in the user’s field of vision). Alternatively, or in addition,
the processor 100 may superimpose such data over cor-
responding aircraft within the user’s field of view.
[0021] In atleast one embodiment, the processor 100
may apply a threshold of visibility to determine when to
render certain elements in the AR enabled headset dis-
play 106. For example, the processor 100 may determine
thatlocal visibility is below some threshold based on sen-
sorimages where the processor 100 may observe certain
landmarks and thereby gauge local observability.
[0022] ReferringtoFIG. 2, a block diagram of a system
according to an exemplary embodiment is shown. The
system includes a VR / AR system 200 configured to
render a simulated air traffic control tower environment
on a VR / AR enabled headset 206. The simulation em-
bodies a real out-the-window view. The VR / AR system
200 constructs the real out-the-window view based on
vision-based sensors 204, non-vision-based sensors
208, radars 210, predefined aircraft and airfield models,
data received from aircraft, etc. Each datapoint may in-
clude location data specific to the source of the data to
allow the VR / AR system 200 to correlate data in space.
Furthermore, each datapoint may be timestamped to al-
low the VR / AR system 200 to correlate the data in time.
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[0023] The system may include a motion tacking / ges-
ture tracking element 202 (e.g., a Flock-of-Birds tracker
device) to augment visual perception. AR in the air traffic
control tower environments supports the air traffic con-
troller by blending in real-time computer-generated data
(virtual reality) into the real-world view. In at least one
embodiment, the VR / AR enabled headset 206 compris-
es a dual-display see-through Head-Mounted-Display
(HMD). The HMD position and attitude are tracked with
high precision to enable the VR / AR system 200 to su-
perimpose a bright virtual image across the field-of-view.
The superimposed image can be static data (e.g., arbi-
trary flight strip information) or information which de-
pends on the direction of view (e.g., direction finder in-
formation, flight strip information filtered based on the
direction of view, label information attached to the visual
presentation of an aircraft, or the like).

[0024] Referring to FIG. 3, a flowchart of a method ac-
cording to an exemplary embodiment is shown. A VR /
AR system in an air traffic control tower includes a proc-
essor that receives 300 data from a plurality of sensors,
at least some of which are disposed at known locations
in the airfield. The processor also receives 302 data from
one or more aircraft, including location data and status
data associated with the aircraft.

[0025] The processorlocates 304 and orients each da-
tapoint in space and time based on location metadata
and timestamp data, the known locations of the sensors,
the known locations of landmarks in sensor image
streams, etc. Once all of the datapoints are located in
space, the processor renders 306 representations of the
datapoints in an AR enabled headset display. Such ren-
derings may include elements to highlight features of the
airfield and aircraft and / or full graphical renderings of
such features and aircraft. Furthermore, the processor
may determine a level of graphical intervention based on
a gauge of local visibility conditions.

[0026] In atleast one embodiment, the processor may
receive 308 data corresponding to local displays in the
air traffic control tower and render 310 such information
in the AR enabled headset display. In at least one em-
bodiment, the processor may render such data within the
AR enabled headset display to generally correspond to
the same display in the air traffic control tower to facilitate
air traffic controller comprehension. Alternatively, or in
addition, the data may be rendered to associate the data
with a specific aircraft where appropriate.

[0027] Embodiments of the present disclosure enable
better visibility and tracking of flights on fields under low
visibility conditions and reduced "head down time" be-
tween the primary visualfield (i.e., out the tower window),
and an auxiliary tool (e.g., paper, electronic flight strips,
surface movement radar, etc.). Consolidating multiple
data streams into a single AR display may reduce the
number of screens in the air traffic control tower; the air
traffic control digital wall may be avoided as the informa-
tion is being made available on a head-mounted display
at a reduced cost.
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[0028] It is believed that the inventive concepts dis-
closed herein and many of their attendant advantages
will be understood by the foregoing description of em-
bodiments of the inventive concepts, and it will be appar-
ent that various changes may be made in the form, con-
struction, and arrangement of the components thereof
without departing from the broad scope of the inventive
concepts disclosed herein or without sacrificing all of their
material advantages; and individual features from vari-
ous embodiments may be combined to arrive at other
embodiments. The forms herein before described being
merely explanatory embodiments thereof, it is the inten-
tion of the following claims to encompass and include
such changes. Furthermore, any of the features dis-
closed in relation to any of the individual embodiments
may be incorporated into any other embodiment.

Claims

1. An augmented reality computer apparatus compris-
ing:

an augmented reality, AR, enabled headset dis-
play (106); and

at least one processor (100) in data communi-
cation with the AR enabled headset display and
a memory (102) storing processor executable
code for configuring the at least one processor
to:

receive a plurality of data streams, each cor-
responding to an airfield sensor;

receive data from one or more aircraft;
correlate the data streams and data from
the one or more aircraft based on location
and timestamp metadata, and known loca-
tions of the airfield sensors; and

render, in the AR enabled headset display,
a graphical representation of an airfield and
the one or more aircraft based on the plu-
rality of data streams and data from the one
or more aircraft.

2. The apparatus of Claim 1, further comprising a data
storage element (108) including a model of the air-
field, wherein:

the at least one processor (100) is further con-
figured to locate the graphical representations
with respect to the model: and rendering the
graphical representation of the airfield compris-
es rendering the model; and optionally wherein:

the data storage element includes models
of aircraft; and

rendering the graphical representations of
the one or more aircraft comprises render-
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ing an aircraft model.

The apparatus of Claim 1 or 2, wherein the at least
one processor (100) is further configured to:

receive data corresponding to one or more local
air traffic control displays; and

render the data corresponding to one or more
local air traffic control displays in the AR enabled
headset display (106).

The apparatus of Claim 3, wherein the at least one
processor (100) is further configured to:

determine if the one or more local air traffic control
displays are not within a field of view of the AR en-
abled headset display (106); and

only render the data corresponding to one or more
local air traffic control displays in the AR enabled
headset display when not within the field of view;
and/or wherein the at least one processor (100) is
further configured to map the data corresponding to
one or more local air traffic control displays to a cor-
responding aircraft.

The apparatus of any preceding Claim, wherein the
at least one processor (100) is further configured to
determine a level of visibility based on at least one
of the data streams.

An augmented reality air traffic control system com-
prising:

an augmented reality, AR, enabled headset dis-
play(106);

a plurality of sensors (104) disposed at known
locations on an airfield; and

at least one processor (100) in data communi-
cation with the plurality of sensors, the AR ena-
bled headset display, and a memory (102) stor-
ing processor executable code for configuring
the at least one processor to:

receive a plurality of data streams, each cor-
responding to one of the pluralities of sen-
sors.

receive data from one or more aircraft.
correlate the data streams and data from
the one or more aircraft based on location
and timestamp metadata, and known loca-
tions of each of the plurality of sensors; and
render, in the AR enabled headset display,
a graphical representation of an airfield and
the one or more aircraft based on the plu-
rality of data streams and data from the one
or more aircraft.

The system of Claim 6, further comprising a data
storage element (108) including a model of the air-
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10.

1.

12.

field, wherein:

the atleast one processor (100) is further configured
to locate the graphical representations with respect
to the model: and

rendering the graphical representation of the airfield
comprises rendering the model; and optionally
wherein:

the data storage elementincludes models of air-
craft; and

rendering the graphical representations of the
one or more aircraft comprises rendering an air-
craft model.

The system of Claim 6 or 7, wherein the at least one
processor (100) is further configured to:

receive data corresponding to one or more local
air traffic control displays; and

render the data corresponding to one or more
local air traffic control displays in the AR enabled
headset display (106).

The system of Claim 8, wherein the at least one proc-
essor (100) is further configured to:

determine if the one or more local air traffic control
displays are not within a field of view of the AR en-
abled headset display (106); and

only render the data corresponding to one or more
local air traffic control displays in the AR enabled
headset display when not within the field of view;
and/or wherein the at least one processor is further
configured to map the data corresponding to one or
more local air traffic control displays to a correspond-
ing aircraft.

The system of Claim 6, 7, 8 or 9, wherein the at least
one processor (100) is further configured to deter-
mine a level of visibility based on at least one of the
data streams.

A method for enhancing a low visibility airfield in an
air traffic control tower comprising:

receiving a plurality of data streams, each cor-
responding to an airfield sensor;

receiving data from one or more aircraft;
correlating the data streams and data from the
one or more aircraft based on location and
timestamp metadata, and known locations of the
airfield sensors; and

rendering, in an AR enabled headset display, a
graphical representation of the airfield and the
one or more aircraft based on the plurality of
data streams and data from the one or more
aircraft.

The method of Claim 11, further comprising locating
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the graphical representations with respect to an air-
field model, wherein rendering the graphical repre-
sentation of the airfield comprises rendering the air-
field model; and optionally wherein rendering the
graphical representations of the one or more aircraft
comprises rendering an aircraft model.

13. The method of Claim 11 or 12, further comprising:

receiving data corresponding to one or more lo-
cal air traffic control displays; and

rending the data corresponding to one or more
local air traffic control displays in the AR enabled
headset display.

14. The method of Claim 11, 12 or 13, further comprising
determining a level of visibility based on at least one
of the data streams.

15. The method of Claim 14, further comprising:

determining if the level of visibility is below a
predefined threshold; and

rendering the graphical representations when
the level of visibility is below the predefined
threshold.
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