
Processed by Luminess, 75001 PARIS (FR)

(19)
EP

4 
44

0 
17

2
A

1
*EP004440172A1*

(11) EP 4 440 172 A1
(12) EUROPEAN PATENT APPLICATION

published in accordance with Art. 153(4) EPC

(43) Date of publication: 
02.10.2024 Bulletin 2024/40

(21) Application number: 22909931.2

(22) Date of filing: 19.12.2022

(51) International Patent Classification (IPC):
H04W 16/10 (2009.01)

(52) Cooperative Patent Classification (CPC): 
H04W 16/10; H04W 28/02; H04W 72/1263 

(86) International application number: 
PCT/CN2022/139975

(87) International publication number: 
WO 2023/116618 (29.06.2023 Gazette 2023/26)

(84) Designated Contracting States: 
AL AT BE BG CH CY CZ DE DK EE ES FI FR GB 
GR HR HU IE IS IT LI LT LU LV MC ME MK MT NL 
NO PL PT RO RS SE SI SK SM TR
Designated Extension States: 
BA
Designated Validation States: 
KH MA MD TN

(30) Priority: 22.12.2021 CN 202111583487

(71) Applicant: Huawei Technologies Co., Ltd.
Shenzhen, Guangdong 518129 (CN)

(72) Inventors:  
• HU, Bin

Shenzhen, Guangdong 518129 (CN)

• WANG, Jian
Shenzhen, Guangdong 518129 (CN)

• LI, Rong
Shenzhen, Guangdong 518129 (CN)

• GE, Yiqun
Shenzhen, Guangdong 518129 (CN)

• TONG, Wen
Shenzhen, Guangdong 518129 (CN)

(74) Representative: Pfenning, Meinig & Partner mbB
Patent- und Rechtsanwälte
Theresienhöhe 11a
80339 München (DE)

(54) COMMUNICATION METHOD AND COMMUNICATION APPARATUS

(57) Embodiments of this application disclose a com-
munication method and a communication apparatus. The
method includes: A transmit end performs first encoding
processing on first data by using an encoder neural net-
work, to obtain a first sent feature, where the first sent
feature is related to a channel distribution dimension of
an environment in which the transmit end is located. The
transmit end performs second encoding processing on
the first sent feature by using a matching layer, to obtain
a first feature, where the encoder neural network and the
matching layer are obtained through independent train-
ing. The transmit end sends the first feature to a receive
end, where the first feature is used by the receive end to
obtain the first data. Because the encoder neural network
and the matching layer are obtained through independent
training, when a channel changes, adaptation to a new
channel can be implemented by updating only the match-
ing layer of the transmit end, so that a current channel
may be adjusted within a shorter time, and overheads
required for network training of the receive end are re-
duced. In addition, because the receive end does not
need to participate in training, a requirement for a

processing capability of the receive end can be reduced,
so that use duration of the receive end can be prolonged.
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Description

[0001] This application claims priority to Chinese Pat-
ent Application No. 202111583487.7, filed with the China
National Intellectual Property Administration on Decem-
ber 22, 2021 and entitled "COMMUNICATION METHOD
AND COMMUNICATION APPARATUS", which is incor-
porated herein by reference in its entirety.

TECHNICAL FIELD

[0002] This application relates to the field of comput-
ers, and in particular, to a communication method and a
communication apparatus.

BACKGROUND

[0003] Modern communication system designs are
modular. A signal processing process is divided into a
series of sub-modules, such as source encoding, chan-
nel encoding, modulation, and channel estimation. In
each sub-module, modeling is performed based on a
specific signal processing algorithm, and is usually ap-
proximately some simplified linear models. However, in
this manner, each sub-module is optimized separately.
Consequently, optimal end-to-end communication of an
entire physical layer cannot be ensured. In contrast, more
interference effects, such as amplifier distortion and
channel impairment, are introduced to a conventional
end-to-end communication system. In addition, a quan-
tity of to-be-controlled factors and parameters increases.
Therefore, complexity of performing end-to-end optimi-
zation by using a conventional method is very high.
[0004] With development of deep learning technolo-
gies, some researchers propose to replace a convention-
al communication transceiver design with a design that
is based on an autoencoder, perform modeling of a trans-
mit end and a receive end in a neural network manner,
and learn a data distribution by using a large quantity of
training samples, to predict a result. Such an end-to-end
learning manner can implement joint optimization, and
can achieve a better effect compared with an existing
method. However, impact of an external environmental
factor, namely, a channel, further exists in an end-to-end
communication system. In a real communication scenar-
io, a channel is not constant, especially on a time-varying
Rayleigh fading channel (time-vary rayleigh fading chan-
nel). When an autoencoder (autoencoder, AE) network
trained only on a specific channel encounters an unpre-
dictable channel response, a situation of a matching error
occurs (which is equivalent to a situation in which a value
in a trained data set is abnormal), and retraining and ad-
justment need to be performed, which causes relatively
large communication overheads of a receive end and a
transmit end. Therefore, a communication solution with
relatively low communication overheads is studied.

SUMMARY

[0005] Embodiments of this application disclose a
communication method and a communication apparatus,
and communication overheads are relatively low.
[0006] According to a first aspect, an embodiment of
this application provides a communication method,
where the method includes: A transmit end performs first
encoding processing on first data by using an encoder
neural network, to obtain a first sent feature, where the
first sent feature is related to a channel distribution di-
mension of an environment in which the transmit end is
located. The transmit end performs second encoding
processing on the first sent feature by using a matching
layer, to obtain a first feature, where the encoder neural
network and the matching layer are obtained through in-
dependent training, and a dimension of the first feature
is less than a dimension of the first sent feature. The
transmit end sends the first feature to a receive end,
where the first feature is used by the receive end to obtain
the first data.
[0007] In this embodiment of this application, the trans-
mit end performs first encoding processing on the first
data by using the encoder neural network, to obtain the
first sent feature, and performs second encoding
processing on the first sent feature by using the matching
layer, to obtain the first feature. Because the encoder
neural network and the matching layer are obtained
through independent training, when a channel changes,
adaptation to a new channel can be implemented by up-
dating only the matching layer of the transmit end, so that
a current channel may be adjusted within a shorter time,
and overheads required for network training of the re-
ceive end are reduced. In addition, because the receive
end does not need to participate in training, a requirement
for a processing capability of the receive end can be re-
duced, so that use duration of the receive end can be
prolonged.
[0008] In a possible implementation, the method fur-
ther includes: The transmit end updates a parameter of
the matching layer based on a current channel of the
transmit end. The transmit end performs first encoding
processing on second data by using the encoder neural
network, to obtain a second sent feature. The transmit
end performs second encoding processing on the second
sent feature by using the updated matching layer, to ob-
tain a second feature. The transmit end sends the second
feature to the receive end, where the second feature is
used by the receive end to obtain the second data.
[0009] In this implementation, the transmit end up-
dates the parameter of the matching layer based on the
current channel of the transmit end. Adaptation to the
new channel can be implemented by updating the match-
ing layer of the transmit end, and the encoder neural net-
work and a decoder neural network of the receive end
do not need to be updated. In this way, time overheads
and signaling overheads caused by updating the encoder
neural network and the decoder neural network of the

1 2 



EP 4 440 172 A1

3

5

10

15

20

25

30

35

40

45

50

55

receive end can be avoided.
[0010] In a possible implementation, before the trans-
mit end updates the parameter of the matching layer, the
method further includes: The transmit end receives first
indication information from the receive end, where the
first indication information indicates the transmit end to
update the parameter of the matching layer.
[0011] In this implementation, the transmit end re-
ceives the first indication information from the receive
end, to update the parameter of the matching layer in a
timely manner based on the first indication information.
[0012] In a possible implementation, a parameter of
the encoder neural network remains unchanged in a
process in which the transmit end updates the parameter
of the matching layer.
[0013] In this implementation, the parameter of the en-
coder neural network remains unchanged in the process
in which the transmit end updates the parameter of the
matching layer. Only the parameter of the matching layer
is updated and the current channel can be used. In this
way, an operation amount can be reduced and efficiency
of updating the matching layer can be improved.
[0014] In a possible implementation, the encoder neu-
ral network is obtained through training on a plurality of
different channels.
[0015] The encoder neural network may be considered
as a stack of a plurality of independent encoder sub-net-
works. Each encoder sub-network is obtained by jointly
training on a specific channel the encoder sub-network
and a decoder neural network whose parameter is fixed,
and any two encoder sub-networks are obtained through
training on different specific channels.
[0016] In this implementation, because the encoder
neural network is obtained through training on a plurality
of different channels, the encoder neural network can
handle a plurality of channel conditions, that is, the en-
coder neural network may be applicable to the plurality
of different channels. When the encoder neural network
is applicable to the plurality of different channels, if a
channel of the transmit end changes, the transmit end
does not need to update the parameter of the encoder
neural network, but only needs to update the parameter
of the matching layer. The plurality of different channels
may be obtained by performing clustering and division
on channels in the environment in which the transmit end
is currently located.
[0017] In a possible implementation, that the transmit
end updates a parameter of the matching layer based on
a current channel of the transmit end includes: The trans-
mit end updates the parameter of the matching layer
based on the current channel of the transmit end, a third
sent feature, and a third received feature, where the third
received feature includes a feature obtained by the re-
ceive end by receiving, on a first channel, a third feature
sent by the transmit end, the third feature includes a fea-
ture obtained by the transmit end by performing second
encoding processing on the third sent feature by using
the matching layer, and the current channel of the trans-

mit end is different from the first channel.
[0018] In this implementation, the transmit end up-
dates the parameter of the matching layer based on the
current channel of the transmit end, the third sent feature,
and the third received feature, and does not need to in-
teract with the receive end to obtain information other
than information used to obtain the current channel. This
reduces communication overheads.
[0019] In a possible implementation, before the trans-
mit end updates the parameter of the matching layer
based on the current channel of the transmit end, the
method further includes: The transmit end obtains first
information. The transmit end determines the current
channel of the transmit end based on the first information.
[0020] In this implementation, the transmit end deter-
mines the current channel of the transmit end based on
the first information, to update the parameter of the
matching layer.
[0021] In a possible implementation, the first informa-
tion includes channel information or received feature off-
set information from the receive end. The channel infor-
mation represents related information of the current
channel of the transmit end, and the received feature
offset information represents a difference between the
third received feature and a fourth received feature. The
third received feature includes a feature obtained by the
receive end by receiving, on the first channel, the third
feature sent by the transmit end, and the fourth received
feature includes a feature obtained by the receive end
by receiving, on the current channel, the third feature
sent by the transmit end.
[0022] In this implementation, the first information in-
cludes the channel information or the received feature
offset information from the receive end, so that the trans-
mit end obtains the current channel of the transmit end
by using the first information.
[0023] In a possible implementation, the first sent fea-
ture includes an L-dimensional vector related to the chan-
nel distribution dimension, L is a product of V and T, the
first data is represented by at least a V-dimensional vec-
tor, T is a quantity of channel types obtained by clustering
channels in a current environment, T is an integer greater
than or equal to 2, and V is an integer greater than 0.
[0024] In this implementation, the first sent feature in-
cludes the L-dimensional vector related to the channel
distribution dimension, and may be applicable to different
channels.
[0025] In a possible implementation, the method fur-
ther includes: The transmit end trains the encoder neural
network when the parameter of the matching layer re-
mains unchanged.
[0026] In this implementation, the transmit end trains
the encoder neural network when the parameter of the
matching layer remains unchanged. This can ensure in-
dependence of the encoder neural network and the
matching layer, and can also improve a speed of training
the encoder neural network.
[0027] In a possible implementation, the method fur-
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ther includes: The transmit end receives second indica-
tion information from the receive end, where the second
indication information indicates the transmit end to retrain
the encoder neural network. The transmit end may retrain
the encoder neural network based on the second indica-
tion information.
[0028] In this implementation, the transmit end re-
ceives the second indication information from the receive
end, to retrain the encoder neural network based on the
second indication information.
[0029] In a possible implementation, the method fur-
ther includes: The transmit end sends third indication in-
formation to the receive end when training of the match-
ing layer does not converge, where the third indication
information indicates the receive end to retrain the en-
coder neural network.
[0030] In this implementation, the transmit end sends
the third indication information to the receive end when
training of the matching layer does not converge, and
may stop training the matching layer in a timely manner,
to obtain a converged matching layer through training by
using a retrained encoder neural network.
[0031] In a possible implementation, the matching lay-
er is differentiable.
[0032] In this implementation, the matching layer is dif-
ferentiable and therefore does not affect gradient back-
haul.
[0033] According to a second aspect, an embodiment
of this application provides another communication
method, where the method includes: A receive end re-
ceives a first received feature from a transmit end, where
the first received feature includes a feature that is re-
ceived by the receive end and that is obtained by trans-
mitting, through a channel, a first feature sent by the
transmit end, the first feature is obtained by the transmit
end by performing encoding processing on a first sent
feature by using a matching layer, the first sent feature
is obtained by an encoder neural network of the transmit
end by performing encoding processing on first data, and
the encoder neural network and the matching layer are
obtained through independent training. The receive end
performs decoding processing on the first received fea-
ture by using a decoder neural network, to obtain the first
data, where the decoder neural network and the match-
ing layer are obtained through independent training.
[0034] In this embodiment of this application, the re-
ceive end receives the first received feature from the
transmit end. Because the encoder neural network and
the matching layer are obtained through independent
training, when a channel changes, adaptation to a new
channel can be implemented by updating only the match-
ing layer of the transmit end, so that a current channel
may be adjusted within a shorter time, and overheads
required for network training of the receive end are re-
duced. In addition, because the receive end does not
need to participate in training, a requirement for a
processing capability of the receive end can be reduced,
so that use duration of the receive end can be prolonged.

[0035] In a possible implementation, the method fur-
ther includes: The receive end sends first indication in-
formation to the transmit end, where the first indication
information indicates the transmit end to update a pa-
rameter of the matching layer.
[0036] In this implementation, the receive end sends
the first indication information to the transmit end, to in-
dicate the transmit end in a timely manner to update the
parameter of the matching layer. This ensures that data
can be accurately transmitted on the new channel.
[0037] In a possible implementation, that the receive
end sends first indication information to the transmit end
includes: The receive end sends the first indication infor-
mation to the transmit end when a parameter represent-
ing a channel change degree is less than or equal to a
first threshold.
[0038] In this implementation, the receive end sends
the first indication information to the transmit end when
the parameter representing the channel change degree
is less than or equal to the first threshold, so that the
transmit end updates the parameter of the matching layer
when the channel change degree between the transmit
end and the receive end is relatively small, to adapt to
the new channel.
[0039] In a possible implementation, the method fur-
ther includes: The receive end sends second indication
information to the transmit end when the parameter rep-
resenting the channel change degree is greater than the
first threshold, where the second indication information
indicates the transmit end to retrain the encoder neural
network.
[0040] In this implementation, the receive end sends
the second indication information to the transmit end
when the parameter representing the channel change
degree is greater than the first threshold. This can resolve
a problem that data transmission cannot be successfully
completed on the new channel by updating only the pa-
rameter of the matching layer.
[0041] In a possible implementation, after the receive
end sends the first indication information to the transmit
end, the method further includes: The receive end re-
ceives third indication information from the transmit end,
where the third indication information indicates the re-
ceive end to retrain the encoder neural network.
[0042] In this implementation, the receive end receives
the third indication information from the transmit end, to
retrain the encoder neural network. This can resolve a
problem that data transmission cannot be successfully
completed on the new channel by updating only the pa-
rameter of the matching layer.
[0043] In a possible implementation, before the receive
end sends the first indication information to the transmit
end, the method further includes: The receive end re-
ceives fourth indication information from the transmit end,
where the fourth indication information indicates that
training of the encoder neural network is completed.
[0044] In this implementation, the receive end receives
the fourth indication information from the transmit end,
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so that the receive end can learn in a timely manner that
training of the encoder neural network is completed.
[0045] In a possible implementation, after the receive
end sends the first indication information to the transmit
end, the method further includes: The receive end sends
first information to the transmit end, where the first infor-
mation is used by the transmit end to update the param-
eter of the matching layer.
[0046] In this implementation, the receive end sends
the first information to the transmit end, so that the trans-
mit end updates the parameter of the matching layer by
using the first information.
[0047] According to a third aspect, an embodiment of
this application provides a communication apparatus.
The communication apparatus has a function of imple-
menting behavior in the method embodiment in the first
aspect. The function may be implemented by hardware,
or may be implemented by hardware by executing cor-
responding software. The hardware or software includes
one or more modules or units that correspond to the fore-
going functions. In a possible implementation, a process-
ing module and a transceiver module are included. The
processing module is configured to perform first encoding
processing on first data by using an encoder neural net-
work to obtain a first sent feature, where the first sent
feature is related to a channel distribution dimension of
an environment in which a transmit end is located. The
processing module is further configured to perform sec-
ond encoding processing on the first sent feature by using
a matching layer, to obtain a first feature, where the en-
coder neural network and the matching layer are ob-
tained through independent training, and a dimension of
the first feature is less than a dimension of the first sent
feature. The transceiver module is configured to send
the first feature to a receive end, where the first feature
is used by the receive end to obtain the first data.
[0048] In a possible implementation, the processing
module is specifically configured to update a parameter
of the matching layer based on a current channel of the
processing module, is further configured to perform first
encoding processing on second data by using the en-
coder neural network, to obtain a second sent feature,
and is further configured to perform second encoding
processing on the second sent feature by using the up-
dated matching layer, to obtain a second feature. The
transceiver module is further configured to send the sec-
ond feature to the receive end, where the second feature
is used by the receive end to obtain the second data.
[0049] In a possible implementation, the transceiver
module is further configured to receive first indication in-
formation from the receive end, where the first indication
information indicates the transmit end to update the pa-
rameter of the matching layer.
[0050] In a possible implementation, a parameter of
the encoder neural network remains unchanged in a
process in which the transmit end updates the parameter
of the matching layer.
[0051] In a possible implementation, the encoder neu-

ral network is obtained through training on a plurality of
different channels.
[0052] In a possible implementation, the processing
module is specifically configured to update the parameter
of the matching layer based on the current channel of
the processing module, a third sent feature, and a third
received feature, where the third received feature in-
cludes a feature obtained by the receive end by receiving,
on a first channel, a third feature sent by the transmit
end, the third feature includes a feature obtained by the
transmit end by performing second encoding processing
on the third sent feature by using the matching layer, and
the current channel of the transmit end is different from
the first channel.
[0053] In a possible implementation, the processing
module is further configured to obtain first information
and determine a current channel of the transmit end
based on the first information.
[0054] In a possible implementation, the first informa-
tion includes channel information or received feature off-
set information from the receive end. The channel infor-
mation represents related information of the current
channel of the transmit end, and the received feature
offset information represents a difference between the
third received feature and a fourth received feature. The
third received feature includes a feature obtained by the
receive end by receiving, on the first channel, the third
feature sent by the transmit end, and the fourth received
feature includes a feature obtained by the receive end
by receiving, on the current channel, the third feature
sent by the transmit end.
[0055] In a possible implementation, the first sent fea-
ture includes an L-dimensional vector related to the chan-
nel distribution dimension, L is a product of V and T, the
first data is represented by at least a V-dimensional vec-
tor, T is a quantity of channel types obtained by clustering
channels in a current environment, T is an integer greater
than or equal to 2, and V is an integer greater than 0.
[0056] In a possible implementation, the processing
module is further configured to train the encoder neural
network when the parameter of the matching layer re-
mains unchanged.
[0057] In a possible implementation, the transceiver
module is further configured to receive second indication
information from the receive end, where the second in-
dication information indicates the transmit end to retrain
the encoder neural network.
[0058] In a possible implementation, the transceiver
module is further configured to send third indication in-
formation to the receive end when training of the match-
ing layer does not converge, where the third indication
information indicates the receive end to retrain the en-
coder neural network.
[0059] In a possible implementation, the matching lay-
er is differentiable.
[0060] For technical effects brought by the possible im-
plementations of the third aspect, refer to descriptions of
technical effects of the first aspect or the possible imple-
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mentations of the first aspect.
[0061] According to a fourth aspect, an embodiment
of this application provides a communication apparatus.
The communication apparatus has a function of imple-
menting behavior in the method embodiment in the sec-
ond aspect. The function may be implemented by hard-
ware, or may be implemented by hardware by executing
corresponding software. The hardware or software in-
cludes one or more modules or units that correspond to
the foregoing functions. In a possible implementation, a
transceiver module and a processing module are includ-
ed. The transceiver module is configured to receive a
first received feature from a transmit end, where the first
received feature includes a feature that is received by a
receive end (namely, the communication apparatus in
the fourth aspect) and that is obtained by transmitting,
through a channel, a first feature sent by the transmit
end, the first feature is obtained by the transmit end by
performing encoding processing on a first sent feature
by using a matching layer, the first sent feature is ob-
tained by an encoder neural network of the transmit end
by performing encoding processing on first data, and the
encoder neural network and the matching layer are ob-
tained through independent training. The processing
module is configured to perform decoding processing on
the first received feature by using a decoder neural net-
work, to obtain the first data, where the decoder neural
network and the matching layer are obtained through in-
dependent training.
[0062] In a possible implementation, the transceiver
module is further configured to send first indication infor-
mation to the transmit end, where the first indication in-
formation indicates the transmit end to update a param-
eter of the matching layer.
[0063] In a possible implementation, the transceiver
module is specifically configured to send the first indica-
tion information to the transmit end when a parameter
representing a channel change degree is less than or
equal to a first threshold.
[0064] In a possible implementation, the transceiver
module is further configured to send second indication
information to the transmit end when the parameter rep-
resenting the channel change degree is greater than the
first threshold, where the second indication information
indicates the transmit end to retrain the encoder neural
network.
[0065] In a possible implementation, the transceiver
module is further configured to receive third indication
information from the transmit end, where the third indi-
cation information indicates the receive end to retrain the
encoder neural network.
[0066] In a possible implementation, the transceiver
module is further configured to receive fourth indication
information from the transmit end, where the fourth indi-
cation information indicates that training of the encoder
neural network is completed.
[0067] In a possible implementation, the transceiver
module is further configured to send first information to

the transmit end, where the first information is used by
the transmit end to update the parameter of the matching
layer.
[0068] For technical effects brought by the possible im-
plementations of the fourth aspect, refer to descriptions
of technical effects of the second aspect or the possible
implementations of the second aspect.
[0069] According to a fifth aspect, this application pro-
vides a communication apparatus. The communication
apparatus includes a processor. The processor may be
configured to execute computer-executable instructions
stored in a memory, so that the method according to any
one of the first aspect or the possible implementations
of the first aspect is performed, or the method according
to any one of the second aspect or the possible imple-
mentations of the second aspect is performed.
[0070] In this embodiment of this application, in a proc-
ess of performing the foregoing method, a process of
sending information in the foregoing method may be un-
derstood as a process of outputting information based
on instructions of the processor. When outputting the in-
formation, the processor outputs the information to a
transceiver, so that the transceiver transmits the infor-
mation. After the information is output by the processor,
other processing may further need to be performed, and
then the information arrives at the transceiver. Similarly,
when the processor receives input information, the trans-
ceiver receives the information, and inputs the informa-
tion into the processor. Further, after the transceiver re-
ceives the information, other processing may need to be
performed on the information before the information is
input into the processor.
[0071] Operations such as sending and/or receiving
related to the processor may be generally understood as
instruction output that is based on the processor, unless
otherwise specified, or if the operations do not conflict
with an actual function or internal logic of the operations
in related descriptions.
[0072] In an implementation process, the foregoing
processor may be a processor specially configured to
perform these methods, or may be a processor, for ex-
ample, a general purpose processor, that executes com-
puter instructions in the memory to perform these meth-
ods. For example, the processor may be further config-
ured to execute a program stored in the memory. When
the program is executed, the communication apparatus
is enabled to perform the method according to any one
of the first aspect or the possible implementations of the
first aspect. In a possible implementation, the memory is
located outside the communication apparatus. In a pos-
sible implementation, the memory is located inside the
communication apparatus.
[0073] In this embodiment of this application, the proc-
essor and the memory may alternatively be integrated
into one device. In other words, the processor and the
memory may alternatively be integrated together.
[0074] In a possible implementation, the communica-
tion apparatus further includes the transceiver. The trans-
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ceiver is configured to receive a packet, send a packet,
or the like.
[0075] According to a sixth aspect, this application pro-
vides another communication apparatus. The communi-
cation apparatus includes a processing circuit and an
interface circuit. The interface circuit is configured to ob-
tain data or output data. The processing circuit is config-
ured to perform the corresponding method according to
any one of the first aspect or the possible implementa-
tions of the first aspect, or the processing circuit is con-
figured to perform the corresponding method according
to any one of the second aspect or the possible imple-
mentations of the second aspect.
[0076] According to a seventh aspect, this application
provides a computer-readable storage medium. The
computer-readable storage medium is configured to
store a computer program. When the computer program
is run on a computer, the method according to any one
of the first aspect or the possible implementations of the
first aspect is performed, or the method according to any
one of the second aspect or the possible implementations
of the second aspect is performed.
[0077] According to an eighth aspect, this application
provides a computer program product. The computer
program product includes a computer program or com-
puter code. When the computer program product is run
on a computer, the method according to any one of the
first aspect or the possible implementations of the first
aspect is performed, or the method according to any one
of the second aspect or the possible implementations of
the second aspect is performed.
[0078] According to a ninth aspect, this application pro-
vides a communication system that includes the commu-
nication apparatus according to any one of the third as-
pect or the possible implementations of the third aspect,
and the communication apparatus according to any one
of the fourth aspect or the possible implementations of
the fourth aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0079] To describe the technical solutions in embodi-
ments of this application or the background more clearly,
the following describes the accompanying drawings used
in describing the embodiments of this application or the
background.

FIG. 1 is an example of a satellite communication
system according to an embodiment of this applica-
tion;
FIG. 2 is an example of an inter-satellite communi-
cation system according to an embodiment of this
application;
FIG. 3 is an example of a wireless communication
system according to an embodiment of this applica-
tion;
FIG. 4 is an example of a relationship diagram rep-
resenting relationships between a sent feature, a

matching layer, a transmitted feature, and a received
feature according to an embodiment of this applica-
tion;
FIG. 5 is a schematic diagram in which a transmit
end independently updates a parameter of a match-
ing layer according to an embodiment of this appli-
cation;
FIG. 6A is a schematic diagram of a framework of
an encoder neural network and a matching layer of
a transmit end according to an embodiment of this
application;
FIG. 6B is a schematic diagram of a framework of
an encoder neural network and a matching layer of
a transmit end according to an embodiment of this
application;
FIG. 7A is a schematic diagram of a process of train-
ing an autoencoder according to an embodiment of
this application;
FIG. 7B is a schematic diagram of a process of train-
ing a matching layer according to an embodiment of
this application;
FIG. 8 is a flowchart of a communication method
according to an embodiment of this application;
FIG. 9 is a flowchart of another communication meth-
od according to an embodiment of this application;
FIG. 10 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 11 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 12 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 13 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 14 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 15 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 16 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 17 is a flowchart of another communication
method according to an embodiment of this applica-
tion;
FIG. 18 is a schematic diagram of a structure of a
communication apparatus according to an embodi-
ment of this application;
FIG. 19 is a schematic diagram of a structure of an-
other communication apparatus according to an em-
bodiment of this application;
FIG. 20 is a schematic diagram of a structure of an-
other communication apparatus 200 according to an
embodiment of this application; and
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FIG. 21 is a schematic diagram of a structure of an-
other communication apparatus 210 according to an
embodiment of this application.

DESCRIPTION OF EMBODIMENTS

[0080] In the specification, claims, and the accompa-
nying drawings of this application, terms such as "first"
and "second" are only intended to distinguish between
different objects but do not describe a specific order. In
addition, terms "include", "have", or any other variant
thereof are intended to cover a non-exclusive inclusion.
For example, a process, a method, a system, a product,
or a device that includes a series of steps or units is not
limited to the listed steps or units, but optionally further
includes an unlisted step or unit, or optionally further in-
cludes another step or unit inherent to the process, the
method, the product, or the device.
[0081] An "embodiment" mentioned in this specifica-
tion means that a specific feature, structure, or charac-
teristic described with reference to this embodiment may
be included in at least one embodiment of this application.
The phrase shown in various locations in this specifica-
tion may not necessarily refer to a same embodiment,
and is not an independent or optional embodiment ex-
clusive from another embodiment. It is explicitly and im-
plicitly understood by a person skilled in the art that em-
bodiments described in the specification may be com-
bined with another embodiment.
[0082] Terms used in the following embodiments of this
application are merely intended to describe specific em-
bodiments, but are not intended to limit this application.
Terms "one", "a", "the", "the foregoing", "this", and "the
one" of singular forms used in this specification and the
appended claims of this application are also intended to
include plural forms, unless otherwise specified in the
context clearly. It should be further understood that the
term "and/or" used in this application indicates and in-
cludes any or all possible combinations of one or more
listed items. For example, "A and/or B" may indicate the
following three cases: Only A exists, only B exists, and
both A and B exist, where A and B may be singular or
plural. The term "a plurality of" used in this application
means two or more.
[0083] As described in the background, currently, a
communication solution with relatively low communica-
tion overheads needs to be studied. This application pro-
vides a communication solution with relatively low com-
munication overheads. A main principle of the commu-
nication solution provided in this application is that a
transmit end adjusts a channel change by updating a
parameter of a matching layer of the transmit end through
self-training, and a parameter of a decoder neural net-
work of a receive end is fixed. In other words, when a
channel between the transmit end and the receive end
changes, the transmit end adjusts the channel change
by updating the parameter of the matching layer of the
transmit end through self-training, and does not need to

retrain a network of the transmit end and a network of
the receive end. This can reduce communication over-
heads caused by joint training of the transmit end and
the receive end, and improve training efficiency. In addi-
tion, when the channel between the transmit end and the
receive end changes, the parameter of the decoder neu-
ral network of the receive end is fixed. Therefore, using
the communication solution provided in this application
can reduce a requirement for a processing capability of
the receive end, and can prolong use duration of the re-
ceive end.
[0084] The following describes in detail a network ar-
chitecture in this application.
[0085] The communication solution provided in this ap-
plication may be applied to communication systems such
as satellite communication. FIG. 1 is an example of a
satellite communication system according to an embod-
iment of this application. As shown in FIG. 1, a satellite
communication system includes a satellite base station
and a terminal type network element, for example, a ter-
minal device in FIG. 1. The satellite base station provides
a communication service to the terminal device, and the
terminal device may include a device such as a smart-
phone, a smartwatch, or a tablet computer. The satellite
base station transmits downlink data to the terminal de-
vice, where the data is encoded by using channel encod-
ing, and channel-encoded data is transmitted to the ter-
minal device after constellation modulation is performed
on the channel-encoded data. The terminal device trans-
mits uplink data to the satellite base station, where the
uplink data may also be encoded by using channel en-
coding, and encoded data is transmitted to the satellite
base station after constellation modulation is performed
on the encoded data.
[0086] The communication solution provided in this ap-
plication may be applied to an inter-satellite communica-
tion system. The inter-satellite communication system
can be divided into two parts: spatial light beam acquisi-
tion pointing and tracking (acquisition pointing and track-
ing, APT) subsystem and communication subsystem.
The communication subsystem is responsible for inter-
satellite information transmission and is a main body of
the inter-satellite communication system. The APT sys-
tem is responsible for acquisition, pointing, and tracking
between satellites. Acquisition is determining an arrival
direction of an incident signal, pointing is adjusting a
transmitted wave to point to a receiving direction, and
tracking is continuously adjusting pointing and acquisi-
tion in an entire communication process. FIG. 2 is an
example of an inter-satellite communication system ac-
cording to an embodiment of this application. An inter-
satellite communication system shown in FIG. 2 includes
a satellite 1 and a satellite 2. Both the satellite 1 and the
satellite 2 include a communication module, transmit/re-
ceive antennas, an APT module, and APT transmit/re-
ceive antennas. The communication module and the
transmit/receive antennas belong to a communication
subsystem, and the APT module and the APT trans-
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mit/receive belong to an APT subsystem. To minimize
impact of attenuation and interference on a channel and
ensure relatively high confidentiality and a relatively high
transmission rate, APT needs to be adjusted in real time
to continuously adapt to a change. The APT system may
be an optical system. The APT system and the commu-
nication subsystem may be independent systems.
[0087] The communication solution provided in this ap-
plication may be applied to wireless communication sys-
tems such as 5G or satellite communication. FIG. 3 is an
example of a wireless communication system according
to an embodiment of this application. As shown in FIG.
3, the communication system includes one or more user
equipments (only two user equipments are used as an
example in FIG. 1) and one or more access network de-
vices (for example, a base station) that can provide a
communication service to the user equipment. Only one
access network device is used as an example in FIG. 1.
[0088] The user equipment (user equipment, UE) is a
device that has a wireless transceiver function. The user
equipment may communicate with one or more core net-
work (core network, CN) devices (or referred to as core
devices) by using an access network device (or referred
to as an access device) in a radio access network (radio
access network, RAN). The user equipment may be de-
ployed on land, for example, including an indoor user
equipment, an outdoor user equipment, a handheld user
equipment, or a vehicle-mounted user equipment, may
be deployed on a water surface (for example, on a ship),
or may be deployed in the air (for example, on an airplane,
a balloon, or a satellite). In this embodiment of this ap-
plication, a UE may also be referred to as a terminal de-
vice, and may be a mobile phone (mobile phone), a mo-
bile station (mobile station, MS), a tablet computer (pad),
a computer with a wireless transceiver function, a virtual
reality (virtual reality, VR) terminal device, an augmented
reality (augmented reality, AR) terminal device, a wire-
less terminal device in industrial control (industrial con-
trol), a wireless terminal device in self driving (self driv-
ing), a wireless terminal device in remote medical (re-
mote medical), a wireless terminal device in a smart grid
(smart grid), a wireless terminal in transportation safety
(transportation safety), a wireless terminal device in a
smart city (smart city), a wireless terminal in a smart home
(smart home), or the like. Optionally, the user equipment
may be a handheld device, a vehicle-mounted device, a
wearable device, a terminal in the internet of things, a
terminal in the internet of vehicles, a terminal in any form
in a 5G network and a future network, or the like that has
a wireless communication function. This is not limited in
this application.
[0089] An access network device may be any device
that has a wireless transceiver function and can commu-
nicate with the user equipment, for example, a radio ac-
cess network (radio access network, RAN) node that con-
nects the user equipment to a wireless network. Current-
ly, for example, the RAN node is a gNB, a transmission
reception point (transmission reception point, TRP), an

evolved NodeB (evolved NodeB, eNB), a radio network
controller (radio network controller, RNC), a NodeB
(NodeB, NB), a base station controller (base station con-
troller, BSC), a base transceiver station (base transceiver
station, BTS), a home base station (for example, home
evolved NodeB, or home NodeB, HNB), a base band unit
(base band unit, BBU), a wireless fidelity (wireless fidel-
ity, Wi-Fi) access point (access point, AP), an integrated
access backhaul (integrated access and backhaul, IAB),
or the like. In this application, an example in which a base
station is used as the access network device is used for
description. The base station may include a baseband
unit (baseband unit, BBU) and a remote radio unit (re-
mote radio unit, RRU). The BBU and the RRU may be
placed at different places. For example, the RRU is re-
motely deployed, and is placed in a heavy-traffic area,
and the BBU is placed in a central equipment room. Al-
ternatively, the BBU and the RRU may be placed in a
same equipment room. Alternatively, the BBU and the
RRU may be different components at a same rack.
[0090] It should be noted that, the wireless communi-
cation system mentioned in embodiments of this appli-
cation includes but is not limited to: a narrowband internet
of things (narrow band-internet of things, NB-IoT) sys-
tem, a global system for mobile communications (global
system for mobile communications, GSM), an enhanced
data rate for GSM evolution (enhanced data rate for GSM
evolution, EDGE) system, a wideband code division mul-
tiple access (wideband code division multiple access,
WCDMA) system, a code division multiple access 2000
system (code division multiple access, CDMA2000), a
time division-synchronization code division multiple ac-
cess (time division-synchronization code division multi-
ple access, TD-SCDMA) system, a long term evolution
(long term evolution, LTE) system, a universal mobile
telecommunications system (universal mobile telecom-
munications system, UMTS), a worldwide interconnec-
tion microwave access (worldwide interoperability for mi-
crowave access, WiMAX) communication system, a 4th
generation (4th generation, 4G) communication system,
a non-terrestrial network (non-terrestrial network, NTN)
system, a 5th generation (5th generation, 5G) commu-
nication system, or a new radio (new radio, NR) system,
and another future communication system such as 6G.
[0091] The communication solution provided in this ap-
plication relates to a network structure of a transmit end
and a training interaction procedure of a transmit end and
a receive end (a transmit end and a receive end). In the
communication solution provided in this embodiment of
this application, the transmit end includes an encoder
neural network and a matching layer (matching layer),
and the receive end includes a decoder neural network.
The matching layer may be referred to as a channel
matching layer or an adaptive channel encoding module.
In this application, the encoder neural network and the
matching layer of the transmit end are independently
trained. A feature that the encoder neural network and
the matching layer are independent of each other is used,
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so that impact of a time-varying fading channel on training
of an autoencoder can be avoided by only updating the
matching layer (where a parameter of the encoder neural
network remains unchanged). A network structure fea-
ture in this application includes the following content.

(1) Sent feature: The sent feature is an output of
sent data passing through an encoder neural net-
work that is located at a transmit end and whose
training is completed, and the sent feature is set to
an L -dimensional feature vector f = [f1, f2, ... , fL]
related to a channel distribution dimension. More
specifically, the sent feature may be considered as
an T-dimensional feature space

 obtained by performing di-
mension increase processing on to-be-sent data u
by using the encoder neural network f(u; θenc), and
a dimension of each feature vector is V, that is, fi =
[fi,1, fi,2, ... fi,V]. A specific representation of the fore-
going channel distribution dimension is a largest
quantity T = A 3 φ determined by performing clus-
tering and division on a channel in a current environ-
ment, where A represents an amplitude division
quantity, φ represents a phase division quantity, and
both A and φ are integers greater than 0. The encoder
neural network may be considered as a stack of a
plurality of independent encoder sub-networks, and
each encoder sub-network corresponds to a type of
channel. If a transmit end of a conventional autoen-
coder (corresponding to one encoder sub-network)
outputs a vector whose dimension is V, the encoder
neural network of the transmit end provided in this
application outputs a vector (the sent feature) whose
total dimension is L = V 3 T. The sent feature design
may be understood as that a conventional autoen-
coder design only performs optimization for a spe-
cific channel. To adapt to a channel change, the
transmit end needs to have pre-training results for
scenarios under various channel distributions in an
environment in which the transmit end is located.
Therefore, compared with a feature of the conven-
tional autoencoder, the sent feature may alternative-
ly be considered as a higher-order tensor obtained
by adding a dimension related to a channel distribu-
tion on a basis of the feature of the conventional au-
toencoder. For example, a feature output by the con-
ventional autoencoder is a vector whose dimension
is V, and 10 types of channels are obtained by per-
forming clustering and division on channels in a cur-
rent environment of the transmit end. The encoder
neural network of the transmit end provided in this
application outputs a vector whose dimension is V
3 10, and each channel corresponds to a vector
whose dimension is V. It may be understood that,
the feature output by the conventional autoencoder
is a feature of the sent data on one type of channel,

and the feature output by the encoder neural network
of the transmit end provided in this application in-
cludes features of the sent data on a plurality of dif-
ferent channels. In addition, because a modulation
order is determined, a total quantity of codewords
may also be determined. For different codewords, it
may be considered that there are a total of n such
different sent features f(n).
(2) Received feature: The received feature is an
input of the sent data into a decoder neural network
that is located at the receive end and whose training
is completed, and the received feature is set to a
K-dimensional received vector r = [r1, r2, ... , rk]. The
received feature in embodiments of this application
is described as a fixed received feature rs unrelated
to a channel distribution. The received feature may
be obtained through joint training of the encoder neu-
ral network and the decoder neural network on some
specific channels hs. Formally, rs may be described
as all possible data that is input, through the channel
hs, into the decoder neural network of the receive
end. The transmit end may set it as a training target
of a matching layer. In other words, it is expected
that, a parameter of the matching layer is adjusted
so that received features obtained at the receive end
after same sent data passes through other different
channels are the same.
(3) Parameter of a matching layer: The parameter
of the matching layer may be represented as a matrix

 , or a tensor description

 , and a quantity of param-
eters of the matching layer may also be determined
to be n based on a total quantity of codewords. An
input of the matching layer is the sent feature f, and
an output is the K-dimensional transmitted feature t

= [t1, t2, ... , tK], where  , and
σ is a non-linear function, for example, a batch nor-
malization operation. A transmitted feature may be
understood as an output value obtained after the
transmit end passes through all networks (including
an encoder neural network and the matching layer),
namely, an output obtained by performing forward
derivation by the entire network of the transmit end.
It can be known from a description of a linear trans-
mission of a channel that r = ht + n. Therefore, a
received feature affected by a new channel may be
determined as r’ = h’σ(Af) + n, and adjustment of the
parameter of the matching layer may be considered
as correlation optimization between an original re-
ceived feature r0 and the received feature r’ affected
by the new channel. For example, an inner product
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of the two features is the largest.
(4) A memory buffer (memory buff) in the transmit
end is configured to record values of the sent feature
f(n) and the received feature r(n) in a current period
of time, and the values are used as a data set for
independent training of the transmit end. The mem-
ory buffer may be designed as a first-in first-out
queue, which may track the sent data at any time to
update trained data, and may obtain a coding gain
from a sent data source distribution. A training set in
the memory buffer can well represent a high-dimen-
sional continuous space in which the sent data is
located, and the transmit end may determine, by us-
ing the training set, an early stopping determination
of training convergence.

[0092] Feature differences between the encoder neu-
ral network and the matching layer are as follows.

Input and output dimension:

[0093] An input of the encoder neural network is the
sent data, and an output is a vector in a dimension related
to the channel distribution. An input of the matching layer
is the vector in the dimension related to the channel dis-
tribution, and an output is constellation point coordinates
corresponded based on a modulation order. It is under-
stood that an output of an encoder neural network in an
original AE is constellation point coordinates. The encod-
er neural network herein obtains constellation point co-
ordinates on different channels, and coordinates suitable
for successful transmission on a current channel are cor-
responded by using the matching layer.

Function:

[0094] The encoder neural network performs feature
extraction on input data and can store feature extraction
policies for different channels.
[0095] The matching layer may be considered as at-
tention (attention) between the sent feature and the trans-
mitted feature (which may be obtained by using the re-
ceived feature), and attention is paid to some channel-
related features in input high-dimensional features.
[0096] The following describes, with reference to a
channel model, a principle that the channel change may
be adapted to by updating the parameter of the matching
layer.
[0097] A channel may be approximately represented
by using a formula: h = hs + Δhd + δhm. hs represents a
static channel part, which is determined by a relative dis-
tance, locations, and surrounding static environments of
the receive end and the transmit end, and it may be con-
sidered that the value is fixed within a specific time period.
Δhd represents a dynamic channel part, which is related
to random events such as movement or blocking of a
device, and this part may be obtained by estimating some
prior information. For example, the dynamic channel in-

formation may be obtained by performing autoregressive
model channel prediction based on channel data corre-
lation, by monitoring environment change for estimation
by the transmit end by using a sensing device, or by per-
forming estimation based on an estimation method and
feeding back method of existing channel state informa-
tion (channel state information, CSI). In addition, the dy-
namic channel information may alternatively be implicitly
fed back in a received feature offset, and the received
feature offset is represented as a difference Δr = r’ - rs
between the received feature r’ on the new channel and
the fixed received feature rs obtained through training of
an autoencoder. This part mainly overcomes impact of
this part by using the matching layer, to ensure effective-
ness of a system in a time-varying fading channel envi-
ronment. δhm indicates a distorted channel part, which
is caused by unavoidable measurement uncertainty.
However, it may be considered that this part is relatively
small compared with hs and Δhd, and has little impact on
performance after a channel matching layer is adjusted
and processed.
[0098] Under the foregoing channel model assump-
tion, a problem of time-varying fading channel distortion
of the autoencoder may be transformed into a problem
of matching, by using the matching layer, features ex-
tracted by the networks of the receive end and the trans-
mit end under impact of Δhd.
[0099] A process of optimizing an autoencoder part,
namely, the encoder neural network (Encoder NN) of the
transmit end and the decoder neural network (Decoder
NN) of the receive end, on a channel hs is similar to a
training process of the conventional autoencoder. Spe-
cific steps are as follows.

(1) The transmit end performs first encoding
processing on the sent data by using the encoder
neural network, and outputs the L-dimensional sent
feature f = [f1, f2, ... , fL] related to the channel distri-
bution dimension. The sent feature is a result ob-
tained by performing pre-training for scenarios under
various channel distributions in the environment, and
channel information of a related distribution is stored
by using the encoder neural network. Compared with
an output feature of the conventional autoencoder,
a representation of the sent feature may be consid-
ered as adding a dimension T related to the channel
distribution on the basis of the output feature of the
conventional autoencoder, to become a higher order
tensor. Because a communication training set is dif-
ferent from an image data set, when the modulation
order m is determined, it may be considered that a
total quantity of codeword types of the sent data is
fixed to n = 2m. Therefore, design is performed for
each type of codeword, and there are a total of n
such different sent features f(n).

(2) The transmit end inputs the sent feature f to the
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matching layer  , and obtains
the K-dimensional transmitted feature t = [t1, t2, ... ,
tK] through operating (second encoding processing),

where  A quantity of the
transmitted features may be determined based on
the total quantity of codeword types to be n, and an

initial value  of the matching layer may be set
to be initialized at random.
(3) The receive end receives the transmitted feature
t sent by the transmit end through the channel h, to
obtain the K-dimensional received feature r = [r1,

r2, ..., rk], where 

 . The receive end in-
puts the K-dimensional received feature r into the
decoder neural network of the autoencoder at the
receive end, to obtain codeword information of the
receive end. For ease of writing, a subsequent sym-
bol superscript (n) is omitted, indicating a case under
a specific codeword.
(4) The receive end computes any target function,
for example, a mean square error

 or a binary cross en-

tropy  , to ob-
tain a loss value. N is a training batch (batch) size,
ui and ui are respectively sent data of the transmit
end and data decoded by the receive end, pic is a
prediction probability that decoded data i belongs to
a category c, and uic is a category sign function (0
or 1). Finally, a parameter of the networks of the re-
ceive end and the transmit end are trained through
gradient backhaul. Because the matching layers are
differentiable functions, gradient backhaul is not af-
fected. After training of the networks of the receive
end and the transmit end of the specific channel hs
is completed, the parameter of the decoder neural
network of the receive end may be fixed, to ensure
that the received feature rs does not change with a
channel, and the encoder neural network of the
transmit end is trained, so that pre-training effects
on different channels are implemented.

[0100] The following describes a function of the match-
ing layer with reference to the accompanying drawing
that represents relationships between the sent feature,

the matching layer, the transmitted feature, and the re-
ceived feature.
[0101] FIG. 4 is an example of a relationship diagram
representing relationships between a sent feature, a
matching layer, a transmitted feature, and a received fea-
ture according to an embodiment of this application. As
shown in FIG. 4, an encoder neural network of a transmit
end and a decoder neural network of a receive end are
trained, so that it may be obtained that a mapping rela-
tionship between a sent feature of the encoder neural
network of the transmit end and a received feature of the
receive end is hs + A0: f → rs. In a new channel environ-
ment h’, a parameter of a matching layer is adjusted, so
that the sent feature f is mapped to a new transmitted
feature t’. In this way, hs + A0 = h’ + A’, and the receive
end can complete a correct decoding operation on a fixed
received feature in the new channel environment. A’ rep-
resents an adjusted parameter of the matching layer. "+"
represents a composite operation. Herein, an operation
of passing through a channel or a network may be un-
derstood as a function operation. Therefore, A’ is first
applied to a sent feature f, and then h’ is applied to the
sent feature f. h’ + A’ may be represented as h’(A’(f)). It
may be understood that, a function of the matching layer
is to map the sent feature f to the new transmitted feature
t’ by adjusting the parameter of the matching layer in the
new channel environment h’, so that hs + A0 = h’ + A’. In
other words, the parameter of the matching layer is ad-
justed, so that when the transmit end sends same data
on different channels, the receive end can receive a same
received feature.
[0102] In some embodiments, if the transmit end needs
the receive end to feed back channel information, the
channel information is not limited to using a common
channel parameter, for example, signal strength and CSI,
and an offset of the received feature may be used as a
feedback value.
[0103] In a training process of an AE, the receive end
obtains the fixed received feature rs through training.
Therefore, different channel information may be implicitly
included in a received feature offset. A formula reflecting
a relationship between the received feature offset and
the channel information is as follows: 

[0104] Similarly, the foregoing target function may al-
ternatively be defined as the received feature offset. For
a specific expression, refer to the foregoing formula. It
can be learned that the channel information in this case
is also implicitly included in the received feature offset.
However, a difference lies in that training of the parameter
of the matching layer becomes a reinforcement learning
manner, and the received feature offset is used as a re-
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ward. In this solution, complete channel information or a
complete feature vector is not fed back, and the received
feature offset is a scalar, and may have fewer values.
[0105] The following describes a procedure in which a
transmit end independently updates a parameter of a
matching layer according to an embodiment of this ap-
plication with reference to the accompanying drawings.
FIG. 5 is a schematic diagram in which a transmit end
independently updates a parameter of a matching layer
according to an embodiment of this application. As shown
in FIG. 5, a training set D is recorded in a memory buffer,
and the training set D includes a sent feature (for exam-
ple, f) and a received feature (for example, r). A transmit
end obtains a target received feature r of a receive end
by sampling the received feature in the training set. The
transmit end performs, by using an encoder neural net-
work, first encoding processing on sent data correspond-
ing to the target received feature r, to obtain a sent feature
f (corresponding to the target received feature r), per-
forms, by using a matching layer, second encoding
processing on the sent feature f to obtain a transmitted
feature t’, computes a received feature r’ obtained by
transmitting the transmitted feature t’ on a target channel
(a current channel), computes an error between the tar-
get received feature r and the received feature r’, and
updates a parameter of the matching layer by using the
computed error (for example, gradient information). An
arrow pointing to the matching layer in FIG. 5 represents
a process of updating the matching layer. A dashed box
in FIG. 5 shows an example of obtaining the training set
in the memory buffer by recording the sent feature f and
the target received feature r. In this example, the transmit
end performs encoding processing on the sent data by
using the encoder neural network, to obtain the sent fea-
ture f and a transmitted feature t, and the target received
feature r is a received feature that is received by the re-
ceive end and that is obtained by transmitting the trans-
mitted feature t through an original channel. In other
words, the transmit end collects the sent feature f on the
original channel and the target received feature r re-
ceived by the receive end, and records the sent feature
and the target received feature in the memory buffer. The
transmit end sends the transmitted feature t’ on a target
channel, and the receive end receives the received fea-
ture r’. The transmit end adjusts the output transmitted
feature by updating the parameter of the matching layer,
so that the receive end receives the target received fea-
ture r.
[0106] This embodiment of this application provides
some implementations in which the transmit end inde-
pendently updates the parameter of the matching layer.
[0107] Manner 1: The transmit end updates the match-
ing layer of the transmit end based on an optimization
problem of feature matching. A possible manner is as
follows.
[0108] The transmit end may record, at the transmit
end by using the memory buffer, the sent feature f and

the received feature rs that are obtained on a channel hs.
Based on a new Δhd, h’ = hs + Δhd may be obtained.
Therefore, a received feature at a new moment t is r’ =
h’σ(A0f) + n. In this case, feature matching is equivalent
to solving an optimized offset target

 of an optimization problem, where
D is distance measurement, and the optimized offset tar-
get may be specifically, for example, a square error

 , a feature covariance KL diver-

gence  , and a hybrid error of
rigidity and distance

 . Finally, the
transmit end may iteratively compute the parameter of
the matching layer A’ by using A0 as an initial value and
by using a limited-memory BFGS (limited-memory
broyden-fletcher-goldfarb-shan-no, L-BFGS), a stochas-
tic gradient descent method, or the like.
[0109] Manner 2: The transmit end updates the match-
ing layer of the transmit end based on reservoir comput-
ing (reservoir computing). A possible manner is as fol-
lows.
[0110] When the transmit end updates the parameter
of the matching layer, the parameter of the encoder neu-
ral network of the transmit end is fixed. Therefore, the
encoder neural network (encoder NN) of the transmit end
may be considered as a reservoir (reservoir) structure,
which generally satisfies nonlinearity and can store in-
formation by using a recurrent connection unit, for exam-
ple, an echo state network (echo state network, ESN).
Therefore, it can be understood that the encoder neural
network with the reservoir structure can store information
of different channels, and input L-dimensional sent fea-
tures on different channels. FIG. 6A is a schematic dia-
gram of a framework of an encoder neural network and
a matching layer of a transmit end according to an em-
bodiment of this application. In FIG. 6A, u(1) represents
sent data, f(1) represents a sent feature, a rectangular
box f1, f2, ... , fL represents L-dimensional sent features
of an encoder neural network on different channels, A
represents a parameter of a matching layer, a11 repre-
sents one parameter of the matching layer, and t repre-
sents a transmitted feature.
[0111] The matching layer of the transmit end may be
considered as a readout (readout) operation. The trans-
mit end performs a linear transformation operation on an
output (namely, the sent feature f) of the reservoir, and
may read, based on a weight Aout, some features that
match current channel information, to obtain a transmit-
ted feature t.
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[0112] The transmit end may obtain, by performing a
reverse operation on the received feature rs, a target
transmitted feature t*, namely, a transmitted feature that
needs to be output by the matching layer of the transmit
end. Therefore, the problem becomes solving

 . The reverse operation on the
received feature rs may be performing a reverse opera-
tion by using rs = h’t + n to obtain the transmitted feature
t*, where h’ represents a new channel.
[0113] The transmit end may directly compute the re-
quired weight Aout of the matching layer by using a linear
regression Aout = tfT(ffT)+ or a ridge regression Aout =
tfT(ffT + λI)-1. ’+’ indicates Moore-Penrose inverse.
[0114] Manner 3: The transmit end selects the param-
eter of the matching layer of the transmit end based on
reinforcement learning (reinforcement learning) of a sto-
chastic bandits (stochastic bandits) problem. A possible
manner is as follows.
[0115] The transmit end may consider a problem of
updating the parameter of the matching layer as the sto-
chastic bandits problem, that is, an offset target function
value fed back by the receive end is used as a reward,
to select an optimal parameter of the matching layer
(namely, the parameter of the matching layer) more
quickly.
[0116] The parameter of the matching layer of the
transmit end may be preset as a linear combination under
a limited quantity of different channel distributions and
the linear combination is selected as an action. For ex-
ample, a parameter A1 indicates selection of extracting
a sent feature f on a channel h1. For example, a param-
eter A2 indicates selection of extracting a sent feature f
on a channel h2. Therefore, theoretically, there are a lim-
ited quantity of designs of the parameter A. FIG. 6B is a
schematic diagram of a framework of an encoder neural
network and a matching layer of a transmit end according
to an embodiment of this application. In FIG. 6B, f(1) rep-
resents a sent feature, a rectangular box f1, f2, ... , fL rep-
resents L-dimensional sent features of an encoder neural
network on different channels, A represents a parameter
of a matching layer, A1 is an optional action of A, t rep-
resents a transmitted feature, rs represents a received
feature in the memory buffer, and r’ represents a received
feature of a receive end existing when a parameter that
is of a matching layer on the current channel and that is
obtained through computation by a transmit end is A1.
The transmit end may set a reward value to a degree of
similarity between a received feature obtained by using
a selected parameter of the matching layer and a target
received feature, for example, the foregoing optimized
offset target. A higher degree of similarity indicates a
smaller offset error and a larger reward value. The trans-
mit end may indicate, to the matching layer by using a
feedback similar to that of the reward information, an ac-
tion of selecting an optimal parameter A.

[0117] In implementation, an exploration-exploitation
with exponential weights (EXP3) method that is common-
ly used to resolve a bandits problem or manners such as
a hierarchical optimistic optimization (hierarchical opti-
mistic optimization) method may be selected to imple-
ment selection of the optimal parameter of the matching

layer at  (where N is a total quantity of
linear combinations). In a possible implementation, the
transmit end may separately perform second encoding
processing on the sent feature by using each parameter
of the matching layer (namely, a limited quantity of pa-
rameters A, for example, the parameter A1) recorded by
the transmit end, to obtain a received feature correspond-
ing to each parameter of the matching layer; determine,
based on a degree of similarity between the received
feature corresponding to each parameter of the matching
layer and the target received feature, a reward obtained
by selecting each parameter of the matching layer; and
select a parameter of the matching layer with a largest
obtained reward as the parameter of the matching layer.
An example of selecting, by the transmit end, the param-
eter of the matching layer of the transmit end based on
reinforcement learning of the stochastic bandits problem
is as follows: The parameter of the matching layer of the
transmit end may be any one of A1, A2, ..., and AT. When
a channel between the transmit end and the receive end
changes to h’, the transmit end computes a received fea-
ture obtained by performing second encoding processing
on the sent feature by using each of parameters A1,
A2, ..., and AT of the matching layer as the parameter of
the matching layer on the channel h’. If a similarity degree
between a received feature obtained by performing sec-
ond encoding processing on the sent feature by using a
parameter A2 of the matching layer on the channel h’ and
the target received feature is higher than a similarity be-
tween a received feature obtained by performing second
encoding processing on the sent feature by using any
other parameter of the matching layer and the target re-
ceived feature, the transmit end selects the parameter
A2 of the matching layer on the channel h’ to perform
second encoding processing on the sent feature. Another
example of selecting, by the transmit end, the parameter
of the matching layer of the transmit end based on rein-
forcement learning of the stochastic bandits problem is
as follows: The parameter of the matching layer of the
transmit end may be any one of A1, A2, ..., and AT, where
a parameter A1 indicates selection of extracting the sent
feature f on a channel h1, a parameter A2 indicates se-
lection of extracting the sent feature f on a channel h2,
and a parameter AT indicates selection of extracting the
sent feature f on a channel hT. When a channel between
the transmit end and the receive end changes from h1 to
h2, the transmit end selects the parameter A2 as the pa-
rameter of the matching layer to perform second encod-
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ing processing on the sent feature.
[0118] In this embodiment of this application, training
of the transmit end and the receive end may be divided
into two parts. One part is training an autoencoder, that
is, training the encoder neural network of the transmit
end and a decoder neural network of the receive end,
and the other part is training the matching layer (or up-
dating the parameter of the matching layer).
[0119] A possible implementation of training the au-
toencoder is as follows: The parameter A = A0 of the
matching layer of the transmit end is fixed, where A0 is
a random initial value of the matching layer. Because an
operation at the matching layer is differentiable, the en-
coder neural network of the receive end and the transmit
end and the decoder neural network of the receive end
under the current channel distribution Fhs may be trained
in any manner of training the autoencoder. FIG. 7A is a
schematic diagram of a process of training an autoen-
coder according to an embodiment of this application. As
shown in FIG. 7A, during training of the autoencoder, the
parameter of the matching layer of the transmit end is
fixed. A feedforward (feedforward) process is sequential-
ly as follows: The decoder neural network of the transmit
end performs first encoding processing on the sent data
u, and outputs the sent feature f. The matching layer
(where A in FIG. 7A represents the parameter of the
matching layer) of the transmit end performs second en-
coding processing on the sent feature f, and outputs the
transmitted feature t. Batch normalization processing
(optional) is performed on the transmitted feature, and
then the transmitted feature t is transmitted through a
channel. The receive end receives the received feature
r (namely, a feature that is received by the receive end
and that is obtained by transmitting the transmitted fea-
ture t (or the transmitted feature t obtained through batch
normalization processing) through a channel). The re-
ceive end performs decoding processing on the received
feature r by using the decoder neural network to obtain
sent data u*. A backpropagation process includes: The
receive end computes a target function based on the sent
data u and the sent data u*, to obtain gradient information.
The receive end updates a parameter of the decoder
neural network of the receive end based on the gradient
information, and feeds back the gradient information to
the receive end. The transmit end updates a parameter
of the decoder neural network of the receive end based
on the gradient information fed back by the receive end.
When training of the encoder neural network of the trans-
mit end and the decoder neural network of the receive
end converges, it indicates that the autoencoder can
achieve optimal performance on a given channel, and
therefore an optimal received feature rs is obtained.
[0120] A possible implementation of training of the
matching layer is as follows: The encoder neural network
of the transmit end and the decoder neural network of
the receive end are fixed (that is, the parameter of the
encoder neural network of the transmit end and the pa-
rameter of the decoder neural network of the receive end

are fixed). In a forward iteration process, a received fea-

ture  may be obtained through computation by using
the current channel and the sent feature f obtained
through training of the autoencoder. The transmit end
obtains the sent feature f on the original channel and a
received feature rs = hs + A0(f) corresponding to the sent
feature f from the memory buffer. The transmit end iter-
atively updates the parameter of the matching layer of
the transmit end on the new channel, so that the updated
parameter of the matching layer can adapt to the current
channel, and the receive end does not need to adjust the
decoder neural network. That the updated parameter of
the matching layer adapts to the current channel means
that the transmitted feature obtained by performing sec-
ond encoding processing on the sent feature f by using
the updated parameter of the matching layer is transmit-
ted through the new channel to obtain the received fea-
ture rs.
[0121] The transmit end may train the matching layer
in any one of Manner 1, Manner 2, or Manner 3 provided
in this embodiment of this application. A manner of ob-
taining the channel information by the transmit end may
include: The transmit end obtains the channel information
through estimation based on prior information. For ex-
ample, the channel information may be obtained by per-
forming autoregressive model channel prediction based
on channel data correlation, by monitoring environment
change for estimation by the transmit end by using a
sensing device, or by performing estimation based on an
estimation method and feeding back method of CSI. The
channel information is determined based on the received
feature offset fed back by the receive end, where the
received feature offset is represented as a difference Δr
= r’ - rs between a received feature r’ on the new channel
and the fixed received feature rs obtained through au-
toencoder training. FIG. 7B is a schematic diagram of a
process of training a matching layer according to an em-
bodiment of this application. As shown in FIG. 7B, during
training of a matching layer, an encoder neural network
of a transmit end and a decoder neural network of a re-
ceive end are fixed, and the transmit end independently
trains the matching layer of the transmit end. As shown
in FIG. 7B, a sent feature f output by the encoder neural
network and a received feature r input by the decoder
neural network may be recorded in a memory buffer, and
the transmit end trains the matching layer of the transmit
end based on the sent feature and the received feature
in the memory buffer.
[0122] The following describes a communication solu-
tion described in an embodiment of this application with
reference to the accompanying drawings.
[0123] FIG. 8 is a flowchart of a communication method
according to an embodiment of this application. As shown
in FIG. 8, the method includes the following steps.
[0124] 801: A transmit end performs first encoding
processing on first data by using an encoder neural net-
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work, to obtain a first sent feature.
[0125] The first sent feature is related to a channel dis-
tribution dimension of an environment in which the trans-
mit end is located. The encoder neural network of the
transmit end and a decoder neural network of a receive
end may form an autoencoder.
[0126] In a possible implementation, the first sent fea-
ture includes an L-dimensional vector related to the chan-
nel distribution dimension, L is a product of V and T, the
first data is represented by at least a V-dimensional vec-
tor, T is a quantity of channel types obtained by clustering
channels in a current environment, T is an integer greater
than or equal to 2, and V is an integer greater than 0. A
sent feature obtained by performing first encoding
processing on any sent data (for example, the first data)
by the transmit end by using the encoder neural network
has a pre-training result for scenarios under various
channel distributions in the environment in which the
transmit end is located. A conventional autoencoder de-
sign only performs optimization for a specific channel,
and the sent feature output by the encoder neural network
of the transmit end has pre-training results for scenarios
under various channel distributions in the environment
in which the transmit end is located. Therefore, compared
with a sent feature of the conventional autoencoder, the
sent feature may alternatively be considered as a higher-
order tensor obtained by adding a dimension related to
a channel distribution on an original basis. For example,
if a dimension of the sent feature output by a transmit
end of the conventional autoencoder is V (an integer
greater than 1), the dimension of the sent feature output
by the encoder neural network of the transmit end in this
embodiment of this application is L = V 3 T, and T is the
quantity of channel types obtained by clustering channels
in the current environment.
[0127] In a possible implementation, the encoder neu-
ral network of the transmit end is obtained through train-
ing on a plurality of different channels. The encoder neu-
ral network may be considered as a stack of a plurality
of independent encoder sub-networks. Each encoder
sub-network is obtained by jointly training on a specific
channel the encoder sub-network and a decoder neural
network whose parameter is fixed, and any two encoder
sub-networks are obtained through training on different
specific channels. Each encoder sub-network may be
considered as the encoder neural network in the conven-
tional autoencoder. In this implementation, because the
encoder neural network is obtained through training on
a plurality of different channels, the encoder neural net-
work can handle a plurality of channel conditions, that is,
the encoder neural network may be applicable to the plu-
rality of different channels. When the encoder neural net-
work is applicable to the plurality of different channels, if
a channel of the transmit end changes, the transmit end
does not need to update the parameter of the encoder
neural network, but only needs to update the parameter
of the matching layer. The plurality of different channels
may be obtained by performing clustering and division

on channels in the environment in which the transmit end
is currently located.
[0128] The transmit end may be an access network
device, or may be a user equipment. An access network
device may be any device that has a wireless transceiver
function and can communicate with the user equipment,
for example, a radio access network (radio access net-
work, RAN) node that connects the user equipment to a
wireless network. Currently, for example, the RAN node
is a gNB, a transmission reception point (transmission
reception point, TRP), an evolved NodeB (evolved
NodeB, eNB), a radio network controller (radio network
controller, RNC), a NodeB (NodeB, NB), a base station
controller (base station controller, BSC), a base trans-
ceiver station (base transceiver station, BTS), a home
base station (for example, home evolved NodeB, or
home NodeB, HNB), a base band unit (base band unit,
BBU), a wireless fidelity (wireless fidelity, Wi-Fi) access
point (access point, AP), an integrated access backhaul
(integrated access and backhaul, IAB), or the like. In this
application, an example in which a base station is used
as the access network device is used for description. The
user equipment (user equipment, UE) is a device that
has a wireless transceiver function. The user equipment
may communicate with one or more core network (core
network, CN) devices (or referred to as core devices) by
using an access network device (or referred to as an
access device) in a radio access network (radio access
network, RAN). The user equipment may be deployed
on land, for example, including an indoor user equipment,
an outdoor user equipment, a handheld user equipment,
or a vehicle-mounted user equipment, may be deployed
on a water surface (for example, on a ship), or may be
deployed in the air (for example, on an airplane, a balloon,
or a satellite). In this embodiment of this application, a
UE may also be referred to as a terminal device, and may
be a mobile phone (mobile phone), a tablet computer
(pad), a computer with a wireless transceiver function, a
virtual reality (virtual reality, VR) terminal device, an aug-
mented reality (augmented reality, AR) terminal device,
a wireless terminal device in industrial control (industrial
control), a wireless terminal device in self driving (self
driving), a wireless terminal device in remote medical (re-
mote medical), a wireless terminal device in a smart grid
(smart grid), a wireless terminal in transportation safety
(transportation safety), a wireless terminal device in a
smart city (smart city), a wireless terminal in a smart home
(smart home), or the like. Optionally, the user equipment
may be a handheld device, a vehicle-mounted device, a
wearable device, a terminal in the internet of things, a
terminal in the internet of vehicles, a terminal in any form
in a 5G network and a future network, or the like that has
a wireless communication function. This is not limited in
this application.
[0129] 802: The transmit end performs second encod-
ing processing on the first sent feature by using the
matching layer, to obtain a first feature.
[0130] The encoder neural network and the matching
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layer are obtained through independent training. A di-
mension of the first feature is less than a dimension of
the first sent feature.
[0131] In a possible implementation, that the transmit
end performs second encoding processing on the first
sent feature by using the matching layer meets the fol-
lowing formula: 

[0132] t represents the first feature, t = [t1, t2, ... , tK],
and ti = σ(∑l al,ifl). A represents the parameter of the
matching layer, A = [al,i]L3K. f represents the first sent
feature, and f = [f1, f2, ... , fL].
[0133] 803: The transmit end sends the first feature to
the receive end.
[0134] The first feature is used by the receive end to
obtain the first data.
[0135] Before the transmit end performs a method pro-
cedure in FIG. 8, the transmit end and the receive end
complete training of the encoder neural network and the
decoder neural network. For example, training of the en-
coder neural network and the decoder neural network is
completed when the parameter of the matching layer of
the transmit end is fixed.
[0136] In this embodiment of this application, the trans-
mit end performs first encoding processing on the first
data by using the encoder neural network, to obtain the
first sent feature, and performs second encoding
processing on the first sent feature by using the matching
layer, to obtain the first feature. Because the encoder
neural network and the matching layer are obtained
through independent training, when a channel changes,
adaptation to a new channel can be implemented by up-
dating only the matching layer of the transmit end, so that
overheads required for network training of the receive
end are reduced. In addition, because the receive end
does not need to participate in training, a requirement for
a processing capability of the receive end can be re-
duced, so that use duration of the receive end can be
prolonged.
[0137] FIG. 9 is a flowchart of another communication
method according to an embodiment of this application.
A method procedure in FIG. 9 is a possible implementa-
tion of the method described in FIG. 8. As shown in FIG.
9, the method procedure includes the following steps.
[0138] 901: A transmit end performs first encoding
processing on first data by using an encoder neural net-
work, to obtain a first sent feature.
[0139] For step 901, refer to step 801.
[0140] 902: The transmit end performs second encod-
ing processing on the first sent feature by using the
matching layer, to obtain a first feature.
[0141] For step 902, refer to step 802.
[0142] 903: The transmit end sends the first feature to
the receive end.
[0143] For step 903, refer to step 803. Before the re-

ceive end performs step 901, step 902, and step 903,
the transmit end and the receive end complete training
of the encoder neural network and a decoder neural net-
work. For example, training of the encoder neural net-
work and the decoder neural network is completed when
a parameter of the matching layer of the transmit end is
fixed. The method procedure in FIG. 9 may be considered
as a method procedure in which the transmit end and the
receive end implement data transmission by using a
trained autoencoder.
[0144] 904: The transmit end receives first indication
information from the receive end.
[0145] The first indication information indicates the
transmit end to update the parameter of the matching
layer.
[0146] 905: The transmit end updates the parameter
of the matching layer based on a current channel of the
transmit end.
[0147] A possible implementation of step 905 is as fol-
lows: The transmit end updates the parameter of the
matching layer based on the current channel of the trans-
mit end, a third sent feature, and a third received feature.
The third received feature includes a feature obtained by
the receive end by receiving, on a first channel, a third
feature sent by the transmit end, and the third feature
includes a feature obtained by the transmit end by per-
forming second encoding processing on the third sent
feature by using the matching layer. The current channel
of the transmit end is different from the first channel. The
third sent feature and the third received feature are a sent
feature and a received feature that are recorded in a
memory buffer of the transmit end. For example, the third
sent feature is the first sent feature, and the third received
feature is a received feature obtained by the receive end
by receiving the first feature sent by the transmit end
through the first channel. The first channel may be a
channel between the transmit end and the receive end
when the transmit end sends the first feature. In other
words, the channel between the transmit end and the
receive end is originally the first channel (when the first
data is sent), and changes from the first channel to the
current channel after the channel changes. It may be
understood that before the channel changes, the transmit
end sends data (for example, the first feature) to the re-
ceive end through the first channel. The transmit end may
record a sent feature and a received feature of the trans-
mit end in a recent period of time by using the memory
buffer, for example, the first sent feature and the first
received feature. The first received feature is the received
feature obtained by the receive end by receiving the first
feature sent by the transmit end through the first channel.
[0148] The transmit end may update the parameter of
the matching layer based on the current channel of the
transmit end in any one of Manner 1, Manner 2, and Man-
ner 3 described above. Details are not described herein
again.
[0149] In a possible implementation, a parameter of
the encoder neural network remains unchanged in a
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process in which the transmit end updates the parameter
of the matching layer. In this implementation, only the
parameter of the matching layer is updated. Because a
computation amount is reduced, efficiency of updating
the matching layer can be improved.
[0150] In a possible implementation, before performing
step 905, the transmit end may perform the following op-
erations: The transmit end obtains first information, and
the transmit end determines the current channel of the
transmit end based on the first information. The first in-
formation includes channel information or received fea-
ture offset information from the receive end, the channel
information represents related information of the current
channel of the transmit end, the received feature offset
information represents a difference between the third re-
ceived feature and a fourth received feature, the third
received feature includes a feature obtained by the re-
ceive end by receiving, on the first channel, the third fea-
ture sent by the transmit end, and the fourth received
feature includes a feature obtained by the receive end
by receiving, on the current channel, the third feature
sent by the transmit end.
[0151] In a possible implementation, before performing
step 905, the transmit end performs the following oper-
ation: The transmit end estimates the current channel
based on prior information. Alternatively, the transmit end
monitors an environment change by using a sensing de-
vice, to estimate the current channel.
[0152] 906: The transmit end performs first encoding
processing on second data by using the encoder neural
network, to obtain a second sent feature.
[0153] For step 906, refer to step 901.
[0154] 907: The transmit end performs second encod-
ing processing on the second sent feature by using the
updated matching layer when training of the matching
layer converges, to obtain a second feature.
[0155] The updated matching layer is the matching lay-
er whose training converges. The transmit end may up-
date the parameter of the matching layer in any one of
Manner 1, Manner 2, and Manner 3 described above.
Updating the parameter of the matching layer may be
considered as training the matching layer. A case in
which training of the matching layer converges may be
that when duration of iteratively updating the parameter
of the matching layer by the transmit end is less than or
equal to a time threshold (for example, 5s), a loss value
computed by the transmit end based on the parameter
of the matching layer and the current channel is less than
a loss threshold. The loss value computed by the transmit
end based on the parameter of the matching layer and
the current channel may represent a difference program
between a received feature that is computed by the trans-
mit end based on the parameter of the matching layer
and the current channel and a target received feature.
The target received feature may be a received feature
that the transmit end expects to obtain through compu-
tation based on the parameter of the matching layer and
the current channel, namely, an ideal received feature.

For example, the memory buffer of the transmit end
records the first sent feature and the first received feature
(corresponding to the first channel). The transmit end
performs second encoding processing on the first sent
feature by using the matching layer to obtain a feature t.
The transmit end computes a feature that is received by
the receive end and that is obtained by transmitting the
feature t through the current channel, to obtain a received
feature r’. The transmit end computes a loss value be-
tween the received feature r’ and the first received feature
(as the target received feature) based on, for example,

a square error  , a feature cov-

ariance KL divergence  , and a
rigidity and distance hybrid error

 . If the loss
value is less than the loss threshold and duration of iter-
atively updating the parameter of the matching layer by
the transmit end is less than or equal to the time threshold,
the transmit end may determine that training of the match-
ing layer converges. Updating the parameter of the
matching layer may be considered as training the match-
ing layer. A case in which training of the matching layer
converges may be that when a quantity of times of iter-
atively updating the parameter of the matching layer by
the transmit end is less than a preset quantity of times
(for example, 10,000 times), a loss value computed by
the transmit end based on the parameter of the matching
layer and the current channel is less than a loss threshold.
Alternatively, a training signal-to-noise ratio (training sig-
nal-to-noise ratio, TSNR) defined below may be used as
an evaluation standard: 

[0156] When a channel signal-to-noise ratio SNR is
known, it may be considered that training converges

when  , where  ,
L is the loss function mentioned above, and λ is a constant
greater than 0.
[0157] 908: The transmit end sends the second feature
to the receive end.
[0158] The second feature is used by the receive end
to obtain the second data.
[0159] In this embodiment of this application, the trans-
mit end updates the parameter of the matching layer
based on the current channel of the transmit end. Adap-
tation to a new channel can be implemented by updating
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the matching layer of the transmit end, and the encoder
neural network and the decoder neural network of the
receive end do not need to be updated. In this way, time
overheads and signaling overheads caused by updating
the encoder neural network and the decoder neural net-
work of the receive end can be avoided.
[0160] FIG. 10 is a flowchart of another communication
method according to an embodiment of this application.
A method procedure in FIG. 10 is a possible implemen-
tation of the method described in FIG. 8. As shown in
FIG. 10, the method procedure includes the following
steps.
[0161] 1001: A transmit end performs first encoding
processing on first data by using an encoder neural net-
work, to obtain a first sent feature.
[0162] For step 1001, refer to step 801.
[0163] 1002: The transmit end performs second en-
coding processing on the first sent feature by using the
matching layer, to obtain a first feature.
[0164] For step 1002, refer to step 802.
[0165] 1003: The transmit end sends the first feature
to the receive end.
[0166] For step 1003, refer to step 803. Before the re-
ceive end performs step 1001, step 1002, and step 1003,
the transmit end and the receive end complete training
of the encoder neural network and a decoder neural net-
work. For example, training of the encoder neural net-
work and the decoder neural network is completed when
a parameter of the matching layer of the transmit end is
fixed.
[0167] 1004: The transmit end receives first indication
information from the receive end.
[0168] The first indication information indicates the
transmit end to update the parameter of the matching
layer. Step 1004 may be replaced with: The transmit end
determines to update the parameter of the matching layer
when a channel changes and a change degree of the
channel is less than a change threshold. The change
degree of the channel may be a covariance between the
changed channel and the channel before the change,
and the change threshold is set based on an actual re-
quirement. The transmit end may determine, based on
the covariance between the changed channel and the
channel before the change and the change threshold,
whether to update the parameter of the matching layer.
[0169] 1005: The transmit end updates the parameter
of the matching layer based on a current channel of the
transmit end.
[0170] For step 1005, refer to step 905.
[0171] 1006: The transmit end sends third indication
information to the receive end when training of the match-
ing layer does not converge.
[0172] The third indication information indicates the re-
ceive end to retrain the encoder neural network.
[0173] A case in which training of the matching layer
does not converge may be that when duration of itera-
tively updating the parameter of the matching layer by
the transmit end is greater than or equal to a time thresh-

old (for example, 5s), a loss value computed by the trans-
mit end based on the parameter of the matching layer
and the current channel is greater than or equal to a loss
threshold. A case in which training of the matching layer
does not converge may be that when a quantity of times
of iteratively updating the parameter of the matching layer
by the transmit end is greater than or equal to a preset
quantity of times (for example, 10,000 times), a loss value
computed by the transmit end based on the parameter
of the matching layer and the current channel is greater
than or equal to a loss threshold.
[0174] 1007: The transmit end and the receive end
train the encoder neural network of the transmit end.
[0175] That the transmit end and the receive end train
the encoder neural network of the transmit end may be:
training the encoder neural network of the transmit end
when a parameter of the decoder neural network of the
receive end is fixed. When the parameter of the matching
layer remains unchanged, the transmit end trains the en-
coder neural network.
[0176] 1008: The transmit end updates the parameter
of the matching layer based on the current channel of
the transmit end when training of the encoder neural net-
work of the transmit end converges.
[0177] A case in which training of the matching layer
does not converge may be that when duration of itera-
tively updating the parameter of the matching layer by
the transmit end is greater than or equal to a time thresh-
old (for example, 5s), a loss value computed by the trans-
mit end based on the parameter of the matching layer
and the current channel is greater than or equal to a loss
threshold. A case in which training of the matching layer
does not converge may be that when a quantity of times
of iteratively updating the parameter of the matching layer
by the transmit end is greater than or equal to a preset
quantity of times (for example, 10,000 times), a loss value
computed by the transmit end based on the parameter
of the matching layer and the current channel is greater
than or equal to a loss threshold.
[0178] It should be understood that the transmit end
may repeatedly perform step 1006 to step 1008 until train-
ing of the matching layer converges. After the transmit
end performs step 1008, if training of the matching layer
does not converge, the transmit end performs step 1006.
If training of the matching layer converges, the transmit
end performs step 1009.
[0179] 1009: The transmit end performs first encoding
processing on second data by using the encoder neural
network, to obtain a second sent feature.
[0180] For step 1009, refer to step 801.
[0181] 1010: The transmit end performs second en-
coding processing on the second sent feature by using
the updated matching layer, to obtain the second feature.
[0182] For step 1010, refer to step 907.
[0183] 1011: The transmit end sends the second fea-
ture to the receive end.
[0184] For step 1011, refer to step 908.
[0185] In this embodiment of this application, when
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training of the matching layer does not converge, the
transmit end sends third indication information to the re-
ceive end, to indicate, by using the third indication infor-
mation, the receive end to retrain the encoder neural net-
work. After retraining the encoder neural network, the
transmit end updates the parameter of the matching layer
based on the current channel of the transmit end, so that
training of the matching layer converges.
[0186] FIG. 11 is a flowchart of another communication
method according to an embodiment of this application.
A method procedure in FIG. 11 is a possible implemen-
tation of the method described in FIG. 8. As shown in
FIG. 11, the method procedure includes the following
steps.
[0187] 1101: A transmit end performs first encoding
processing on first data by using an encoder neural net-
work, to obtain a first sent feature.
[0188] For step 1101, refer to step 801.
[0189] 1102: The transmit end performs second en-
coding processing on the first sent feature by using the
matching layer, to obtain a first feature.
[0190] For step 1102, refer to step 802.
[0191] 1103: The transmit end sends the first feature
to the receive end.
[0192] For step 1103, refer to step 803. Before the re-
ceive end performs step 1101, step 1102, and step 1103,
the transmit end and the receive end complete training
of the encoder neural network and a decoder neural net-
work. For example, training of the encoder neural net-
work and the decoder neural network is completed when
a parameter of the matching layer of the transmit end is
fixed.
[0193] 1104: The transmit end receives second indi-
cation information from the receive end.
[0194] The second indication information indicates the
transmit end to retrain the encoder neural network. Step
1104 may be replaced with: The transmit end determines
to update a parameter of the encoder neural network
when a channel changes and a change degree of the
channel is greater than or equal to a first threshold. The
change degree of the channel may be a covariance be-
tween the changed channel and the channel before the
change, and the first threshold is set based on an actual
requirement. The transmit end may determine, based on
the covariance between the changed channel and the
channel before the change and the first threshold, wheth-
er to update the parameter of the encoder neural network.
[0195] 1105: The transmit end trains the encoder neu-
ral network of the transmit end with the receive end.
[0196] That the transmit end and the receive end train
the encoder neural network of the transmit end may be:
training the encoder neural network of the transmit end
when a parameter of the decoder neural network of the
receive end is fixed.
[0197] 1106: The transmit end updates the parameter
of the matching layer based on the current channel of
the transmit end when training of the encoder neural net-
work of the transmit end converges.

[0198] For step 1106, refer to step 1008. After the
transmit end performs step 1106, if training of the match-
ing layer does not converge, the transmit end may per-
form step 1105 and step 1106 for a plurality of times until
training of the matching layer converges. If training of the
matching layer converges, the transmit end performs
step 1107.
[0199] 1107: The transmit end performs first encoding
processing on second data by using the encoder neural
network, to obtain a second sent feature.
[0200] For step 1107, refer to step 801.
[0201] 1108: The transmit end performs second en-
coding processing on the second sent feature by using
the updated matching layer, to obtain the second feature.
[0202] For step 1108, refer to step 907.
[0203] 1109: The transmit end sends the second fea-
ture to the receive end.
[0204] For step 1109, refer to step 908.
[0205] In this embodiment of this application, after re-
ceiving the second indication information from the re-
ceive end, the transmit end trains the encoder neural
network of the transmit end with the receive end. When
training of the encoder neural network converges, the
transmit end updates the parameter of the matching layer
based on the current channel of the transmit end, so that
an encoder neural network and a matching layer that are
applicable to the current channel can be trained more
quickly.
[0206] FIG. 8 to FIG. 11 describe a method procedure
performed by a transmit end in a communication solution
provided in this application. The following describes a
method procedure performed by a receive end in a com-
munication solution provided in this application with ref-
erence to the accompanying drawings.
[0207] FIG. 12 is a flowchart of a communication meth-
od according to an embodiment of this application. As
shown in FIG. 12, the method includes the following
steps.
[0208] 1201: A receive end receives a first received
feature from a transmit end.
[0209] The first received feature includes a feature that
is received by the receive end and that is obtained by
transmitting, through a channel, a first feature sent by
the transmit end. The first feature is obtained by the trans-
mit end by performing encoding processing on a first sent
feature by using a matching layer, and the first sent fea-
ture is obtained by an encoder neural network of the
transmit end by performing encoding processing on first
data. The encoder neural network and the matching layer
are obtained through independent training.
[0210] The receive end may be an access network de-
vice, or may be a user equipment.
[0211] 1202: The receive end performs decoding
processing on the first received feature by using a de-
coder neural network, to obtain the first data.
[0212] The decoder neural network and the matching
layer are obtained through independent training. Before
the receive end performs a method procedure in FIG. 12,
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the transmit end and the receive end complete training
of the encoder neural network and the decoder neural
network. For example, training of the encoder neural net-
work and the decoder neural network is completed when
a parameter of the matching layer of the transmit end is
fixed.
[0213] In this embodiment of this application, because
the decoder neural network and the matching layer are
obtained through independent training, and the encoder
neural network and the matching layer are obtained
through independent training, when a channel between
the transmit end and the receive end changes, adaptation
to a new channel can be implemented by updating only
the matching layer of the transmit end, so that overheads
required for network training of the receive end are re-
duced. In addition, because the receive end does not
need to participate in training, a requirement for a
processing capability of the receive end can be reduced,
so that use duration of the receive end can be prolonged.
[0214] FIG. 13 is a flowchart of another communication
method according to an embodiment of this application.
A method procedure in FIG. 13 is a possible implemen-
tation of the method described in FIG. 12. As shown in
FIG. 13, the method procedure includes the following
steps.
[0215] 1301: A receive end receives a first received
feature from a transmit end.
[0216] For step 1301, refer to step 1201.
[0217] 1302: The receive end performs decoding
processing on the first received feature by using a de-
coder neural network, to obtain the first data.
[0218] For step 1302, refer to step 1202. Before the
receive end performs step 1301 and step 1302, the trans-
mit end and the receive end complete training of an en-
coder neural network and the decoder neural network.
[0219] 1303: The receive end sends first indication in-
formation to the transmit end when a parameter repre-
senting a channel change degree is less than or equal
to a first threshold.
[0220] The first indication information indicates the
transmit end to update a parameter of a matching layer.
[0221] In a possible implementation, the receive end
periodically detects a channel change. The parameter
representing the channel change degree may be a cov-
ariance between channels. For example, the receive end
detects a covariance between a current channel and a
last detected channel at an interval of 10 ms. If it is de-
tected that the covariance between the current channel
and the last detected channel is greater than a second
threshold and less than the first threshold, the receive
end sends the first indication information to the transmit
end, where the second threshold is less than the first
threshold, and both the first threshold and the second
threshold are real numbers that are set based on an ac-
tual requirement and that are greater than 0.
[0222] In a possible implementation, the receive end
may further perform the following operation: sending first
information to the transmit end, where the first informa-

tion is used by the transmit end to update the parameter
of the matching layer. The first information includes chan-
nel information or received feature offset information from
the receive end, the channel information represents re-
lated information of the current channel of the transmit
end, the received feature offset information represents a
difference between a third received feature and a fourth
received feature, the third received feature includes a
feature obtained by the receive end by receiving, on a
first channel, a third feature sent by the transmit end, and
the fourth received feature includes a feature obtained
by the receive end by receiving, on the current channel,
the third feature sent by the transmit end.
[0223] In a possible implementation, before sending
the first indication information to the transmit end, the
receive end may perform the following operation: The
receive end receives fourth indication information from
the transmit end, where the fourth indication information
indicates that training of the encoder neural network is
completed.
[0224] In this embodiment of this application, when the
parameter representing the channel change degree is
less than or equal to the first threshold, the receive end
sends the first indication information to the transmit end,
so that the transmit end is indicated in a timely manner
to update the parameter of the matching layer. In this
way, data transmission can still be successfully complet-
ed after the channel changes.
[0225] FIG. 14 is a flowchart of another communication
method according to an embodiment of this application.
A method procedure in FIG. 14 is a possible implemen-
tation of the method described in FIG. 12. As shown in
FIG. 14, the method procedure includes the following
steps.
[0226] 1401: A receive end receives a first received
feature from a transmit end.
[0227] For step 1401, refer to step 1201.
[0228] 1402: The receive end performs decoding
processing on the first received feature by using a de-
coder neural network, to obtain the first data.
[0229] For step 1402, refer to step 1202.
[0230] 1403: The receive end sends second indication
information to the transmit end when a parameter repre-
senting a channel change degree is greater than a first
threshold.
[0231] The second indication information indicates the
transmit end to retrain the encoder neural network. Be-
fore the receive end performs step 1401, step 1402, and
step 1403, the transmit end and the receive end complete
training of the encoder neural network and the decoder
neural network. For example, training of the encoder neu-
ral network and the decoder neural network is completed
when a parameter of a matching layer of the transmit end
is fixed.
[0232] In a possible implementation, the receive end
periodically detects a channel change. The parameter
representing the channel change degree may be a cov-
ariance between channels. For example, the receive end
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detects a covariance between a current channel and a
last detected channel at an interval of 10 ms. If it is de-
tected that the covariance between the current channel
and the last detected channel is greater than the first
threshold, the receive end sends the second indication
information to the transmit end, where the first threshold
is a real number that is set based on an actual require-
ment and that is greater than 0.
[0233] 1404: The receive end trains the encoder neural
network of the transmit end with the transmit end.
[0234] That the receive end trains the encoder neural
network of the transmit end with the transmit end may
be: training the encoder neural network of the transmit
end on the current channel when a parameter of the de-
coder neural network is fixed.
[0235] In this embodiment of this application, the re-
ceive end sends the second indication information to the
transmit end when the parameter representing the chan-
nel change degree is greater than the first threshold, to
indicate the transmit end to retrain the encoder neural
network. This can resolve a problem that data transmis-
sion cannot be successfully completed on a new channel
by updating only the parameter of the matching layer.
[0236] FIG. 15 is a flowchart of another communication
method according to an embodiment of this application.
A method procedure in FIG. 15 is a possible implemen-
tation of the method described in FIG. 12. As shown in
FIG. 15, the method procedure includes the following
steps.
[0237] 1501: A receive end receives a first received
feature from a transmit end.
[0238] For step 1501, refer to step 1201.
[0239] 1502: The receive end performs decoding
processing on the first received feature by using a de-
coder neural network, to obtain first data.
[0240] For step 1502, refer to step 1202. Before the
receive end performs step 1501 and step 1502, the trans-
mit end and the receive end complete training of an en-
coder neural network and the decoder neural network.
[0241] 1503: The receive end sends first indication in-
formation to the transmit end when a parameter repre-
senting a channel change degree is less than or equal
to a first threshold.
[0242] For step 1503, refer to step 1302.
[0243] 1504: The receive end sends first information
to the transmit end.
[0244] The first information is used by the transmit end
to update a parameter of a matching layer. The first in-
formation includes channel information or received fea-
ture offset information from the receive end, the channel
information represents related information of a current
channel of the transmit end, the received feature offset
information represents a difference between a third re-
ceived feature and a fourth received feature, the third
received feature includes a feature obtained by the re-
ceive end by receiving, on a first channel, a third feature
sent by the transmit end, and the fourth received feature
includes a feature obtained by the receive end by receiv-

ing, on the current channel, the third feature sent by the
transmit end.
[0245] Step 1501 is optional. The transmit end may
update the parameter of the matching layer based on the
first information from the receive end, or may update the
parameter of the matching layer in another manner (with-
out using the first information). For example, the transmit
end estimates the current channel based on prior infor-
mation.
[0246] 1505: The receive end receives third indication
information from the transmit end.
[0247] The third indication information indicates the re-
ceive end to retrain the encoder neural network.
[0248] 1506: The receive end trains the encoder neural
network of the transmit end with the transmit end.
[0249] For step 1506, refer to step 1404.
[0250] In this embodiment of this application, when the
parameter representing the channel change degree is
less than or equal to the first threshold, the receive end
sends the first indication information to the transmit end,
so that the transmit end can update the parameter of the
matching layer in a timely manner, to ensure that data is
successfully transmitted. After receiving the third indica-
tion information from the transmit end, the receive end
trains the encoder neural network of the transmit end with
the transmit end. This can resolve a problem that data
transmission cannot be successfully completed on a new
channel by updating only the parameter of the matching
layer.
[0251] FIG. 8 to FIG. 11 describe a method procedure
performed by a transmit end after training of an autoen-
coder is completed. FIG. 12 to FIG. 15 describe a method
procedure performed by a receive end after training of
an autoencoder is completed. The following describes a
method procedure in which a transmit end and a receive
end first train an autoencoder and then train a matching
layer with reference to the accompanying drawings.
[0252] FIG. 16 is a flowchart of another communication
method according to an embodiment of this application.
The method in FIG. 16 describes a training process of
one transmit end and one receive end and signaling in-
teraction between the one transmit end and the one re-
ceive end (namely, one transmit end and one receive
end). As shown in FIG. 16, the method includes the fol-
lowing steps.
[0253] 1601: A transmit end initializes an encoder neu-
ral network and a matching layer.
[0254] The transmit end may initialize a parameter of
the matching layer of the transmit end based on a channel
distribution dimension. For example, if clustering is per-
formed on channels in a current environment to deter-
mine a channel distribution dimension T, an initial value
of the parameter of the matching layer A = [al,i]L3K is

defined as  . Alternatively, the parameter of the
matching layer of the transmit end may be randomly in-
itialized. The transmit end may initialize a parameter of
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the encoder neural network of the transmit end in any
manner. This is not limited in this application.
[0255] 1602: A receive end initializes a decoder neural
network.
[0256] The receive end may initialize a parameter of
the decoder neural network of the receive end in any
manner. This is not limited in this application. A sequence
of step 1601 and step 1602 is not limited.
[0257] 1603: The transmit end sends a first trained fea-
ture to the receive end, and stores a transmission task
in a memory buffer of the transmit end.
[0258] A possible implementation of step 1603 is as
follows: The transmit end performs first encoding
processing on first sent data by using the encoder neural
network, to obtain a first trained sent feature. The transmit
end performs second encoding processing on the first
trained sent feature by using the matching layer, to obtain
a first trained feature. The transmit end sends the first
trained feature to the receive end. The transmit end
stores, in the memory buffer of the transmit end, the trans-
mission task of sending the first sent data. For example,
the transmit end stores the first trained feature by using
the memory buffer.
[0259] 1604: The receive end performs decoding
processing on a received first trained received feature
by using the decoder neural network, to obtain first re-
ceived data.
[0260] The first trained received feature is a feature
that is received by the receive end and that is obtained
by transmitting the first trained feature through a channel.
[0261] 1605: The receive end computes a loss value
of a target function and gradient information based on
the first received data and the first sent data.
[0262] The receive end may prestore the first sent data
(namely, trained data). The target function may be a

mean square error  , a bi-
nary cross entropy

 , or the like. N is
a quantity of training batches, ui and ui are the first sent
data of the transmit end and the first received data de-
coded by the receive end respectively. pic is a prediction
probability that decoded data i belongs to a category c,
and uic is a category sign function (0 or 1).
[0263] 1606: The receive end trains the decoder neural
network based on the gradient information.
[0264] 1607: The receive end feeds back the gradient
information to the transmit end.
[0265] Optionally, the receive end may further feed
back channel information Δhd to the transmit end. If the
transmit end is capable of obtaining Δhd in a sensing or
channel prediction manner, the receive end does not
need to perform a feedback operation. A purpose of feed-
ing back the channel information by the receive end is to
enable the transmit end to perform training in the channel

distribution dimension T. Statistical clustering analysis
on the current channel is performed, to obtain an approx-
imate channel distribution. The dimension T is deter-
mined and training is performed on a channel in each
dimension.
[0266] 1608: The transmit end trains the encoder neu-
ral network based on the gradient information.
[0267] The transmit end and the receive end may re-
peatedly perform step 1603 to step 1608 until the loss
value that is obtained through computation and that is of
the target function is less than or equal to a loss threshold.
In other words, the transmit end and the receive end may
perform training on a same channel by using different
trained data, until the loss value that is obtained through
computation by the receive end and that is of the target
function is less than or equal to the loss threshold.
[0268] 1609: The transmit end stores the sent feature
and the received feature by using the memory buffer.
[0269] The memory buffer may store data by using a
first in first out queue, and the transmit end may track the
sent feature and the received feature at any time by using
the memory buffer to update the trained data.
[0270] 1610: When training of the decoder neural net-
work is completed, the receive end fixes the decoder neu-
ral network and continues to jointly train the encoder neu-
ral network under different channel distributions with the
transmit end until pre-training is completed.
[0271] It may be understood that, if the loss value that
is obtained through computation and that is of the target
function is less than or equal to the loss threshold when
the receive end trains the encoder neural network under
a specific channel distribution, the receive end continues
to train the encoder neural network under a next channel
distribution.
[0272] Step 1601 to step 1610 are steps of training an
autoencoder by the transmit end and the receive end. In
other words, the transmit end and the receive end com-
plete training of the autoencoder under different channel
distributions by performing step 1601 to step 1610.
[0273] 1611: The receive end determines a training
method based on a channel change degree when a chan-
nel changes.
[0274] A possible implementation of step 1611 is as
follows: If a parameter representing the channel change
degree is less than or equal to a first threshold, the receive
end indicates the transmit end to retrain the encoder neu-
ral network on the current channel. Otherwise, the re-
ceive end indicates the transmit end to update the pa-
rameter of the matching layer.
[0275] 1612: The receive end sends first indication in-
formation to the transmit end.
[0276] The first indication information indicates the
transmit end to update the parameter of the matching
layer. For step 1612, refer to step 1503.
[0277] 1613: The receive end sends first information
to the transmit end.
[0278] For step 1613, refer to step 1504.
[0279] 1614: The transmit end updates the parameter
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of the matching layer based on the sent feature and the
received feature that are recorded in the memory buffer
and the current channel.
[0280] The transmit end may update the parameter of
the matching layer based on the sent feature and the
received feature that are recorded in the memory buffer
and the current channel in any one of Manner 1, Manner
2, and Manner 3 described above. For example, the
transmit end may sample a training set D = {f, r}, and use
r as a target received feature. An estimated received fea-
ture is obtained by using the matching layer and the chan-
nel based on f, to resolve an offset target optimization

problem  . The transmit end may
obtain an optimal parameter of the matching layer by
using an iterative method.
[0281] 1615: The transmit end performs data transmis-
sion when training of the matching layer converges.
[0282] Step 1615 may be replaced with: The transmit
end sends third indication information to the receive end
when training of the matching layer does not converge.
The third indication information indicates the receive end
to retrain the encoder neural network.
[0283] In this embodiment of this application, the au-
toencoder is first trained, and then the matching layer is
trained. When the channel changes, only the parameter
of the matching layer needs to be updated, so that com-
munication overheads can be reduced.
[0284] The following simulates training of a transceiver
in a time-varying channel scenario, that is, training of the
transmit end and the receive end.
[0285] It is set that a modulation order is B = 4, and a
length of the trained data sent by the transmit end is K =
256. When an SNR is fixed, an Autoencoder neural net-
work (namely, the encoder neural network and the de-
coder neural network) on a specific channel hs is first
trained, and the Autoencoder neural network is used as
a baseline (baseline), and then a channel ht = h0 + Δhd
is changed at an interval of 200 times of transmission
during data testing, where Δhd~CN(0,0.3).
[0286] The matching layer is iteratively updated, so
that performance on the time-varying fading channel can
reach same performance as performance on a specific
channel hs.
[0287] In addition, time consumption of the communi-
cation method provided in this application and time con-
sumption of retraining the autoencoder of the transmit
end and the receive end are compared. As shown in Ta-
ble 1, iterative updating of the matching layer may adjust
the current channel within a shorter time.

Table 1

Method AE Ada_Enc

Training time 30.8688 2.8119

SER 0.00351 0.002310

[0288] In a same test scenario, when the time-varying
channel changes at an interval of 100 steps, compared
with an existing channel equalization operation at the re-
ceive end, this solution can achieve a better effect at the
transmit end.
[0289] The solution is different from an operation that
depends on j oint training of the transmit end and the
receive end in that only the transmit end needs to adap-
tively adjust an environment. This reduces training over-
heads of the receive end, reduces a requirement for a
processing capability of the receive end device, and pro-
longs use duration of the receive end device.
[0290] If there are a plurality of receive ends in a same
scenario, and statuses of channels between different re-
ceive ends and the transmit end are seen as different,
the communication solution provided in this application
may be switched for implementation as a selection of the
transmit end for the different receive ends, so that a net-
work of each receive end does not need to be frequently
trained. Based on a capability of a matching layer of a
neural network of a transmit end to extract channel fea-
tures in a plurality of scenarios, the matching layer per-
forms adaptive adjustment based on a received feature
offset or channel information, such as CSI, fed back by
the transmit end, to select a transmit end feature corre-
sponding to a receive end that currently communicates
with the transmit end, to perform communication trans-
mission.
[0291] FIG. 17 is a flowchart of another communication
method according to an embodiment of this application.
The method in FIG. 17 describes a training process of
one transmit end and a plurality of receive ends and sig-
naling interaction between the one transmit end and the
plurality of receive ends (namely, one transmit end and
a plurality of receive ends). As shown in FIG. 17, the
method includes the following steps.
[0292] 1701: A transmit end initializes an encoder neu-
ral network and a matching layer.
[0293] For step 1701, refer to step 1601.
[0294] 1702: A receive end initializes a decoder neural
network.
[0295] For step 1702, refer to step 1602.
[0296] 1703: The transmit end separately trains an au-
toencoder on a current channel with different receive
ends.
[0297] For example, the transmit end and a receive
end 1 train the encoder neural network of the transmit
end and a decoder neural network of the receive end 1,
and the transmit end and a receive end 2 train the encoder
neural network of the transmit end and a decoder neural
network of the receive end 2.
[0298] 1704: The transmit end separately records and
updates transmission task data between the transmit end
and the different receive ends by using a memory buffer.
[0299] The transmission task data may include a sent
feature of the transmit end and a received feature of the
receive end.
[0300] 1705: The receive end indicates the transmit
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end to complete training of the autoencoder when a loss
value of a target function obtained through computation
by the receive end is less than or equal to a loss threshold.
[0301] 1706: The transmit end performs data transmis-
sion with the receive end 1 after the transmit end com-
pletes training of the autoencoder with the receive end 1.
[0302] It may be understood that, after completing
training of autoencoder with any receive end, the transmit
end may perform data transmission with the any receive
end.
[0303] 1707: The receive end 1 sends first indication
information to the transmit end.
[0304] For step 1707, refer to step 1503.
[0305] 1708: The receive end 1 sends first information
to the transmit end.
[0306] For step 1708, refer to step 1504.
[0307] 1709: The transmit end updates a parameter of
the matching layer based on the sent feature and the
received feature that are recorded in the memory buffer
and the current channel.
[0308] 1710: The transmit end performs data transmis-
sion when training of the matching layer converges.
[0309] The transmit end sends communication data by
using the encoder neural network and the updated
matching layer, and the receive end decodes data by
using an original decoder neural network.
[0310] In this embodiment of this application, the au-
toencoder is first trained, and then the matching layer is
trained. When the channel changes, only the parameter
of the matching layer needs to be updated, so that com-
munication overheads can be reduced.
[0311] FIG. 18 is a schematic diagram of a structure
of a communication apparatus according to an embodi-
ment of this application. A communication apparatus in
FIG. 18 may be the transmit end in the foregoing embod-
iment. As shown in FIG. 18, the communication appara-
tus 1800 includes a processing module 1801 and a trans-
ceiver module 1802.
[0312] The processing module 1801 is configured to
perform first encoding processing on first data by using
an encoder neural network, to obtain a first sent feature,
where the first sent feature is related to a channel distri-
bution dimension of an environment in which a transmit
end is located.
[0313] The processing module 1801 is further config-
ured to perform second encoding processing on the first
sent feature by using a matching layer, to obtain a first
feature, where the encoder neural network and the
matching layer are obtained through independent train-
ing, and a dimension of the first feature is less than a
dimension of the first sent feature.
[0314] The transceiver module 1802 is configured to
send the first feature to a receive end, where the first
feature is used by the receive end to obtain the first data.
[0315] In a possible implementation, the processing
module 1801 is specifically configured to update a pa-
rameter of the matching layer based on a current channel
of the processing module, is further configured to perform

first encoding processing on second data by using the
encoder neural network, to obtain a second sent feature,
and is further configured to perform second encoding
processing on the second sent feature by using the up-
dated matching layer, to obtain a second feature. The
transceiver module is further configured to send the sec-
ond feature to the receive end, where the second feature
is used by the receive end to obtain the second data.
[0316] In a possible implementation, the transceiver
module 1802 is further configured to receive first indica-
tion information from the receive end, where the first in-
dication information indicates the transmit end to update
the parameter of the matching layer.
[0317] In a possible implementation, the processing
module 1801 is specifically configured to update the pa-
rameter of the matching layer based on the current chan-
nel of the processing module, a third sent feature, and a
third received feature, where the third received feature
includes a feature obtained by the receive end by receiv-
ing, on a first channel, a third feature sent by the transmit
end, the third feature includes a feature obtained by the
transmit end by performing second encoding processing
on the third sent feature by using the matching layer, and
the current channel of the transmit end is different from
the first channel.
[0318] In a possible implementation, the processing
module 1801 is further configured to obtain first informa-
tion and determine the current channel of the transmit
end based on the first information.
[0319] In a possible implementation, the processing
module 1801 is further configured to train the encoder
neural network when the parameter of the matching layer
remains unchanged.
[0320] In a possible implementation, the transceiver
module 1802 is further configured to receive second in-
dication information from the receive end, where the sec-
ond indication information indicates the transmit end to
retrain the encoder neural network.
[0321] In a possible implementation, the transceiver
module 1802 is further configured to send third indication
information to the receive end when training of the match-
ing layer does not converge, where the third indication
information indicates the receive end to retrain the en-
coder neural network.
[0322] FIG. 19 is a schematic diagram of a structure
of another communication apparatus according to an em-
bodiment of this application. A communication apparatus
in FIG. 19 may be the receive end in the foregoing em-
bodiment. As shown in FIG. 19, the communication ap-
paratus 1900 includes a transceiver module 1901 and a
processing module 1902.
[0323] The transceiver module 1901 is configured to
receive a first received feature from a transmit end, where
the first received feature includes a feature that is re-
ceived by a receive end and that is obtained by transmit-
ting, through a channel, a first feature sent by the transmit
end, the first feature is obtained by the transmit end by
performing encoding processing on a first sent feature

47 48 



EP 4 440 172 A1

26

5

10

15

20

25

30

35

40

45

50

55

by using a matching layer, the first sent feature is ob-
tained by an encoder neural network of the transmit end
by performing encoding processing on first data, and the
encoder neural network and the matching layer are ob-
tained through independent training.
[0324] The processing module 1902 is configured to
perform decoding processing on the first received feature
by using a decoder neural network, to obtain the first
data, where the decoder neural network and the match-
ing layer are obtained through independent training.
[0325] In a possible implementation, the transceiver
module 1901 is further configured to send first indication
information to the transmit end, where the first indication
information indicates the transmit end to update a pa-
rameter of the matching layer.
[0326] In a possible implementation, the transceiver
module 1901 is specifically configured to send the first
indication information to the transmit end when a param-
eter representing a channel change degree is less than
or equal to a first threshold.
[0327] In a possible implementation, the transceiver
module 1901 is further configured to send second indi-
cation information to the transmit end when the param-
eter representing the channel change degree is greater
than the first threshold, where the second indication in-
formation indicates the transmit end to retrain the encod-
er neural network.
[0328] In a possible implementation, the transceiver
module 1901 is further configured to receive third indica-
tion information from the transmit end, where the third
indication information indicates the receive end to retrain
the encoder neural network.
[0329] In a possible implementation, the transceiver
module 1901 is further configured to receive fourth indi-
cation information from the transmit end, where the fourth
indication information indicates that training of the en-
coder neural network is completed.
[0330] In a possible implementation, the transceiver
module 1901 is further configured to send first informa-
tion to the transmit end, where the first information is
used by the transmit end to update the parameter of the
matching layer.
[0331] FIG. 20 is a schematic diagram of a structure
of another communication apparatus 200 according to
an embodiment of this application. A communication ap-
paratus in FIG. 20 may be the foregoing transmit end. A
communication apparatus in FIG. 20 may be the forego-
ing receive end.
[0332] As shown in FIG. 20, the communication appa-
ratus 200 includes at least one processor 2020 and a
transceiver 2010.
[0333] In some embodiments of this application, the
processor 2020 and the transceiver 2010 may be con-
figured to perform a function, an operation, or the like
performed by the foregoing transmit end. For example,
the processor 2020 may perform one or more of the fol-
lowing operations: step 801 and step 802 in FIG. 8, step
901, step 902, step 905, step 906, and step 907 in FIG.

9, step 1001, step 1002, step 1005, step 1007, step 1008,
step 1009, and step 1010 in FIG. 10, and step 1101, step
1102, step 1105, step 1106, step 1107, and step 1108
in FIG. 11. The transceiver 2010 may perform one or
more of the following operations: step 803 in FIG. 8, step
903, step 904, and step 908 in FIG. 9, step 1003, step
1004, step 1006, and step 1011 in FIG. 10, and step
1103, step 1104, and step 1109 in FIG. 11.
[0334] In some other embodiments of this application,
the processor 2020 and the transceiver 2010 may be
configured to perform a function, an operation, or the like
performed by the foregoing receive end. The processor
2020 may perform one or more of the following opera-
tions: step 1202 in FIG. 12, step 1302 in FIG. 13, step
1402 and step 1404 in FIG. 14, and step 1502 and step
1506 in FIG. 15. The transceiver 2010 may perform one
or more of the following operations: step 1201 in FIG. 12,
step 1301 and step 1303 in FIG. 13, step 1401 and step
1403 in FIG. 14, and step 1501, step 1503, step 1504,
and step 1505 in FIG. 15.
[0335] The transceiver 2010 is configured to commu-
nicate with another device or apparatus through a trans-
mission medium. The processor 2020 receives and
sends data and/or signals through the transceiver 2010,
and is configured to implement the method in the fore-
going method embodiments. The processor 2020 may
implement a function of a processing module 1801, and
the transceiver 2010 may implement a function of a trans-
ceiver module 1802.
[0336] Optionally, the communication apparatus 200
may further include at least one memory 2030, config-
ured to store program instructions and/or data. The mem-
ory 2030 is coupled to the processor 2020. The coupling
in this embodiment of this application may be an indirect
coupling or a communication connection between appa-
ratuses, units, or modules in an electrical form, a me-
chanical form, or another form, and is used for information
exchange between the apparatuses, the units, or the
modules. The processor 2020 may cooperate with the
memory 2030. The processor 2020 may execute the pro-
gram instructions stored in the memory 2030. At least
one of the at least one memory may be included in the
processor.
[0337] A specific connection medium between the
transceiver 2010, the processor 2020, and the memory
2030 is not limited in this embodiment of this application.
In this embodiment of this application, the memory 2030,
the processor 2020, and the transceiver 2010 are con-
nected through a bus 2040 in FIG. 20. The bus is repre-
sented by using a bold line in FIG. 20. A manner of con-
nection between other components is merely an example
for description, and imposes no limitation. The bus may
be classified into an address bus, a data bus, a control
bus, and the like. For ease of representation, only one
bold line is used in FIG. 20 to represent the bus, but this
does not mean that there is only one bus or only one type
of bus.
[0338] In embodiments of this application, the proces-
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sor may be a general-purpose processor, a digital signal
processor, an application-specific integrated circuit, a
field programmable gate array or another programmable
logic device, a discrete gate or transistor logic device, or
a discrete hardware component, and may implement or
perform the methods, steps, and logical block diagrams
disclosed in embodiments of this application. The gen-
eral-purpose processor may be a microprocessor or any
conventional processor or the like. The steps of the meth-
od disclosed with reference to embodiments of this ap-
plication may be directly performed by a hardware proc-
essor, or may be performed by using a combination of
hardware in the processor and a software module.
[0339] FIG. 21 is a schematic diagram of a structure
of another communication apparatus 210 according to
an embodiment of this application. As shown in FIG. 21,
a communication apparatus shown in FIG. 21 includes
a logic circuit 2101 and an interface 2102. The processing
module 1801 in FIG. 18 may be implemented by using
the logic circuit 2101, and the transceiver module 1802
in FIG. 18 may be implemented by using the interface
2102. The processing module 1902 in FIG. 19 may be
implemented by using the logic circuit 2101, and the
transceiver module 1901 in FIG. 19 may be implemented
by using the interface 2102. The logic circuit 2101 may
be a chip, a processing circuit, an integrated circuit, a
system-on-chip (system on chip, SoC) chip, or the like,
and the interface 2102 may be a communication inter-
face, an input/output interface, or the like. In this embod-
iment of this application, the logic circuit and the interface
may further be coupled to each other. A specific manner
of connection between the logic circuit and the interface
is not limited in this embodiment of this application.
[0340] In some embodiments of this application, the
logic circuit and the interface may be configured to per-
form a function, an operation, or the like performed by
the foregoing transmit end.
[0341] In some other embodiments of this application,
the logic circuit and the interface may be configured to
perform a function, an operation, or the like performed
by the foregoing receive end.
[0342] This application further provides a computer-
readable storage medium. The computer-readable stor-
age medium stores computer code. When the computer
code is run on a computer, the computer is enabled to
perform the method in the foregoing embodiment.
[0343] This application further provides a computer
program product. The computer program product in-
cludes computer code or a computer program. When the
computer code or the computer program is run on a com-
puter, the communication method in the foregoing em-
bodiments is performed.
[0344] This application further provides a communica-
tion system that includes the foregoing receive end and
the foregoing transmit end.
[0345] The foregoing descriptions are merely specific
implementations of this application, but are not intended
to limit the protection scope of this application. Any var-

iation or replacement readily figured out by a person
skilled in the art within the technical scope disclosed in
this application shall fall within the protection scope of
this application. Therefore, the protection scope of this
application shall be subject to the protection scope of the
claims.

Claims

1. A communication method, comprising:

performing, by a transmit end, first encoding
processing on first data by using an encoder
neural network, to obtain a first sent feature,
wherein the first sent feature is related to a chan-
nel distribution dimension of an environment in
which the transmit end is located;
performing, by the transmit end, second encod-
ing processing on the first sent feature by using
a matching layer, to obtain a first feature, where-
in the encoder neural network and the matching
layer are obtained through independent training,
and a dimension of the first feature is less than
a dimension of the first sent feature; and
sending, by the transmit end, the first feature to
a receive end, wherein the first feature is used
by the receive end to obtain the first data.

2. The method according to claim 1, wherein the meth-
od further comprises:

updating, by the transmit end, a parameter of
the matching layer based on a current channel
of the transmit end;
performing, by the transmit end, first encoding
processing on second data by using the encoder
neural network, to obtain a second sent feature;
performing, by the transmit end, second encod-
ing processing on the second sent feature by
using the updated matching layer, to obtain a
second feature; and
sending, by the transmit end, the second feature
to the receive end, wherein the second feature
is used by the receive end to obtain the second
data.

3. The method according to claim 2, wherein before the
updating, by the transmit end, a parameter of the
matching layer, the method further comprises:
receiving, by the transmit end, first indication infor-
mation from the receive end, wherein the first indi-
cation information indicates the transmit end to up-
date the parameter of the matching layer.

4. The method according to claim 2, wherein a param-
eter of the encoder neural network remains un-
changed in a process in which the transmit end up-
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dates the parameter of the matching layer.

5. The method according to any one of claims 2 to 4,
wherein the updating, by the transmit end, a param-
eter of the matching layer based on a current channel
of the transmit end comprises:
updating, by the transmit end, the parameter of the
matching layer based on the current channel of the
transmit end, a third sent feature, and a third received
feature, wherein the third received feature comprises
a feature obtained by the receive end by receiving,
on a first channel, a third feature sent by the transmit
end, the third feature comprises a feature obtained
by the transmit end by performing second encoding
processing on the third sent feature by using the
matching layer, and the current channel of the trans-
mit end is different from the first channel.

6. The method according to claim 5, wherein before the
updating, by the transmit end, the parameter of the
matching layer based on the current channel of the
transmit end, the method further comprises:

obtaining, by the transmit end, first information;
and
determining, by the transmit end, the current
channel of the transmit end based on the first
information.

7. The method according to claim 6, wherein the first
information comprises channel information or re-
ceived feature offset information from the receive
end; and the channel information represents related
information of the current channel of the transmit
end, the received feature offset information repre-
sents a difference between the third received feature
and a fourth received feature, the third received fea-
ture comprises the feature obtained by the receive
end by receiving, on the first channel, the third fea-
ture sent by the transmit end, and the fourth received
feature comprises a feature obtained by the receive
end by receiving, on the current channel, the third
feature sent by the transmit end.

8. The method according to any one of claims 1 to 7,
wherein the first sent feature comprises an L-dimen-
sional vector related to the channel distribution di-
mension, L is a product of V and T, the first data is
represented by at least a V-dimensional vector, T is
a channel type obtained by clustering channels in a
current environment, T is an integer greater than or
equal to 2, and V is an integer greater than 0.

9. The method according to any one of claims 1 to 7,
wherein the method further comprises:
training, by the transmit end, the encoder neural net-
work when the parameter of the matching layer re-
mains unchanged.

10. The method according to any one of claims 1 to 7,
wherein the method further comprises:
receiving, by the transmit end, second indication in-
formation from the receive end, wherein the second
indication information indicates the transmit end to
retrain the encoder neural network.

11. The method according to any one of claims 1 to 7,
wherein the method further comprises:
sending, by the transmit end, third indication infor-
mation to the receive end when training of the match-
ing layer does not converge, wherein the third indi-
cation information indicates the receive end to retrain
the encoder neural network.

12. A communication method, comprising:

receiving, by a receive end, a first received fea-
ture from a transmit end, wherein the first re-
ceived feature comprises a feature that is re-
ceived by the receive end and that is obtained
by transmitting, through a channel, a first feature
sent by the transmit end, the first feature is ob-
tained by the transmit end by performing encod-
ing processing on a first sent feature by using a
matching layer, the first sent feature is obtained
by an encoder neural network of the transmit
end by performing encoding processing on first
data, and the encoder neural network and the
matching layer are obtained through independ-
ent training; and
performing, by the receive end, decoding
processing on the first received feature by using
a decoder neural network, to obtain the first data,
wherein the decoder neural network and the
matching layer are obtained through independ-
ent training.

13. The method according to claim 12, wherein the meth-
od further comprises:
sending, by the receive end, first indication informa-
tion to the transmit end, wherein the first indication
information indicates the transmit end to update a
parameter of the matching layer.

14. The method according to claim 13, wherein the send-
ing, by the receive end, first indication information to
the transmit end comprises:
sending, by the receive end, the first indication infor-
mation to the transmit end when a parameter repre-
senting a channel change degree is less than or
equal to a first threshold.

15. The method according to any one of claims 12 to 14,
wherein the method further comprises:
sending, by the receive end, second indication infor-
mation to the transmit end when the parameter rep-
resenting the channel change degree is greater than
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the first threshold, wherein the second indication in-
formation indicates the transmit end to retrain the
encoder neural network.

16. The method according to claim 13 or 14, wherein
after the sending, by the receive end, first indication
information to the transmit end, the method further
comprises:
receiving, by the receive end, third indication infor-
mation from the transmit end, wherein the third indi-
cation information indicates the receive end to retrain
the encoder neural network.

17. The method according to claim 13 or 14, wherein
before the sending, by the receive end, first indica-
tion information to the transmit end, the method fur-
ther comprises:
receiving, by the receive end, fourth indication infor-
mation from the transmit end, wherein the fourth in-
dication information indicates that training of the en-
coder neural network is completed.

18. The method according to claim 13 or 14, wherein
after the sending, by the receive end, first indication
information to the transmit end, the method further
comprises:
sending, by the receive end, first information to the
transmit end, wherein the first information is used by
the transmit end to update the parameter of the
matching layer.

19. A communication apparatus, comprising:

a processing module, configured to perform first
encoding processing on first data by using an
encoder neural network, to obtain a first sent
feature, wherein the first sent feature is related
to a channel distribution dimension of an envi-
ronment in which a transmit end is located, and
the processing module is further configured to
perform second encoding processing on the first
sent feature by using a matching layer, to obtain
a first feature, the encoder neural network and
the matching layer are obtained through inde-
pendent training, and a dimension of the first
feature is less than a dimension of the first sent
feature; and
a transceiver module, configured to send the first
feature to a receive end, wherein the first feature
is used by the receive end to obtain the first data.

20. The apparatus according to claim 19, wherein

the processing module is further configured to:
update a parameter of the matching layer based
on a current channel of the processing module,
perform first encoding processing on second da-
ta by using the encoder neural network, to obtain

a second sent feature, and perform second en-
coding processing on the second sent feature
by using the updated matching layer, to obtain
a second feature; and
the transceiver module is further configured to
send the second feature to the receive end,
wherein the second feature is used by the re-
ceive end to obtain the second data.

21. The apparatus according to claim 20, wherein
the transceiver module is further configured to re-
ceive first indication information from the receive
end, wherein the first indication information indicates
the transmit end to update the parameter of the
matching layer.

22. The apparatus according to claim 20, wherein a pa-
rameter of the encoder neural network remains un-
changed in a process in which the transmit end up-
dates the parameter of the matching layer.

23. The apparatus according to any one of claims 20 to
22, wherein
the processing module is specifically configured to
update the parameter of the matching layer based
on the current channel of the processing module, a
third sent feature, and a third received feature,
wherein the third received feature comprises a fea-
ture obtained by the receive end by receiving, on a
first channel, a third feature sent by the transmit end,
the third feature comprises a feature obtained by the
transmit end by performing second encoding
processing on the third sent feature by using the
matching layer, and the current channel of the trans-
mit end is different from the first channel.

24. The apparatus according to claim 23, wherein
the processing module is further configured to obtain
first information and determine the current channel
of the transmit end based on the first information.

25. The apparatus according to claim 24, wherein the
first information comprises channel information or re-
ceived feature offset information from the receive
end; and the channel information represents related
information of the current channel of the transmit
end, the received feature offset information repre-
sents a difference between the third received feature
and a fourth received feature, the third received fea-
ture comprises the feature obtained by the receive
end by receiving, on the first channel, the third fea-
ture sent by the transmit end, and the fourth received
feature comprises a feature obtained by the receive
end by receiving, on the current channel, the third
feature sent by the transmit end.

26. The apparatus according to any one of claims 19 to
25, wherein the first sent feature comprises an L-
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dimensional vector related to the channel distribution
dimension, L is a product of V and T, the first data
is represented by at least a V-dimensional vector, T
is a channel type obtained by clustering channels in
a current environment, T is an integer greater than
or equal to 2, and V is an integer greater than 0.

27. The apparatus according to any one of claims 19 to
25, wherein
the processing module is further configured to train
the encoder neural network when the parameter of
the matching layer remains unchanged.

28. The apparatus according to any one of claims 19 to
25, wherein
the transceiver module is further configured to re-
ceive second indication information from the receive
end, wherein the second indication information indi-
cates the transmit end to retrain the encoder neural
network.

29. The apparatus according to any one of claims 19 to
25, wherein
the transceiver module is further configured to send
third indication information to the receive end when
training of the matching layer does not converge,
wherein the third indication information indicates the
receive end to retrain the encoder neural network.

30. A communication apparatus, comprising:

a transceiver module, configured to receive a
first received feature from a transmit end, where-
in the first received feature comprises a feature
that is received by a receive end and that is ob-
tained by transmitting, through a channel, a first
feature sent by the transmit end, the first feature
is obtained by the transmit end by performing
encoding processing on a first sent feature by
using a matching layer, the first sent feature is
obtained by an encoder neural network of the
transmit end by performing encoding processing
on first data, and the encoder neural network
and the matching layer are obtained through in-
dependent training; and
a processing module, configured to perform de-
coding processing on the first received feature
by using a decoder neural network, to obtain the
first data, wherein the decoder neural network
and the matching layer are obtained through in-
dependent training.

31. The apparatus according to claim 30, wherein
the transceiver module is further configured to send
first indication information to the transmit end, where-
in the first indication information indicates the trans-
mit end to update a parameter of the matching layer.

32. The apparatus according to claim 31, wherein
the transceiver module is specifically configured to
send the first indication information to the transmit
end when a parameter representing a channel
change degree is less than or equal to a first thresh-
old.

33. The apparatus according to any one of claims 30 to
32, wherein
the transceiver module is further configured to send
second indication information to the transmit end
when the parameter representing the channel
change degree is greater than the first threshold,
wherein the second indication information indicates
the transmit end to retrain the encoder neural net-
work.

34. The apparatus according to claim 31 or 32, wherein
the transceiver module is further configured to re-
ceive third indication information from the transmit
end, wherein the third indication information indi-
cates the receive end to retrain the encoder neural
network.

35. The apparatus according to claim 31 or 32, wherein
the transceiver module is further configured to re-
ceive fourth indication information from the transmit
end, wherein the fourth indication information indi-
cates that training of the encoder neural network is
completed.

36. The apparatus according to claim 31 or 32, wherein
the transceiver module is further configured to send
first information to the transmit end, wherein the first
information is used by the transmit end to update the
parameter of the matching layer.

37. A computer-readable storage medium, wherein the
computer-readable storage medium stores a com-
puter program, the computer program comprises
program instructions, and when the program instruc-
tions are executed by a processor, the processor is
enabled to perform the method according to any one
of claims 1 to 18.

38. A communication apparatus, wherein the communi-
cation apparatus comprises a processing circuit and
an interface circuit, the interface circuit is configured
to obtain data or output data, and the processing
circuit is configured to perform the method according
to any one of claims 1 to 18.

39. A computer program product, wherein the computer
program product comprises a computer program or
computer code, and when the computer program
product is run on a computer, the method according
to any one of claims 1 to 18 is performed.
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40. A communication system, comprising the communi-
cation apparatus according to any one of claims 19
to 29 and the communication apparatus according
to any one of claims 30 to 36.
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