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(67)  Various implementations disclosed herein in-
clude devices, systems, and methods that uses blend
circuitry to provide a view of live pass-through video with
a virtual object including a light-spill effect. For example,
a process includes capturing pass-through video of a
physical environment. The process further includes cap-
turing virtual content. The process further includes cal-
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culating a color from the virtual content. The process fur-
ther includes controlling the blend circuitry to generate
an augmented reality video by blending the pass-through
video with the virtual content and by modifying at least
one portion of the pass-through video with the calculated
color from the virtual content.
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Description
TECHNICAL FIELD

[0001] The presentdisclosure generally relates to sys-
tems, methods, and devices that provide live pass-
through video blended with virtual objects and visual ef-
fects.

BACKGROUND

[0002] Existing extended reality (XR) presentation
techniques enable people to view a combination of virtual
and real content. However, such techniques may not ef-
ficiently facilitate realistic presentation of lighting effects
with respect to the virtual and real content.

SUMMARY

[0003] Various implementations disclosed herein in-
clude devices, systems, and methods that enable pres-
entation of a view of live pass-through video content in
combination with virtual content comprising a virtual ob-
jectthatincludes a light-spill effect (associated with light-
ing attributes of the virtual object) presented adjacent to,
around, and/or near the virtual object. In some implemen-
tations, the virtual object may include, inter alia, a virtual
movie screen, a virtual television (TV), a virtual diffuse-
light producing three-dimensional (3D) object, a 2D plane
based object embedded in within a 3D environment (e.g.,
a photo application, a web browser application, etc.), etc.
In some implementations, the light-spill effect may be
added by modifying a display attribute of a portion of the
live pass-through video content (e.g., a wall, a floor, fur-
niture, etc.) located around or adjacent to the virtual ob-
ject. For example, a display attribute may include, inter
alia, a color attribute, a tinting attribute, a dimming at-
tribute, a light glow attribute, etc.

[0004] In some implementations, the light-spill effect
may be enabled with respect to the live pass-through
video content via usage of a scaled down version of live
pass-through video content color video texture thereby
allowing a color of the light-spill effect to be multiplied
with respect to a color of a physical environment. In some
implementations, the light-spill effect may be enabled
with respect to the live pass-through video content via
usage of a reconstructed geometric mesh (e.g., gener-
ated via a software development kit enabling develop-
ment of augmented reality (AR) experiences) to further
enhance lighting computation by using surface normals
generated by the reconstructed geometric mesh. In some
implementations, the light-spill effect may be enabled (to
generate a realistic or artistic effect) with respect to the
live pass-through video content via usage of artificial in-
telligence (Al) methods. In some implementations, the
light-spill effect may be enabled with respect to realistic,
creative, or unrealistic presentation such that the light-
spill effect may be generated (e.g., algorithmically,
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through Al, etc.) to provide a creative lighting effect that
is physically unrealistic but provides a pleasant viewing
experience. For example, when a user is listening to mu-
sic, the light-spill effect may augment the live pass-
through video content to associate with a timing or pres-
entation of the music. In some implementations, Al may
be used to identify objects (including light sources) and
associated positions within view of live pass-through vid-
eo content. In some implementations, live pass-through
video content may be modified with respect to identified
light sources or to enable the light-spill effect with respect
to a specified object within the live pass-through video
content.

[0005] In some implementations, one or more colors
for the light-spill effect may be determined by down-sam-
pling the virtual content to produce a blurred image rep-
resenting the virtual content and selecting a single dom-
inant color of the down-sampled virtual content. In some
implementations, one or more colors for the light-spill ef-
fect may be determined by down-sampling the virtual
content to produce a blurred image representing the vir-
tual content and selecting a dominant color(s) for each
side (e.g., left side and right side) of the down-sampled
virtual content. For example, a down sampled and blurred
texture (e.g., 16x16 pixels) may be selected such that 16
pixels is available to sample from on each side (e.g., left
side and right side) of the down-sampled virtual content.
Likewise, a down sampled and a blurred texture com-
prising more pixels (e.g., 32x32) or less pixels (e.g., 8x8)
may be selected to modify the light-spill effect. In some
implementations, a dynamic selection may be enabled
based on video or an alternative setting.

[0006] Insomeimplementations, a hardware blend ar-
chitecture (e.g., blend circuitry) implemented process
may be used to blend pass-through video frames of the
live pass-through video content with content of the virtual
object. The blending process is configured to implement
the light-spill effect in real time. In some implementations,
the blending process may include a tinting/color mixing
process using hardware-based logical pixel operations.
The blending process may include any type of blending
technique.

[0007] In some implementations, a (electronic) device
has a processor (e.g., one or more processors) that ex-
ecutes instructions stored in a non-transitory computer-
readable medium to perform a method. The method per-
forms one or more steps or processes. In some imple-
mentations, the device captures pass-through video of a
physical environment via at least one camera of the de-
vice. In some implementations, virtual content is pro-
duced. In some implementations, a color is calculated
from the virtual content. In some implementations, blend
circuitry of the device is controlled to generate augment-
ed reality video by blending the pass-through video with
the virtual content and by modifying at least one portion
of the pass-through video with the calculated color from
the virtual content.

[0008] In accordance with some implementations, a
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device includes one or more processors, a non-transitory
memory, and one or more programs; the one or more
programs are stored in the non-transitory memory and
configured to be executed by the one or more processors
and the one or more programs include instructions for
performing or causing performance of any of the methods
described herein. In accordance with some implementa-
tions, a non-transitory computer readable storage medi-
um has stored therein instructions, which, when executed
by one or more processors of a device, cause the device
to perform or cause performance of any of the methods
described herein. In accordance with some implementa-
tions, a device includes: one or more processors, a non-
transitory memory, and means for performing or causing
performance of any of the methods described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] So that the present disclosure can be under-
stood by those of ordinary skill in the art, a more detailed
description may be had by reference to aspects of some
illustrative implementations, some of which are shown in
the accompanying drawings.

Figures 1A-B illustrate exemplary electronic devices
operating in a physical environment in accordance
with some implementations.

Figures 2A-2B illustrate views of an XR environment
provided by the devices of Figure 1, in accordance
with some implementations.

Figure 3 is a system flow diagram of an example
environment in which a system can illuminate por-
tions of passthrough video depicting a physical en-
vironment based on light from a virtual light source,
in accordance with some implementations.

Figure 4 is a flowchart illustrating an exemplary
method that enables presentation of a representa-
tion of a virtual three-dimensional (3D) environment
overlaying pass-through video of a physical environ-
ment, in accordance with some implementations.

Figure 5 is a block diagram of an electronic device
of in accordance with some implementations.

[0010] In accordance with common practice the vari-
ous featuresillustrated in the drawings may not be drawn
to scale. Accordingly, the dimensions of the various fea-
tures may be arbitrarily expanded or reduced for clarity.
In addition, some of the drawings may not depict all of
the components of a given system, method or device.
Finally, like reference numerals may be used to denote
like features throughout the specification and figures.
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DESCRIPTION

[0011] Numerous details are described in order to pro-
vide a thorough understanding of the example implemen-
tations shown in the drawings. However, the drawings
merely show some example aspects of the present dis-
closure and are therefore not to be considered limiting.
Those of ordinary skill in the art will appreciate that other
effective aspects and/or variants do not include all of the
specific details described herein. Moreover, well-known
systems, methods, components, devices and circuits
have not been described in exhaustive detail so as not
to obscure more pertinent aspects of the example imple-
mentations described herein.

[0012] Figures 1A-B illustrate exemplary electronic de-
vices 105 and 110 operating in a physical environment
100. In the example of Figures 1A-B, the physical envi-
ronment 100 is a room. The electronic devices 105 and
110 may include one or more cameras, microphones,
depth sensors, or other sensors that can be used to cap-
ture information about and evaluate the physical envi-
ronment 100 and the objects within it, as well as infor-
mation about the user 102 of electronic devices 105 and
110. The information about the physical environment 100
and/or user 102 may be used to provide visual and audio
content and/or to identify the current location of the phys-
ical environment 100 and/or the location of the user within
the physical environment 100.

[0013] Insomeimplementations, views of an extended
reality (XR) environment may be provided to one or more
participants (e.g., user 102 and/or other participants not
shown) via electronic devices 105 (e.g., a wearable de-
vice suchasanHMD)and/or 110 (e.g., ahandheld device
such as a mobile device, a tablet computing device, a
laptop computer, etc.). Such an XR environment may
include views of a 3D environment that is generated
based on camera images and/or depth camera images
of the physical environment 100 as well as a represen-
tation of user 102 based on camera images and/or depth
cameraimages of the user 102. Such an XR environment
may include virtual content that is positioned at 3D loca-
tions relative to a 3D coordinate system associated with
the XR environment, which may correspond to a 3D co-
ordinate system of the physical environment 100.
[0014] In some implementations, pass-through video
depicting a physical environment (e.g., physical environ-
ment 100) is received from an image sensor (e.g., out-
ward-facing cameras) of a device (e.g., device 105 or
device 110). In some implementations, diffused lighting
emitted from a virtual object (e.g., of an MR or XR envi-
ronment presented via an HMD such as device 105 or
device 110) is used to illuminate and provide a light-spill
effect projected around, adjacent to, or over the virtual
object such that the light-spill effect is projected over a
real-world object(s) of the physical environment (e.g., a
wall, a floor, furniture, etc.). The light-spill effect is con-
figured to provide a realistic lighting effect corresponding
to an overall tinting/color mix of the diffused lighting emit-
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ted from the virtual object. For example, if the overall
tinting/color mix of the diffused lighting is blue, then the
light-spill effect may be presented as an associated var-
iation of the blue diffused lighting (e.g., light blue). In
some implementations, a dedicated hardware blend ar-
chitecture (e.g., blend circuitry) is utilized to determine
and apply a specified tinting, dimming, or brightness ef-
fect with respect to the light-spill effect.

[0015] Figure 2A illustrates a view 200a of an extend-
ed reality (XR) environment 202 provided by a device
(e.g., device 105 and/or 110 of Figure 1), in accordance
with some implementations. XR environment 202 in-
cludes (live) pass-through video 205 of a physical envi-
ronment (e.g., a wall as illustrated in figure 2A) and a
virtual representation of a virtual object 207 (e.g., a virtual
television or display providing a view of a video stream
or a picture such as a photo). Virtual object 207 may
comprise any structural shape such as, inter alia, rectan-
gular (as illustrated in figure 2A), non-rectangular (e.g.,
circular, triangular, etc.), multi-shape, etc. View 200a il-
lustrates a light-spill effect 212 (associated with lighting
attributes, such as color, tint, etc. associated with lighting
of the virtual object 207) presented adjacent to, over,
and/or around the virtual object 207 (e.g., virtual reality
content such as a system environment, augmented re-
ality content such as an object located behind a back-
plane of virtual object 207). The light-spill effect 212 is
generated based on light attributes of a virtual light source
(i.e., the virtual object 207). View 200a may be a view
presented to a user wearing an HMD (e.g., device 105
or device 110) in their living room (e.g., the physical en-
vironment) watching a virtual screen (e.g., virtual televi-
sion screen or display that is depicted on a wall within
the living room as illustrated in figure 2A).

[0016] Light-spill effect 212 includes light-spill effect
portions 212a-212e. Light-spill effect portion 212a com-
prises a tinting color mix associated with a color of portion
205a (i.e., comprising multiple colors) of a (active lighted)
screen of virtual object 207. Light-spill effect portion 212b
comprises a tinting color mix associated with a color mix
of portions 205b and 205c (flowers) of the screen virtual
object 207. Light-spill effect portion 212c comprises a
tinting color mix associated with a color mix of portions
205c and 205d of the screen of virtual object 207. Light-
spill effect portion 212d comprises a tinting color mix as-
sociated with a color mix of portions 205d and 205e of
the screen virtual object 207. Light-spill effect portion
212e comprises a tinting color mix associated with a color
of portion 205e of the screen of virtual object 207. Light-
spill effect portions 212a-212e represent a realistic color-
based pattern that may mimic an appearance of virtual
light virtually emanating from the virtual object 207 (e.g.,
virtually reflecting from the real wall) such that, while a
user is immersed with in XR environment (via an HMD),
illumination effects (i.e., light-spill effect) from content on
a virtual screen of virtual object 207 are presented to the
user in a realistic manner, e.g., presenting virtual light-
spill that is similar to the light-spill that a real TV, etc.
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might provide. A light-spill effect may be provided with
respect to various types of virtual light emitting (or reflect-
ing) objects. As non-limiting examples, a light-spill effect
may be implemented with respect to, inter alia, virtual
user interface menus, a 3D virtual object with depth or
contours such as a virtual statue, a 2D plane based object
embedded in within a 3D environment (e.g., a photo ap-
plication, a web browser application, etc.), etc. Likewise,
a light-spill effect may be implemented with respect to,
inter alia, identifying shiny or specular reflective objects
e.g., within XR environment 202) and related information
describing associated material properties. For example,
a light-spill effect may be implemented with respect to a
polished white vase such that a specular reflection of
content is placed on the vase.

[0017] In some implementations, light-spill effect 212
may be based on, at least in part, pass-through video
205 content. For example, the light-spill effect may have
an appearance determined based on an appearance of
virtual light virtually emanating from the virtual object 207
and an appearance of real-world content that the light
spill effect will overlie. In one example, an appearance
of virtual light virtually emanating from the virtual object
207 is adjusted based a scaled-down version of live pass-
through video 205 content color video texture, e.g., to
produce a light-spill effect 212 using the virtual light ad-
justed (e.g., multiplied with respect to) color from the
physical environment.

[0018] In some implementations, light-spill effect 212
may be enabled with respect to pass-through video 205
content via usage of a reconstructed geometric mesh
(e.g., generated via a software development kit enabling
development of augmented reality (AR) experiences) to
further enhance lighting computation by using surface
normals generated by the reconstructed geometric
mesh. Insome implementations, light-spill effect212 may
be enabled (to generate a realistic or artistic effect) with
respect to pass-through video 205 content via usage of
artificial intelligence (Al) methods. In some implementa-
tions, light-spill effect 212 may be enabled with respect
to realistic, creative, or unrealistic presentation such that
light-spill effect 212 may be generated (e.g., algorithmi-
cally, through Al, etc.) to provide a creative lighting effect
thatis physically unrealistic but provides a pleasant view-
ing experience. For example, when a user is listening to
music, light-spill effect 212 may augment pass-through
video 205 content to associate with a timing or presen-
tation of the music. In some implementations, Al may be
used to identify objects (including light sources) and as-
sociated positions within a view of pass-through video
205 content. In some implementations, pass-through vid-
€0 205 content may be modified with respect to identified
light sources or to enable light-spill effect 212 with respect
to a specified object within the live pass-through video
content.

[0019] In some implementations, the light-spill effect
212 (e.g., tinting/color mix) is generated (using hardware-
based logical pixel operations) in response to capturing
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frames of the pass-through video 205 (of a physical en-
vironment) via outward-facing cameras (of an HMD) con-
nectedto a display (of the HMD) via a dedicated hardware
path of an application specific integrated circuit (ASIC).
In some implementations, light detection and ranging in-
formation may be captured and processed. The light de-
tection and ranging information may be combined with a
software development kit enabling development of AR
experiences for generating a mesh to enable light-spill
effect color processing. Additional sensor data (e.g., in-
frared data) may be additionally used to augment the
light-spill effect.

[0020] The ASIC (comprising dedicated processors)is
configured to process frames of the pass-through video
205 at a high frames per second (FPS) rate such as, e.g.,
a frame rate greater than 60 FPS. In some implementa-
tions, the ASIC retrieves each frame (of the pass-through
video 205) from the outward-facing cameras and blends
each frame (of the pass-through video 205) with virtual
content (corresponding to a diffuse-light producing object
such as virtual object 207) comprising frame-specific vir-
tual content associated with each frame of the pass-
through video 205. The blending process may include an
alpha blending process for combining each of the frames
of the pass-through video (i.e., background content) with
the frame-specific virtual content to create an appear-
ance of transparency with respect to portions of the pass-
through video. In some implementations, alpha-blend
values associated with the pass-through video 205 in ar-
eas corresponding to the virtual content may be adjusted.
[0021] In some implementations, using a hardware-
based process to blend pass-through frames with virtual
object content to implement the light-spill effect 212 may
enable a process for adding the virtual content and light-
spill effect 212 quickly, e.g., inreal-time live views, and/or
using fewer resources than might otherwise be required
to 3D model virtual light rays emitted from the virtual ob-
ject 207.

[0022] Asaresultofthe blending process, anaugment-
ed passthrough video view comprising real and virtual
content is generated for presentation to a user. A portion
of each of the frames of the pass-through video may be
altered to generate a light-spill effect (viewable within the
augmented passthrough video view as illustrated in fig-
ure 2A) based on at least one color determined from the
frame-specific virtual content. Each color may by deter-
mined by down-sampling the virtual content to produce
a blurred image representing the virtual content (e.g., a
blurred image of the screen contents of the virtual object
207)and selecting a color(s) based on identifying: a dom-
inant color of the down-sampled virtual content, a dom-
inant color for each side of the virtual content, etc.
[0023] Altering a portion of each of the frames of the
pass-through video may be executed via operation of an
ASIC and may include tinting, dimming, or changing a
brightness of a respective portion of each of the frames.
In some implementations, the altering process may in-
clude performing a hardware-implemented logic opera-
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tion via an ASIC.

[0024] Figure 2B illustrates a view 200b of an extend-
ed reality (XR) environment 220 provided by a device
(e.g., device 105 and/or 110 of Figure 1), in accordance
with some implementations. XR environment 220 in-
cludes (live) pass-through video 221 of a physical envi-
ronment (e.g., a representation of a room 215 as illus-
trated in figure 2B) and a virtual representation of a virtual
object 217 (e.g., a virtual television providing a view of a
video stream or a picture such as a photo). Representa-
tion of room 215 comprises a representation of a bed
219, arepresentation of a shelf 223 and a representation
of a floor 232.

[0025] View 200b illustrates a light-spill effect 228 (as-
sociated with lighting attributes, such as color, tint, etc.
of the virtual object 217) presented adjacent to and
around portions the virtual object 217. The light-spill ef-
fect 228 is generated based on light attributes of a virtual
light source (i.e., the virtual object 217). View 200b may
be a view presented to a user wearing an HMD (e.g.,
device 105 or device 110) in their living room (e.g., room
215) watching a virtual screen (e.g., virtual television
screen that is depicted within room 215 as illustrated in
figure 2B).

[0026] Light-spill effect 228 includes light-spill effect
portions 228a-228b. Light-spill effect portion 228a com-
prises a tinting color mix associated with a color of portion
240a (i.e., comprising multiple colors) of a (active lighted)
screen of virtual object 217. Light-spill effect portion 228a
represents a realistic color-based pattern that mimics an
appearance of virtual light virtually emanating from por-
tion 240a of the screen the screen of virtual object 217
and onto representation of shelving unit 223 and a rep-
resentation of portion 232a of floor 232. Light-spill effect
portion 228b comprises a tinting color mix associated
with a color of portion 240b (i.e., comprising multiple
colors) of a (active lighted) screen of virtual object 217.
Light-spill effect portion 228b represents a realistic color-
based pattern that mimics a lighting pattern reflecting off
portion 240b of the screen the screen of virtual object
217 and onto representation of bed 219 and representa-
tion of portion 232b of floor 232.

[0027] In some implementations, the light-spill effect
228 (e.g., tinting/color mixing using hardware-based log-
ical pixel operations) is generated in response to captur-
ing frames of the pass-through video 221 (of a physical
environment) via outward-facing cameras (of an HMD)
connected to a display (of the HMD) via a dedicated hard-
ware path of an application specific integrated circuit
(ASIC) as described with respect to figure 2A, supra.
Combining a high frames per second and low-latency
hardware path from a camera to a display creates a hard-
ware blend function associated with a lightweight (e.g.,
efficient and fast) tint effect.

[0028] Figure 3isasystemflowdiagram ofanexample
environment 300 in which a system can illuminate (via a
light-spill effect 212) portions of passthrough video de-
picting a physical environment based on light from a vir-
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tual light source, in accordance with some implementa-
tions. In some implementations, the system flow of the
example environment 300 is performed on a device (e.g.,
device 105 or 110 of Figure 1), such as a mobile device,
head-mounted device (HMD), desktop, laptop, or server
device. In some implementations, the system flow of the
example environment 300 is performed on processing
logic, including hardware, firmware, software, or a com-
bination thereof. In some implementations, the system
flow of the example environment 300 is performed on a
processor executing code stored in a non-transitory com-
puter-readable medium (e.g., a memory).

[0029] The system flow of the example environment
300 utilizes a hardware-based process to blend frames
of pass-through video with virtual object content to im-
plement the light-spill effect. The hardware-based proc-
ess is initiated in response to acquiring the frames of
pass-through image/video data 302a from outward fac-
ing cameras 302 of a device such as an HMD.

[0030] Additionally, the system flow 300 generates or
acquires virtual content comprising a virtual representa-
tion of a virtual object such as a virtual television providing
a view of a video stream or a picture such as a photo.
Virtual content may have a 2D or 3D shape and may be
positioned within a 3D environment/coordinate system
corresponding to the physical environment. In some im-
plementations, virtual content such as a virtual television
is given a fixed position within the 3D environment (e.g.,
providing world-locked virtual content), e.g., so that the
virtual television will appear to the user to remain at a
fixed position 3 feet in front of the corner of the user’s
room, even as the user moves about and views the room
with virtual content added from different viewpoints. In
some implementations, virtual content such as a virtual
television is provided at a fixed position relative to the
user (e.g., user-locked virtual content), e.g., so that the
virtual television will appear to the user remain a fixed
distance in front of the user, even as the user moves
about and views the room with virtual content added from
different viewpoints. Acquiring the virtual content may
involve determining a 3D position of the virtual content
and determining a partial image (e.g., a partial 2D frame
of virtual only content) from a viewpoint within the 3D
environment. Such a viewpoint may be based on the de-
vice’s current position within the physical environment
corresponding to the 3D environment.

[0031] The system flow assesses the pass-throughim-
age/video data 302a and the virtual content 304 to gen-
erate an XR environment that includes the pass-through
image/video data 302a and the virtual content represent-
ed in view 345.

[0032] In some implementations, a light-spill effect
(e.g., tinting/color mixing using hardware-based logical
pixel operations) is generated in response to capturing
frames of the pass-through image/video data 302a via
outward-facing cameras 302 connected to a display 340
(of an HMD) via a dedicated hardware path implemented
via ASIC 320. ASIC 320 (comprising dedicated proces-
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sors) is configured to execute blend circuitry 325 to re-
trieve each frame (of the pass-through image/video data
302a) from the outward-facing cameras 302 and blend
each frame with virtual content 304 (e.g., a partial 2D
image corresponding to a light producing object such as
a virtual television) comprising frame-specific virtual con-
tent associated with each frame of the pass-through im-
age/video data 302a.

[0033] Asaresultofthe blending process, anaugment-
ed reality video 348 comprising real and virtual content
is generated (via execution of augmented pass-through
video presentation instruction set 340a) for presentation
to a user via display 340.

[0034] In some implementations, generating a light-
spill effect involves identifying a pixel region (e.g., a por-
tion of the rectangular display area/pixel grid) that corre-
sponds to a virtual object. Areas of the pass-through vid-
eo around or otherwise near the virtual object pixel region
may be identified, e.g., identifying all pass-through pixels
within a specified distance (e.g., X number of pixels) of
the pixel region. These identified areas of the pass-
through may then be altered to provide a light-spill effect.
In some implementations, the light spill effect varies or
otherwise depends upon the distance (e.g., in pixel
space) from the virtual object pixel region. For example,
passthrough video pixels that are nearest the virtual ob-
ject pixel region may be altered more (e.g., showing
brighter light-spill) than pixels further from the virtual ob-
ject pixel region. In one example, pixel brightness is re-
duced (e.g., using a linear or other function) as distance
from the virtual object pixel region increases.

[0035] Aportion(e.g.,someorall)of each ofthe frames
of the pass-through video may be altered to generate the
light-spill effect (viewable within the augmented pass-
through video view 348) based on at least one color de-
termined from the frame-specific virtual content. Each
color may by determined by down-sampling the virtual
content to produce a blurred image representing the vir-
tual content (e.g., a blurred image of the screen contents
of the virtual television) and selecting a color(s) based
on identifying: a dominant color of the down-sampled vir-
tual content, a dominant color for each side of the virtual
content, etc. In some implementations, pixels of pass-
through video are altered based on a color of a nearest
(e.g., in pixel space) pixel of a virtual object pixel region,
an average of a number N of closest pixels, or based on
other criteria configured to select a light-spill color appro-
priate for the respective pixels of the pass-through video
based on light emitted by certain (e.g., nearby or other-
wise most relevant) portions of the virtual object.

[0036] Altering a portion of each of the frames of the
pass-through image/video data 302a may be executed
via operation of the ASIC 320 and may include tinting,
dimming, or changing a brightness of a respective portion
of each of the frames. In some implementations, the al-
tering process may include performing a hardware-im-
plemented logic operation via the ASIC 320.

[0037] In some implementations, light-spill effects are
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added to pass-through video with virtual light-emitting
objects added in which the light-spill effects are produced
to mimic the 3D distribution of light from the virtual light-
emitting object without needing to make 3D computa-
tions, e.g., without calculating 3D ray directions for virtual
light rays emanating from the virtual object. In some im-
plementations, the light-spill effect is added by altering
2D passthrough data (e.g., pass-through pixel values)
based on the 2D spatial relationship (e.g., in pixel space)
of those pixels from a virtual object pixel region of 2D
virtual object content that is being blended with 2D pass-
through content, e.g., using a hardware-based blending
process.

[0038] Figure 4 is a flowchart representation of an ex-
emplary method 400 that utilizes a dedicated hardware
blend architecture (e.g., blend circuitry) comprising a
dedicated pathway to provide a view of live pass-through
video with a virtual object including a light-spill effect dis-
played with respect to the virtual object, in accordance
with some implementations. In some implementations,
the method 400 is performed by a device, such as a mo-
bile device, desktop, laptop, HMD, or server device. In
some implementations, the device has a screen for dis-
playing images and/or a screen for viewing stereoscopic
images such as a head-mounted display (HMD such as
e.g., device 105 of Figure 1). In some implementations,
the method 400 is performed by processing logic, includ-
ing hardware, firmware, software, or a combination there-
of. In some implementations, the method 400 is per-
formed by a processor executing code stored in a non-
transitory computer-readable medium (e.g., a memory).
Each of the blocks in the method 400 may be enabled
and executed in any order.

[0039] At block 402, the method 400 captures (via a
device (e.g., an HMD) comprising a blend circuitry (e.g.,
hardware blend architecture) comprising a dedicated
pathway to at least one camera) pass-through video of
a physical environment via at least one camera of the
device . At block 404, the method 400 produces virtual
content corresponding to a virtual light producing object.
The virtual content may include frame-specific virtual
content for each of the plurality of frames of the pass-
through video. In some implementations, virtual light pro-
ducing object may include, infer alia, a virtual movie
screen, a virtual television, a virtual light producing 3D
object (e.g., a lamp, a glow worm etc.), etc.

[0040] Atblock 406, the method 400 calculates a color
from the virtual content.

[0041] Atblock 408, the method 400 controls the blend
circuitry to generate an augmented reality video by blend-
ing the pass-through video with the virtual content and
by modifying at least one portion of the pass-through vid-
eo with the calculated color from the virtual content.
[0042] In some implementations, the method gener-
ates the augmented reality video view by combining (e.g.,
blending via the blend circuitry) each of the frames of the
pass-through video with the frame-specific virtual content
and altering a portion of each of the frames of the pass-
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through video to provide a light-spill effect. In some im-
plementations, the light-spill effect may be based on at
least one color determined from the frame-specific virtual
content.

[0043] The blend circuitry may blend an image corre-
sponding to a current pass-through video frame with an
image (from a corresponding viewpoint) of virtual content
positioned within a 3D coordinate system corresponding
to the physical environment. For example, the images
may be combined using a technique that forms a com-
bined frame using some pixel values (e.g., certain pixel
positions) from the pass-through video frame and some
pixel values (e.g., certain pixel positions) from the virtual
content frame. In one example, the blending utilizes al-
pha/transparency values, e.g., in pixel positions at which
the pass-through video frame pixel is to be used, that
pass-through pixel’s values is set to not-transparent and
the corresponding virtual object frame pixel’s value is set
to fully transparent and, conversely, in pixel positions at
which the virtual object frame pixel is to be used, that
pixel’s values is set to fully-transparent and the corre-
sponding virtual object frame pixel (which may be empty)
is set to not transparent. The pass-through video may be
a still image (e.g., a single repeated frame) or may com-
prises a plurality of different (non-identical) frames.
[0044] In some implementations, altering the portion
of each of the frames of the pass-through video to provide
the light-spill effect includes tinting, dimming, or changing
a brightness of the respective portion of each of the
frames.

[0045] In some implementations, altering the portion
of each of the frames of the pass-through video to provide
the light-spill effect includes performing a hardware-im-
plemented logic operation via the blend circuitry.

[0046] In some implementations, altering the portion
of each of the frames of the pass-through video to provide
the light-spill effect includes utilizing the blend circuitry
to apply a tinting, dimming, or brightness adjustment of
the portion.

[0047] Insome implementations, the atleast one color
determined from the frame-specific virtual content is de-
termined by: down-sampling the virtual content to pro-
duce a blurred image representing the virtual content;
and selecting the at least one color by identifying a dom-
inant color of the down-sampled virtual content.

[0048] Insome implementations, the atleast one color
determined from the frame-specific virtual content is de-
termined by: down-sampling the virtual content to pro-
duce a blurred image representing the virtual content;
and selecting the at least one color by identifying a first
color on a first side of the down-sampled virtual content
and a second color on a second side of the down-sam-
pled virtual content.

[0049] In some implementations, combining each of
the frames of the pass-through video with the frame-spe-
cific virtual content includes utilizing the blend circuitry
to enable a hardware-based alpha blending process. In
some implementations, combining each of the frames of
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the pass-through video with the frame-specific virtual
content includes adjusting alpha-blend values corre-
sponding to the pass-through video in areas correspond-
ing to the virtual light producing object. In some imple-
mentations, the augmented pass-through video has a
frame rate greater than 60fps. (e.g., 90fps).

[0050] In some implementations, the method 400 dis-
plays the augmented reality video via a display(s) of the
device. In some implementations, the augmented reality
video is provided in approximately real time with the cap-
turing of the pass-through video. For example, less than
oneframe delay betweenimage capture and display, less
than 11ms at 90fps, etc.

[0051] Figure 5 is a block diagram of an example de-
vice 500. Device 500 illustrates an exemplary device con-
figuration for electronic devices 105 and 11 0 of Figure
1. While certain specific features are illustrated, those
skilled in the art will appreciate from the present disclo-
sure that various other features have not been illustrated
for the sake of brevity, and so as not to obscure more
pertinent aspects of the implementations disclosed here-
in. To that end, as a non-limiting example, in some im-
plementations the device 500 includes one or more
processing units 502 (e.g., microprocessors, ASICs, FP-
GAs, GPUs, CPUs, processing cores, and/or the like),
one or more input/output (I/O) devices and sensors 504,
one or more communication interfaces 508 (e.g., USB,
FIREWIRE, THUNDERBOLT, I|EEE 802.3x, I|EEE
802.11x, IEEE 802.14x, GSM, CDMA, TDMA, GPS, IR,
BLUETOOTH, ZIGBEE, SPI, 12C, and/or the like type
interface), one or more programming (e.g., 1/0) interfaces
510, output devices (e.g., one or more displays) 512, one
or more interior and/or exterior facing image sensor sys-
tems 514, a memory 520, and one or more communica-
tion buses 504 for interconnecting these and various oth-
er components.

[0052] Insomeimplementations,the one or more com-
munication buses 504 include circuitry that interconnects
and controls communications between system compo-
nents. In some implementations, the one or more |/O
devices and sensors 506 include at leastone of aninertial
measurement unit (IMU), an accelerometer, a magne-
tometer, a gyroscope, a thermometer, one or more phys-
iological sensors (e.g., blood pressure monitor, heartrate
monitor, blood oxygen sensor, blood glucose sensor,
etc.), one or more microphones, one or more speakers,
a haptics engine, one or more depth sensors (e.g., a
structured light, a time-of-flight, or the like), one or more
cameras (e.g., inward facing cameras and outward facing
cameras of an HMD), one or more infrared sensors, one
or more heat map sensors, and/or the like.

[0053] In some implementations, the one or more dis-
plays 512 are configured to present a view of a physical
environment, a graphical environment, an extended re-
ality environment, etc. to the user. In some implementa-
tions, the one or more displays 512 are configured to
present content (determined based on a determined us-
er/object location of the user within the physical environ-
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ment) to the user. In some implementations, the one or
more displays 512 correspond to holographic, digital light
processing (DLP), liquid-crystal display (LCD), liquid-
crystal on silicon (LCoS), organic light-emitting field-ef-
fect transitory (OLET), organic light-emitting diode
(OLED), surface-conduction electron-emitter display
(SED), field-emission display (FED), quantum-dot light-
emitting diode (QD-LED), micro-electromechanical sys-
tem (MEMS), and/or the like display types. In some im-
plementations, the one or more displays 512 correspond
to diffractive, reflective, polarized, holographic, etc.
waveguide displays. In one example, the device 500 in-
cludes a single display. In another example, the device
500 includes a display for each eye of the user.

[0054] In some implementations, the one or more im-
age sensor systems 514 are configured to obtain image
data that corresponds to at least a portion of the physical
environment 100. For example, the one or more image
sensor systems 514 include one or more RGB cameras
(e.g., with a complimentary metal-oxide-semiconductor
(CMOS)image sensor or acharge-coupled device (CCD)
image sensor), monochrome cameras, IR cameras,
depth cameras, event-based cameras, and/or the like.
In various implementations, the one or more image sen-
sor systems 514 further include illumination sources that
emit light, such as a flash. In various implementations,
the one or more image sensor systems 514 further in-
clude an on-camera image signal processor (ISP) con-
figured to execute a plurality of processing operations on
the image data.

[0055] In some implementations, sensor data may be
obtained by device(s) (e.g., devices 105 and 110 of Fig-
ure 1) during a scan of a room of a physical environment.
The sensor data may include a 3D point cloud and a
sequence of 2D images corresponding to captured views
of the room during the scan of the room. In some imple-
mentations, the sensor data includes image data (e.g.,
from an RGB camera), depth data (e.g., a depth image
from a depth camera), ambient light sensor data (e.g.,
from an ambient light sensor), and/or motion data from
one or more motion sensors (e.g., accelerometers, gy-
roscopes, IMU, etc.). In some implementations, the sen-
sor data includes visual inertial odometry (VIO) data de-
termined based on image data. The 3D point cloud may
provide semantic information about one or more ele-
ments of the room. The 3D point cloud may provide in-
formation about the positions and appearance of surface
portions within the physical environment. In some imple-
mentations, the 3D point cloud is obtained overtime, e.g.,
during a scan of the room, and the 3D point cloud may
be updated, and updated versions of the 3D point cloud
obtained over time. For example, a 3D representation
may be obtained (and analyzed/processed) as it is up-
dated/adjusted overtime (e.g., as the user scans aroom).
[0056] In some implementations, sensor data may be
positioning information, some implementations include a
VIO to determine equivalent odometry information using
sequential camera images (e.g., light intensity image da-



15 EP 4 443 274 A1 16

ta) and motion data (e.g., acquired from the IMU/motion
sensor) to estimate the distance traveled. Alternatively,
some implementations of the present disclosure may in-
clude a simultaneous localization and mapping (SLAM)
system (e.g., position sensors). The SLAM system may
include a multidimensional (e.g., 3D) laser scanning and
range-measuring system that is GPS independent and
that provides real-time simultaneous location and map-
ping. The SLAM system may generate and manage data
foravery accurate point cloud that results from reflections
of laser scanning from objects in an environment. Move-
ments of any of the points in the point cloud are accurately
tracked over time, so that the SLAM system can maintain
precise understanding of its location and orientation as
it travels through an environment, using the points in the
point cloud as reference points for the location.

[0057] In some implementations, the device 500 in-
cludes an eye tracking system for detecting eye position
and eye movements (e.g., eye gaze detection). For ex-
ample, an eye tracking system may include one or more
infrared (IR) light-emitting diodes (LEDs), an eye tracking
camera (e.g., near-IR (NIR) camera), and an illumination
source (e.g., an NIR light source) that emits light (e.g.,
NIR light) towards the eyes of the user. Moreover, the
illumination source of the device 500 may emit NIR light
to illuminate the eyes of the user and the NIR camera
may capture images of the eyes of the user. In some
implementations, images captured by the eye tracking
system may be analyzed to detect position and move-
ments of the eyes of the user, or to detect other informa-
tion about the eyes such as pupil dilation or pupil diam-
eter. Moreover, the point of gaze estimated from the eye
tracking images may enable gaze-based interaction with
content shown on the near-eye display of the device 500.
[0058] The memory 520 includes high-speed random-
access memory, such as DRAM, SRAM, DDR RAM, or
other random-access solid-state memory devices. In
some implementations, the memory 520 includes non-
volatile memory, such as one or more magnetic disk stor-
age devices, optical disk storage devices, flash memory
devices, or other non-volatile solid-state storage devices.
The memory 520 optionally includes one or more storage
devices remotely located from the one or more process-
ing units 502. The memory 520 includes a non-transitory
computer readable storage medium.

[0059] In some implementations, the memory 520 or
the non-transitory computer readable storage medium of
the memory 520 stores an optional operating system 530
and one or more instruction set(s) 540. The operating
system 530 includes procedures for handling various ba-
sic system services and for performing hardware de-
pendent tasks. In some implementations, the instruction
set(s) 540 include executable software defined by binary
information stored in the form of electrical charge. In
some implementations, the instruction set(s) 540 are
software thatis executable by the one or more processing
units 502 to carry out one or more of the techniques de-
scribed herein.
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[0060] The instruction set(s) 540 includes a virtual con-
tent generating instruction set 542, a blend instruction
set 544, and an augmented pass-through video presen-
tation instruction set 548. The instruction set(s) 540 may
be embodied as a single software executable or multiple
software executables.

[0061] The virtual content generating instruction set
542 is configured with instructions executable by a proc-
essor to obtain pass-through video of a physical environ-
ment and generate virtual content corresponding to a vir-
tual diffuse-light producing object.

[0062] The blend instruction set 544 is configured with
instructions executable by a processor to retrieve frames
(of pass-through image/video data) from outward-facing
cameras (of an HMD) and blend each frame with virtual
content (corresponding to a diffuse-light producing object
such as a virtual television) comprising frame-specific
virtual content associated with each frame of the pass-
through image/video data.

[0063] The augmented pass-through video presenta-
tion instruction set 546 is configured with instructions ex-
ecutable by a processor to present (as a result of the
blending process) an augmented passthrough video
view comprising real and virtual content with a light-spill
effect for presentation to a user via a display.

[0064] Although the instruction set(s) 540 are shown
as residing on a single device, it should be understood
that in other implementations, any combination of the el-
ements may be located in separate computing devices.
Moreover, Figure 5 is intended more as functional de-
scription of the various features which are present in a
particular implementation as opposed to a structural
schematic of the implementations described herein. As
recognized by those of ordinary skill in the art, items
shown separately could be combined and some items
could be separated. The actual number of instructions
sets and how features are allocated among them may
vary from one implementation to another and may de-
pend in part on the particular combination of hardware,
software, and/or firmware chosen for a particular imple-
mentation.

[0065] Returning to Figure 1, a physical environment
refers to a physical world that people can sense and/or
interact with without aid of electronic devices. The phys-
ical environment may include physical features such as
a physical surface or a physical object. For example, the
physical environment corresponds to a physical park that
includes physical trees, physical buildings, and physical
people. People can directly sense and/or interact with
the physical environment such as through sight, touch,
hearing, taste, and smell. In contrast, an extended reality
(XR) environment refers to a wholly or partially simulated
environment that people sense and/or interact with via
an electronic device. For example, the XR environment
may include augmented reality (AR) content, mixed re-
ality (MR) content, virtual reality (VR) content, and/or the
like. With an XR system, a subset of a person’s physical
motions, or representations thereof, are tracked, and, in
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response, one or more characteristics of one or more
virtual objects simulated in the XR environment are ad-
justed in a manner that comports with at least one law of
physics. As one example, the XR system may detect
head movement and, in response, adjust graphical con-
tent and an acoustic field presented to the person in a
manner similar to how such views and sounds would
change in a physical environment. As another example,
the XR system may detect movement of the electronic
device presenting the XR environment (e.g., a mobile
phone, a tablet, a laptop, or the like) and, in response,
adjust graphical content and an acoustic field presented
to the person in a manner similar to how such views and
sounds would change in a physical environment. In some
situations (e.g., for accessibility reasons), the XR system
may adjust characteristic(s) of graphical content in the
XR environment in response to representations of phys-
ical motions (e.g., vocal commands).

[0066] There are many differenttypes ofelectronic sys-
tems that enable a person to sense and/or interact with
various XR environments. Examples include head
mountable systems, projection-based systems, heads-
up displays (HUDs), vehicle windshields having integrat-
ed display capability, windows having integrated display
capability, displays formed as lenses designed to be
placed on a person’s eyes (e.g., similar to contact lens-
es), headphones/earphones, speaker arrays, input sys-
tems (e.g., wearable or handheld controllers with or with-
out haptic feedback), smartphones, tablets, and desk-
top/laptop computers. A head mountable system may
have one or more speaker(s) and an integrated opaque
display. Alternatively, a head mountable system may be
configured to accept an external opaque display (e.g., a
smartphone). The head mountable system may incorpo-
rate one or more imaging sensors to capture images or
video of the physical environment, and/or one or more
microphones to capture audio of the physical environ-
ment. Rather than an opaque display, a head mountable
system may have a transparent or translucent display.
The transparent or translucent display may have a me-
dium through which light representative of images is di-
rected to a person’s eyes. The display may utilize digital
light projection, OLEDs, LEDs, uLEDs, liquid crystal on
silicon, laser scanning light source, or any combination
of these technologies. The medium may be an optical
waveguide, a hologram medium, an optical combiner, an
optical reflector, or any combination thereof. In some im-
plementations, the transparent or translucent display
may be configured to become opaque selectively. Pro-
jection-based systems may employ retinal projection
technology that projects graphical images onto a per-
son’s retina. Projection systems also may be configured
to project virtual objects into the physical environment,
for example, as a hologram or on a physical surface.
[0067] Those of ordinary skill in the art will appreciate
that well-known systems, methods, components, devic-
es, and circuits have not been described in exhaustive
detail so as not to obscure more pertinent aspects of the
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example implementations described herein. Moreover,
other effective aspects and/or variants do not include all
of the specific details described herein. Thus, several
details are described in order to provide a thorough un-
derstanding of the example aspects as shown in the
drawings. Moreover, the drawings merely show some
example embodiments of the present disclosure and are
therefore not to be considered limiting.

[0068] While this specification contains many specific
implementation details, these should not be construed
as limitations on the scope of any inventions or of what
may be claimed, but rather as descriptions of features
specific to particular embodiments of particular inven-
tions. Certain features that are described in this specifi-
cation in the context of separate embodiments can also
be implemented in combination in a single embodiment.
Conversely, various features that are described in the
context of a single embodiment can also be implemented
in multiple embodiments separately or in any suitable
sub combination. Moreover, although features may be
described above as acting in certain combinations and
even initially claimed as such, one or more features from
a claimed combination can in some cases be excised
from the combination, and the claimed combination may
be directed to a sub combination or variation of a sub
combination.

[0069] Similarly, while operations are depicted in the
drawings in a particular order, this should not be under-
stood as requiring that such operations be performed in
the particular order shown or in sequential order, or that
all illustrated operations be performed, to achieve desir-
able results. In certain circumstances, multitasking and
parallel processing may be advantageous. Moreover, the
separation of various system components in the embod-
iments described above should not be understood as re-
quiring such separation in all embodiments, and it should
be understood that the described program components
and systems can generally be integrated together in a
single software product or packaged into multiple soft-
ware products.

[0070] Thus, particular embodiments of the subject
matter have been described. Other embodiments are
within the scope of the following claims. In some cases,
the actions recited in the claims can be performed in a
different order and still achieve desirable results. In ad-
dition, the processes depicted in the accompanying fig-
ures do not necessarily require the particular order
shown, or sequential order, to achieve desirable results.
In certain implementations, multitasking and parallel
processing may be advantageous.

[0071] Embodiments of the subject matter and the op-
erations described in this specification can be implement-
ed in digital electronic circuitry, or in computer software,
firmware, or hardware, including the structures disclosed
in this specification and their structural equivalents, orin
combinations of one or more of them. Embodiments of
the subject matter described in this specification can be
implemented as one or more computer programs, e.g.,
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one or more modules of computer program instructions,
encoded on computer storage medium for execution by,
or to control the operation of, data processing apparatus.
Alternatively, or additionally, the program instructions
can be encoded on an artificially generated propagated
signal, e.g., a machine-generated electrical, optical, or
electromagnetic signal, that is generated to encode in-
formation for transmission to suitable receiver apparatus
for execution by a data processing apparatus. A compu-
ter storage medium can be, or be included in, a computer-
readable storage device, a computer-readable storage
substrate, a random or serial access memory array or
device, or a combination of one or more of them. More-
over, while a computer storage medium is not a propa-
gated signal, a computer storage medium can be a
source or destination of computer program instructions
encoded in an artificially generated propagated signal.
The computer storage medium can also be, or be includ-
ed in, one or more separate physical components or me-
dia (e.g., multiple CDs, disks, or other storage devices).
[0072] The term "data processing apparatus" encom-
passes all kinds of apparatus, devices, and machines for
processing data, including by way of example a program-
mable processor, a computer, a system on a chip, or
multiple ones, or combinations, of the foregoing. The ap-
paratus can include special purpose logic circuitry, e.g.,
an FPGA (field programmable gate array) or an ASIC
(application specific integrated circuit). The apparatus
can also include, in addition to hardware, code that cre-
ates an execution environment for the computer program
in question, e.g., code that constitutes processor
firmware, a protocol stack, a database management sys-
tem, an operating system, a cross-platform runtime en-
vironment, a virtual machine, or a combination of one or
more of them. The apparatus and execution environment
can realize various different computing model infrastruc-
tures, such as web services, distributed computing and
grid computing infrastructures. Unless specifically stated
otherwise, it is appreciated that throughout this specifi-
cation discussions utilizing the terms such as "process-
ing," "computing," "calculating," "determining," and "iden-
tifying" or the like refer to actions or processes of a com-
puting device, such as one or more computers or a similar
electronic computing device or devices, that manipulate
or transform data represented as physical electronic or
magnetic quantities within memories, registers, or other
information storage devices, transmission devices, or
display devices of the computing platform.

[0073] The system or systems discussed herein are
not limited to any particular hardware architecture or con-
figuration. A computing device can include any suitable
arrangement of components that provides a result con-
ditioned on one or more inputs. Suitable computing de-
vices include multipurpose microprocessor-based com-
puter systems accessing stored software that programs
or configures the computing system from a general pur-
pose computing apparatus to a specialized computing
apparatus implementing one or more implementations
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of the present subject matter. Any suitable programming,
scripting, or other type of language or combinations of
languages may be used to implement the teachings con-
tained herein in software to be used in programming or
configuring a computing device.

[0074] Implementations of the methods disclosed
herein may be performed in the operation of such com-
puting devices. The order of the blocks presented in the
examples above can be varied for example, blocks can
be re-ordered, combined, and/or broken into sub-blocks.
Certain blocks or processes can be performed in parallel.
The operations described in this specification can be im-
plemented as operations performed by a data processing
apparatus on data stored on one or more computer-read-
able storage devices or received from other sources.
[0075] The use of"adaptedto" or "configured to" herein
is meant as open and inclusive language that does not
foreclose devices adapted to or configured to perform
additional tasks or steps. Additionally, the use of "based
on" is meant to be open and inclusive, in that a process,
step, calculation, or other action "based on" one or more
recited conditions or values may, in practice, be based
on additional conditions or value beyond those recited.
Headings, lists, and numbering included herein are for
ease of explanation only and are not meant to be limiting.
[0076] It will also be understood that, although the
terms "first," "second," etc. may be used herein to de-
scribe various elements, these elements should not be
limited by these terms. These terms are only used to
distinguish one element from another. For example, a
first node could be termed a second node, and, similarly,
asecond node could be termed afirstnode, which chang-
ing the meaning of the description, so long as all occur-
rences of the "first node" are renamed consistently and
all occurrences of the "second node" are renamed con-
sistently. The first node and the second node are both
nodes, but they are not the same node.

[0077] The terminology used herein is for the purpose
of describing particular implementations only and is not
intended to be limiting of the claims. As used in the de-
scription of the implementations and the appended
claims, the singular forms "a," "an," and "the" are intend-
ed to include the plural forms as well, unless the context
clearly indicates otherwise. It will also be understood that
the term "and/or" as used herein refers to and encom-
passes any and all possible combinations of one or more
of the associated listed items. It will be further understood
that the terms "comprises" and/or "comprising," when
used in this specification, specify the presence of stated
features, integers, steps, operations, elements, and/or
components, but do not preclude the presence or addi-
tion of one or more other features, integers, steps, oper-
ations, elements, components, and/or groups thereof.
[0078] As used herein, the term "if may be construed
to mean "when" or "upon" or "in response to
determining” or "in accordance with a
determination” or "in response to detecting," that a stat-
ed condition precedentis true, depending on the context.
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Similarly, the phrase "ifitis determined [that a stated con-
dition precedent is true]" or "if [a stated condition prece-
dent is true]" or "when [a stated condition precedent is
true]" may be construed to mean "upon
determining” or "in response to determining” or "in ac-
cordance with adetermination" or "upon detecting" or "in
response to detecting" that the stated condition prece-
dent is true, depending on the context.

[0079] Exemplary methods, devices, and non-transi-
tory computer-readable storage media are set out in the
following items.

1. A device comprising: at least one camera captur-
ing pass-through video of a physical environment;

a display;

blend circuitry that generates augmented reality
video for the display from the pass-through vid-
€o;

at least one processor; and

a non-transitory computer-readable storage
medium comprising instructions that, when ex-
ecuted on the at least one processor, cause the
device to perform operations comprising:

producing virtual content;

calculating a color from the virtual content;
and

controlling the blend circuitry to generate
the augmented reality video by blending the
pass-through video with the virtual content
and by modifying at least one portion of the
pass-through video with the calculated color
from the virtual content.

2. The device of item 1, wherein the blend circuitry
comprises a dedicated pathway to the at least one
camera.

3. The device of any of items 1-2, wherein producing
the virtual content comprises generating the virtual
content corresponding to a virtual light producing ob-
ject, the virtual content comprising frame-specific vir-
tual content for each of a plurality of frames of the
pass-through video.

4. The device of item 3, wherein the virtual light pro-
ducing object is a virtual movie screen or a virtual
television.

5. The device of item 3, wherein the virtual light pro-
ducing object is a virtual 3D object corresponding to
a diffuse-light-producing 3D object.

6. The device of item 3, wherein the modifying com-
prises combining, via the blend circuitry, each of the
frames of the pass-through video with the frame-spe-
cific virtual content and altering a portion of each of

10

15

20

25

30

40

45

50

55

12

the frames of the pass-through video to provide a
light-spill effect, wherein the light-spill effect is based
on atleast one color determined from the frame-spe-
cific virtual content.

7. The device of item 6, wherein altering the portion
of each of the frames of the pass-through video to
provide the light-spill effect comprises tinting, dim-
ming, or changing a brightness of the respective por-
tion of each of the frames.

8. The device of item 6, wherein altering the portion
of each of the frames of the pass-through video to
provide the light-spill effect comprises performing a
hardware-implemented logic operation via the blend
circuitry.

9. The device of item 6, wherein altering the portion
of each of the frames of the pass-through video to
provide the light-spill effect comprises utilizing the
blend circuitry to apply a tinting, dimming, or bright-
ness adjustment of the portion.

10. The device of item 6, wherein the at least one
color determined from the frame-specific virtual con-
tent is determined by:

down-sampling the virtual content to produce a
blurred image representing the virtual content;
and
selecting the at least one color by identifying a
dominant color of the down-sampled virtual con-
tent.

11. The device of item 6, wherein the at least one
color determined from the frame-specific virtual con-
tent is determined by:

down-sampling the virtual content to produce a
blurred image representing the virtual content;
and

selecting the at least one color by identifying at
least a first color on a first side of the down-
sampled virtual content and at least a second
color on a second side of the down-sampled vir-
tual content.

12. The device of item 6, wherein said combining
each of the frames of the pass-through video with
the frame-specific virtual content comprises utilizing
the blend circuitry to enable a hardware-based alpha
blending process.

13. The device of item 6, wherein said combining
each of the frames of the pass-through video with
the frame-specific virtual content comprises adjust-
ing alpha-blend values corresponding to the pass-
through video in areas corresponding to the virtual
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light producing object.

14. A method comprising:
at a device having, at least one processor, at least
one camera, a display, and blend circuitry:

capturing pass-through video of a physical en-
vironment via the at least one camera;
producing virtual content;

calculating a color from the virtual content; and
controlling the blend circuitry to generate an
augmented reality video by blending the pass-
through video with the virtual content and by
modifying at least one portion of the pass-
through video with the calculated color from the
virtual content.

15. A non-transitory computer-readable storage me-
dium storing program instructions executable via
one or more processors, of a device having at least
one camera, adisplay, and blend circuitry, to perform
operations comprising:

capturing pass-through video of a physical en-
vironment via the at least one camera;
producing virtual content;

calculating a color from the virtual content; and
controlling the blend circuitry to generate an
augmented reality video by blending the pass-
through video with the virtual content and by
modifying at least one portion of the pass-
through video with the calculated color from the
virtual content.

[0080] The foregoingdescription, for purpose of expla-
nation, has been described with reference to specificem-
bodiments. However, the illustrative discussions above
are notintended to be exhaustive or to limit the invention
to the precise forms disclosed. Many modifications and
variations are possible in view of the above teachings.
The embodiments were chosen and described in order
to best explain the principles of the invention and its prac-
tical applications, to thereby enable others skilled in the
art to best utilize the invention and various embodiments
with various modifications as are suited to the particular
use contemplated.

Claims

1. A device comprising: at least one camera capturing
pass-through video of a physical environment;

a display;

blend circuitry that generates augmented reality
video for the display from the pass-through vid-
€o;

at least one processor; and
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a non-transitory computer-readable storage
medium comprising instructions that, when ex-
ecuted on the at least one processor, cause the
device to perform operations comprising:

producing virtual content;

calculating a color from the virtual content;
and

controlling the blend circuitry to generate
the augmented reality video by blending the
pass-through video with the virtual content
and by modifying at least one portion of the
pass-through video with the calculated color
from the virtual content.

The device of claim 1, wherein the blend circuitry
comprises a dedicated pathway to the at least one
camera.

The device of any of claims 1-2, wherein producing
the virtual content comprises generating the virtual
content corresponding to a virtual light producing ob-
ject, the virtual content comprising frame-specific vir-
tual content for each of a plurality of frames of the
pass-through video.

The device of claim 3, wherein the virtual light pro-
ducing object is a virtual movie screen or a virtual
television.

The device of claim 3, wherein the virtual light pro-
ducing object is a virtual 3D object corresponding to
a diffuse-light-producing 3D object.

The device of claim 3, wherein the modifying com-
prises combining, via the blend circuitry, each of the
frames of the pass-through video with the frame-spe-
cific virtual content and altering a portion of each of
the frames of the pass-through video to provide a
light-spill effect, wherein the light-spill effect is based
on atleast one color determined from the frame-spe-
cific virtual content.

The device of claim 6, wherein altering the portion
of each of the frames of the pass-through video to
provide the light-spill effect comprises tinting, dim-
ming, or changing a brightness of the respective por-
tion of each of the frames.

The device of claim 6, wherein altering the portion
of each of the frames of the pass-through video to
provide the light-spill effect comprises performing a
hardware-implemented logic operation via the blend
circuitry.

The device of claim 6, wherein altering the portion
of each of the frames of the pass-through video to
provide the light-spill effect comprises utilizing the



10.

1.

12.

13.

14.

15.

25 EP 4 443 274 A1 26

blend circuitry to apply a tinting, dimming, or bright-
ness adjustment of the portion.

The device of claim 6, wherein the at least one color
determined from the frame-specific virtual content is
determined by:

down-sampling the virtual content to produce a
blurred image representing the virtual content;
and
selecting the at least one color by identifying a
dominant color of the down-sampled virtual con-
tent.

The device of claim 6, wherein the at least one color
determined from the frame-specific virtual content is
determined by:

down-sampling the virtual content to produce a
blurred image representing the virtual content;
and

selecting the at least one color by identifying at
least a first color on a first side of the down-
sampled virtual content and at least a second
color on a second side of the down-sampled vir-
tual content.

The device of claim 6, wherein said combining each
of the frames of the pass-through video with the
frame-specific virtual content comprises utilizing the
blend circuitry to enable a hardware-based alpha
blending process.

The device of claim 6, wherein said combining each
of the frames of the pass-through video with the
frame-specific virtual content comprises adjusting al-
pha-blend values corresponding to the pass-through
video in areas corresponding to the virtual light pro-
ducing object.

A method comprising:
at a device having, at least one processor, at least
one camera, a display, and blend circuitry:

capturing pass-through video of a physical en-
vironment via the at least one camera;
producing virtual content;

calculating a color from the virtual content; and
controlling the blend circuitry to generate an
augmented reality video by blending the pass-
through video with the virtual content and by
modifying at least one portion of the pass-
through video with the calculated color from the
virtual content.

A non-transitory computer-readable storage medi-
um storing program instructions executable via one
or more processors, of a device having at least one
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camera, a display, and blend circuitry, to perform
operations comprising:

capturing pass-through video of a physical en-
vironment via the at least one camera;
producing virtual content;

calculating a color from the virtual content; and
controlling the blend circuitry to generate an
augmented reality video by blending the pass-
through video with the virtual content and by
modifying at least one portion of the pass-
through video with the calculated color from the
virtual content.
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FIG. 2B
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the virtual content and by modifying at least one
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