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METHOD FOR ASSISTING A TRAINEE DURING A PILOT TRAINING ON A PILOT TRAINING

SIMULATOR, DATA PROCESSING APPARATUS, A PILOT TRAINING SIMULATOR AND A

COMPUTER PROGRAM

(67)  The presentinvention provides a method for as-
sisting a trainee during a pilot training on a pilot training
simulator, comprising receiving (S10) a vocal input mes-
sage from the trainee; converting (S11) the vocal input
message into a textinput message; processing (S12) the
text input message by a neural network configured as a
large language model, LLM, to identify the content of the
text input message and extract at least a request related
to the pilot training simulator; accessing and searching
(S13) a database based on the request to determine an
educational advice using the neural network, wherein the
database includes data about an aircraft on which the
pilot training is performed; generating (S14) a response
message containing the educational advice using the
neural network; converting (S15) the response message
into a vocal response message; and providing (S16) the
vocal response message to the trainee. Further, the
present invention provides a corresponding data
processing apparatus (2), a pilot training simulator (1)
comprising the data processing apparatus and a compu-
ter program.
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Description

[0001] The invention relates to a device as well as to
a method for assisting a trainee during a pilot training on
a pilot training simulator. The invention is furthermore
concerned with a corresponding data processing appa-
ratus, a pilot training simulator and a computer program.
[0002] Typical pilot training systems aim for replicating
the cockpit of a commercial aircraft or military fighter. In
these pilot training systems, the replicated cockpit pro-
vides the pilot with a similar look as in the real aircraft,
and it further provides a trainee the feeling of being in
the real aircraft. Virtual displays provide a virtual repre-
sentation of how the external view would be based on
the action performed by the pilot. Typically a trainer, who
is a person having vast flight experience and detailed
knowledge about the aircraft explains the pilot how to
control the aircraft and perform specific actions. These
explanations may relate to e.g. how to interact with the
cockpit, how to select a waypoint and introduce the way-
point in the flight path.

[0003] The problem of the present invention is to pro-
vide an improved way to perform pilot training on a pilot
training system.

[0004] According to the invention, this problem is
solved in each case by the subject matters of the inde-
pendent claims.

[0005] According to a first aspect of the invention, a
method for assisting a trainee during a pilot training on
a pilot training simulator is provided. The method com-
prises receiving a vocal input message from the trainee,
converting the vocal input message into a text input mes-
sage, processing the text input message a neural net-
work configured as a large language model, LLM, to iden-
tify the content of the text input message and extract at
least a request related to the pilot training simulator, ac-
cessing and searching a database based on the request
to determine an educational advice, wherein the data-
base includes data about an aircraft on which the pilot
training is performed, generating a response message
containing the educational advice using the neural net-
work, converting the response message into a vocal re-
sponse message, and providing the vocal response mes-
sage to the trainee.

[0006] According to a second aspect of the invention,
a data processing apparatus is provided. The data
processing apparatus comprises aninputterminal, a data
storage comprising a database, and a processor config-
ured to perform the method according to any of the pre-
ceding claims.

[0007] According to a fourth aspect of the invention, a
pilot training simulator, comprising the inventive data
processing apparatus.

[0008] According to a fourth aspect of the invention, a
computer program is provided. The computer program
comprises instructions, which, when the program is ex-
ecuted by a computer, causes the computer to carry out
the method of any of the preceding claims.
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[0009] Afundamental conceptoftheinventionisto pro-
vide assistance to the trainee during the pilot training in
the simulator. The assistance is provided by vocal advice
generated from an artificial intelligence. The artificial in-
telligence is trained about the pilot training simulator and
the pilot training so that it can provide helpful advice that
matches the actual flight training of the trainee on the
simulator. For this, the trainee inputs a vocal input mes-
sage or a prompt in order to receive educational advice
in the form of a response from the artificial intelligence,
Al. The artificial intelligence providing the trainee with
advice is thus configured as a virtual training assistant.
[0010] A particular advantage of the solution according
to an aspect of the invention is that it relieves the require-
ments for training new pilots. In particular, Al can replace
the human trainer in answering questions. The method
focuses on providing guidance where the trainee needs
it. An aircraft manual could be directly replaced by the
virtual training assistant or a corresponding computer or
data processing apparatus performing the inventive
method. This reduces the risk of mistakes and wrong
information transferred by humans from the aircraft man-
ual. The method can also be implemented in a metaverse
training system, which does not need a physical pilot
training simulator anymore.

[0011] The trainee is being trained to become a pilot
on the pilot training simulator, which simulates at least
one type of aircraft. The pilot training simulator simulates
the cockpit including buttons, displays, flight control
sticks etc.. The corresponding data processing appara-
tus including the virtual training assistant is integrated
into the pilot training simulator so it can act as a training
assistant based on artificial intelligence. It regularly mon-
itors the actions of the trainee and is accessible for any
prompts.

[0012] The artificial intelligence is configured as a neu-
ral network, more precisely as a large language model,
LLM, which has been trained with a large number of lan-
guage pieces. The LLM is thus capable of natural lan-
guage processing and understands and correspondingly
processes human language. The same neural network
or a different algorithm is able to access and search a
database related to the pilot training simulator.

[0013] Advantageous embodiments and further devel-
opments emerge from the description with reference to
the figures.

[0014] According to some aspects of the method ac-
cording to the invention, the method further comprises
monitoring the trainee during the pilot training to identify
a current action, and accessing and searching the data-
base to determine a best action based on the identified
currentaction of the trainee and relevantinformation from
the database. This step may be done by the same neural
network or by a different algorithm, such as a different
neural network. The database includes past trainee data
and may be trained with related information about avion-
ics, the pilot training sytem etc.. Then, by accessing and
searching the database, a predicted action is determined
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based on the identified current action of the trainee and
past trainee data using the neural network. Subsequent-
ly, it is evaluated whether to perform a corrective action
based on a comparison of the best action and the pre-
dicted action. The evaluation and comparison may be
performed by the same neural network, a different neural
network or a classical algorithm. Depending on the cur-
rent situation in the pilot training, there may be only a
finite number of possible actions the trainee may perform.
These actions may be mapped in a vector space and the
neural network is able to determine a best or optimum
action at the current situation. However, based on past
experience with trainees, which may include the actual
trainee, a predicted action of the trainee may consider-
ably differ from the best action. The evaluation of whether
a corrective action is necessary may be performed using
a separate neural network trained with avionics and flight
situations. In that situation, the method provides a cor-
rective action, which may e.g. be lifting the aircraft on the
pilot training simulator in order to prevent an uncontrolled
descent of the aircraft. In this way, guidance can be pro-
vided by the method in a more suitable and reliable way.
[0015] According to some further aspects of the meth-
od according to the invention, determining the predicted
action includes predicting a token based on the vocal
input message using the neural network. By considering
tokens, such as for example syllables of the spoken
words or expressions that are often used in the vocal
input message, the predicted action can be determined
in a more accurate and reliable way.

[0016] According to some further aspects of the meth-
od according to the invention, monitoring the trainee is
performed in real-time. Alternatively or in addition, the
step of comparing the current action with a command
history recorded by the pilot training simulator is conduct-
ed. The commands are based on the actions performed
by a trainee and have been stored on the computer in-
tegrated in the pilot training simulator. The actions of the
trainee and the progress in the pilot training can thus be
constantly monitored and may be compared to past ac-
tions of the same trainee or a different trainee. In this
way, educational advice can be provided depending on
a current or past action of the trainee. The educational
advice is thus provided in a more accurate way.

[0017] According to some further aspects of the meth-
od according to the invention, the request is related to at
least one of an aircraft control element, a flight operation
of the aircraft, an activation or deactivation of a compo-
nent of the simulated aircraft on the pilot training simu-
lator. These elements represent part of the pilot training,
about which the trainee should be provided with related
educational advice.

[0018] According to some further aspects of the meth-
od according to the invention, the neural network is
trained at least with information about the simulated air-
craft on the pilot training simulator. In this way, the neural
network can be updated by simple training when new
material is available or when a change of the avionics

10

15

20

25

30

35

40

45

50

55

requires it.

[0019] According to some further aspects of the meth-
od according to the invention, the neural network prefer-
ably is configured as Generative Pretrained Transformer,
GPT, or as a generative artificial intelligence. These rep-
resent suitable algorithms for the task in that these neural
networks can be trained and fine-tuned on pilot training
and the training simulator.

[0020] According to some further aspects of the meth-
od according to the invention, the method further com-
prises the step of receiving a current system status of
the pilot training simulator. The current status of the pilot
training simulator can be e.g. a flight phase such as a
take-off or landing procedure, or a situation in which the
simulated aircraft has entered a zone of heavy turbulence
etc.. Searching the database is then based on the current
system status to provide optimum educational advice by
the neural network.

[0021] According to some further aspects of the meth-
od according to the invention, the method further com-
prises the step of applying reinforcement learning to the
neural network comprising a policy, which is based on
the current system status. This represents an alternative
or additional way with respect to active training of the
neural network with training data to improve the neural
network. This may in particular be applied to determine
the best action.

[0022] According to some further aspects of the meth-
od according to the invention, the method further com-
prises extracting an implicit request from the text input
message using the neural network and supplying the im-
plicit request to the request of the text input message
before accessing and searching the database to deter-
mine a response to the input message. In this way, the
method provides a means for setting the content of the
text input message into a correct context. In this step,
the neural network may also include accessing the da-
tabase for collecting additional information with respect
to a particular situation or status of the pilot training sim-
ulator. In this way, the requirement for the trainee to for-
mulate a valid request is relieved.

[0023] According to some further aspects of the meth-
od according to the invention, the method further com-
prises determining a stress level of the trainee based on
the vocal input message using the neural network. Gen-
erating the response message then includes generating
the response message based on the stress level of the
trainee. By this "sentimental analysis", the response
message can be setinto a suitable "sentimental" context.
For example, the response message may be short in
case of a high stress level, because it is hard for the
trainee to concentrate on a longer response message in
the actual state of the training. In case of low stress, in
which the trainee can concentrate longer on the response
message, it may provide more detailed information.
[0024] According to some further aspects of the meth-
od according to the invention, determining the stress level
is based on the implicit request extracted from the text



5 EP 4 471 692 A1 6

input message. In this way, the neural network discovers
signs of unexpressed stress or difficulty of the training,
which may be addressed e.g. by taking corrective actions
or by giving additional educational advice.

[0025] According to some further aspects of the meth-
od according to the invention, the natural language
processing is configured as at least one of a large lan-
guage model, LLM, Generative Pretrained Transformer,
GPT, agenerative artificial intelligence, a supervised lan-
guage model. These models represent a suitable set for
addressing the technical problem. These models may
also be fine-tuned in automation technology for more ac-
curacy of the responses.

[0026] The above embodiments and further develop-
ments can be combined with each other as desired, if
useful. In particular, all features of the method for assist-
ing a trainee during a pilot training on a pilot training sim-
ulator are transferable to the data processing apparatus,
the pilot training simulator and/or the computer program,
and vice versa. Further possible embodiments, further
developments and implementations of the invention also
comprise combinations, not explicitly mentioned, of fea-
tures of the invention described before or below with re-
spect to the embodiments. In particular, the skilled per-
son will thereby also add individual aspects as improve-
ments or additions to the respective basic form of the
present invention.

[0027] The present invention is explained more spe-
cifically below on the basis of the exemplary embodi-
ments indicated in the schematic figures, in which:

Fig. 1  shows a flow chart for a method for assisting a
trainee during a pilot training on a pilot training
simulator according to an embodiment of the
invention;

Fig. 2  shows a flow diagram of a method for assisting
atrainee during a pilot training on a pilot training
simulator according to a further embodiment of
the invention; and

Fig. 3  shows a pilot training simulator comprising a
data processing apparatus according to an em-
bodiment of the invention;

[0028] The accompanyingfigures are intended to con-
vey a further understanding of the embodiments of the
invention. They illustrate embodiments and are used in
conjunction with the description to explain principles and
concepts of the invention. Other embodiments and many
of the cited advantages emerge in light of the drawings.
The elements of the drawings are not necessarily shown
to scale in relation to one another. Direction-indicating
terminology such as for example "at the top", "at the bot-
tom", "on the left", "on the right", "above", "below", "hor-
izontally", "vertically", "at the front", "at the rear" and sim-
ilar statements are merely used for explanatory purposes
and do not serve to restrict the generality to specific con-
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figurations as shown in the figures.

[0029] Inthe figures of the drawing, elements, features
and components that are the same, have the same func-
tion and have the same effect are each provided with the
same reference signs - unless explained otherwise.
[0030] Fig. 1 shows a flow chart for a method for as-
sisting a trainee during a pilot training on a pilot training
simulator according to an embodiment of the invention.
[0031] The method for assisting a trainee during a pilot
training on a pilot training simulator shown in Fig. 1 com-
prises:

At first, a vocal input message is received S10 from the
trainee. This may be a prompt of the trainee during the
pilottraining and be recorded by a microphone connected
toacomputer. The vocalinput message is then converted
S11 into a text input message. This can be performed by
a vocal-to-text converter stored on the computer.
[0032] Then, processing S12 the text input message
by a neural network to identify the content of the text input
message and extract at least a request related to the pilot
training simulator. The neural network is configured as a
large language model, LLM, and has been trained with
a vast number of language samples. The LLM is thus
able to understand the application context within the con-
tent of the text input message and is able to understand
the request of the trainee. The request may be related
to an aircraft control element, a flight operation of the
aircraft, an activation or a deactivation of a component
of the simulated aircraft on the pilot training simulator,
but not limited to the listed requests. In case the LLM
does not understand the request, it might request the
trainee to specify his request.

[0033] In this embodiment, the neural network is
trained with further information about the simulated air-
craft on the pilot training simulator. In this way, the neural
network can be updated when new material or features
of the aircraft are available.

[0034] The neural network is configured as a Genera-
tive Pretrained Transformer, GPT, or a generative artifi-
cial intelligence. These represent suitable algorithms for
the task in that these neural networks can be trained and
fine-tuned on pilot training and the training simulator.
[0035] Subsequently, a database is accessed and
searched S13 based on the request to determine an ed-
ucational advice. This step may be performed by the
same neural network or by a different search algorithm,
e.g. a different neural network or a classical search al-
gorithm. The database includes data about an aircraft on
which the pilot training is performed. By a search query,
the neural network is able to identify related information
in the database to identify a educational advice suitable
to answer the request and potentially suitable for the
trainee at the particular moment of the flight training.
[0036] In further embodiments, the neural network is
fine-tuned in avionics to improve the understanding of
the pilot training system the trainee is performing his pilot
training. In this case, a step of accessing and searching
S13 the database may become redundant.



7 EP 4 471 692 A1 8

[0037] Furthermore, the method includes the step of
generating S14 a response message containing the ed-
ucational advice using the neural network. In this step,
the neural network makes use of its ability as LLM using
natural language processing to formulate a suitable re-
sponse message using natural language processing.
The response message is then converted S15 into a vo-
cal response message. This can be done by a text-to-
vocal interpreter. As final step in this embodiment, the
vocal response message is provided S16 to the trainee
is provided. This can be performed by e.g. aloud speaker.
[0038] Fig. 2 shows a flow diagram of a method for
assisting a trainee during a pilot training on a pilot training
simulator according to a further embodiment of the in-
vention.

[0039] The method shown in Fig. 2 is based on the
method as described previously with reference to Fig. 1.
In this respect, steps S20 to S24 and S26 to S27 essen-
tially correspond to steps S10 to S16 as described in the
previous embodiment. Step S25 represents an additional
step, in which a corrective action is added to the response
message using the neural network and is described be-
low.

[0040] Fig. 2 shows the additional step that is named
"sentiment analysis" of determining S28 a stress level of
the trainee based on the vocal input message using the
neural network. The response message is generated S25
based on the stress level of the trainee. Depending on
the stress level, the response message can be set into
a suitable "sentimental" context. In this embodiment, the
response message may be short in case of a high stress
level, because it is hard for the trainee to concentrate on
a longer response message in the actual state of the
training. In a state of low stress, in which the trainee can
concentrate longer on the response message, the re-
sponse message contains more detailed information.
[0041] In further embodiments, an implicit request is
extracted from the text input message using the neural
network. The implicit request is then provided to the re-
quest of the text input message before accessing and
searching the database to determine a response to the
input message. These additional steps provide a means
for setting the content of the text input message into a
correct context using information the trainee has not ex-
plicitly expressed. In further embodiments, the database
may be accessed for collecting additional information
with respect to a particular situation or status of the pilot
training simulator, e.g. using the same or a different neu-
ral network. In some of these embodiments, the step of
determining S28 the stress level may be based on the
implicit request extracted from the text input message in
orderto detect signs of stress or difficulty from the trainee.
The neural network may then take into account the stress
level and formulate the response message with an adapt-
ed tone and verbosity.

[0042] In the embodiment shown in Fig. 2, the trainee
is monitored S31 during the pilot training to identify a
currentaction ofthe trainee. In this embodiment, the train-
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ee is monitored S31 inreal-time. In further embodiments,
the current actions of the trainee are compared and an-
alyzed by using a command history recorded by the pilot
training simulator. In addition, the method also provides
receiving S30 a current system status of the aircraft sim-
ulated by the pilot training simulator 1, wherein searching
the database is based on the current system status.
[0043] The received information in steps S30 and S31
are then input into the neural network and in step S32,
the neural network is trained on the new situation. In fur-
ther embodiments, the neural network may further apply
reinforcement learning comprising a policy, which is
based on the current system status.

[0044] The database is accessed and searched S33
to determine a best action based on the identified current
action of the trainee and relevant information from the
database. This may be performed by the same neural
network or a different algorithm, e.g. a different neural
network. In this embodiment, the best action is deter-
mined by supervised learning. In further embodiments,
reinforcement learning is applied to determine the best
action.

[0045] In addition, the database is accessed and
searched S34 to determine a predicted action based on
the identified current action of the trainee and past trainee
data, wherein the database includes the past trainee data
using the neural network. The predicted action is the ac-
tion thatthe trainee is mostlikely to perform. Furthermore,
a token is predicted based on the vocal input message
using the neural network in ordertoincrease the accuracy
ofthe predicted action. Atoken may be a syllable of words
spoken by the trainee or certain expressions the trainee
is often using.

[0046] The method then evaluates S35 whether to per-
form a corrective action based on a comparison of the
best action and the predicted action. In this embodiment,
the evaluation and comparison is performed by the same
neural network. In further embodiments, a separate neu-
ral network trained with avionics and flight situations may
perform this task. Depending on the situation, the neural
network may perform a corrective action or may advise
the trainee about such corrective action due to the differ-
ence between the best action and the predicted action.
If there is a need for a corrective action, related informa-
tion about corrective action is then provided to the neural
network at step S25, when the neural network is gener-
ating the response message including the educational
advice. By using natural language processing based on
the large language model, the information about correc-
tive action is then added and merged to the response
message at step S25. Otherwise a brief feedback is pro-
vided that no corrective action is necessary.

[0047] Fig. 3 shows a pilot training simulator compris-
ing a data processing apparatus according to an embod-
iment of the invention.

[0048] Fig. 3 shows a pilot training simulator 1, com-
prising the data processing apparatus 2. The data
processing apparatus 2 comprises an input terminal 3,



9 EP 4 471 692 A1 10

which is configured as a microphone, by which the vocal
input message can be received. The data processing ap-
paratus 2 comprises a speaker 7 through which the vocal
response message is provided to the trainee. The data
processing apparatus 2 comprises a computer housing
4, which includes a processor 5 and a data storage 6.
The processor 5 is configured to perform the method as
described above with reference to Fig. 1 and 2 using the
data storage 6, which includes the database and program
code for the neural network as described above with ref-
erence to Fig. 1 and 2. The data storage 6 thus contains
a computer program comprising instructions, which,
when the program is executed by a computer, cause the
computer to carry out the method as described above
with reference to Fig. 1 and 2. In further embodiments,
the processor 5 can access a cloud (not shown in Fig. 3)
with additional information about the pilot training simu-
lator, such as e.g. anaircraft ora componentof the aircraft
the pilot training simulator is simulating.

[0049] In the detailed description above, various fea-
tures have been combined in one or more examples in
orderto improve the rigorousness of the illustration. How-
ever, it should be clear in this case that the above de-
scription is of merely illustrative but in no way restrictive
nature. It serves to cover all alternatives, modifications
and equivalents of the various features and exemplary
embodiments. Many other examples will be immediately
and directly clear to a person skilled in the art on the basis
of his knowledge in the art in consideration of the above
description.

[0050] The exemplary embodiments have been cho-
sen and described in order to be able to present the prin-
ciples underlying the invention and their application pos-
sibilities in practice in the best possible way. As a result,
those skilled in the art can optimally modify and utilize
the invention and its various exemplary embodiments
with regard to the intended purpose of use. In the claims
and the description, the terms "including" and "having"
are used as neutral linguistic concepts for the corre-
sponding terms "comprising". Furthermore, use of the
terms "a", "an" and "one" shall not in principle exclude
the plurality of features and components described in this
way.

[0051] While at least one exemplary embodiment of
the present invention(s) is disclosed herein, it should be
understood that modifications, substitutions and alterna-
tives may be apparent to one of ordinary skill in the art
and can be made without departing from the scope of
this disclosure. This disclosure is intended to cover any
adaptations or variations of the exemplary embodi-
ment(s). In addition, in this disclosure, the terms "com-
prise" or "comprising" do not exclude other elements or
steps, the terms "a" or "one" do not exclude a plural
number, and the term "or" means either or both. Further-
more, characteristics or steps which have been de-
scribed may also be used in combination with other char-
acteristics or steps and in any order unless the disclosure
or context suggests otherwise. This disclosure hereby
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incorporates by reference the complete disclosure of any
patent or application from which it claims benefit or pri-
ority.

List of reference signs

[0052]

1 pilot training simulator
2 data processing apparatus
3 input terminal

4 computer housing

5 processor

6 data storage

7 speaker

S10-S16  method steps
S20-S28 method steps
S30-S35 method steps

Claims

1. Method for assisting a trainee during a pilot training
on a pilot training simulator, comprising:

receiving (S10) a vocal input message from the
trainee;

converting (S11) the vocal input message into
a text input message;

processing (S12) the text input message by a
neural network configured as a large language
model, LLM, to identify the content of the text
input message and extract at least a request re-
lated to the pilot training simulator;

accessing and searching (S13) a database
based on the request to determine an educa-
tional advice, wherein the database includes da-
ta about an aircraft on which the pilot training is
performed;

generating (S14) a response message contain-
ing the educational advice using the neural net-
work;

converting (S15) the response message into a
vocal response message; and

providing (S16) the vocal response message to
the trainee.

2. Method according to claim 1, further comprising:
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monitoring (S31) the trainee during the pilot
training to identify a current action;

accessing and searching the database (S33) to
determine a best action based on the identified
current action of the trainee and relevant infor-
mation from the database;

accessing and searching (S34) the database to
determine a predicted action based on the iden-
tified current action of the trainee and past train-
ee data, wherein the database includes the past
trainee data using the neural network; and
evaluating (S35) whether to perform a corrective
action based on a comparison of the best action
and the predicted action.

Method according to claim 2, wherein determining
the predicted action includes predicting a token
based on the vocal input message using the neural
network.

Method according to claim 2 or 3, wherein monitoring
the trainee is performed in real-time, and/or further
comprising the step of comparing the current action
with acommand history recorded by the pilot training
simulator.

Method according to any of the preceding claims,
wherein the request is related to at least one of an
aircraft control element, a flight operation of the air-
craft, an activation or a deactivation of a component
of the simulated aircraft on the pilot training simula-
tor.

Method according to any of the preceding claims,
wherein the neural network is trained at least with
information about the simulated aircraft on the pilot
training simulator.

Method according to any of the preceding claims,
wherein the neural network is configured as a Gen-
erative Pretrained Transformer, GPT, or a genera-
tive artificial intelligence.

Method according to any of the preceding claims,
further comprising:

receiving a current system status of the pilot
training simulator,

wherein searching the database is based on the
current system status.

Method according to claim 8, further comprising:
applying reinforcement learning to the neural net-
work comprising a policy, which is based on the cur-
rent system status.

Method according to any of the preceding claims,
further comprising:
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1.

12.

13.

14.

15.

extracting an implicit request from the text input
message using the neural network; and
supplying the implicit request to the request of
the text input message before accessing and
searching the database to determine aresponse
to the input message.

Method according to any of the preceding claims,
further comprising:

determining (S28) a stress level of the trainee
based on the vocal input message using the
neural network,

wherein generating the response message in-
cludes generating the response message based
on the stress level of the trainee.

Method according to claim 9 and 10, wherein deter-
mining (S28) the stress level is based on the implicit
request extracted from the text input message.

Data processing apparatus (2) comprising an input
terminal (3), a speaker, a data storage (6) comprising
a database, and a processor (5) configured to per-
form the method according to any of the preceding
claims.

Pilot training simulator (1), comprising the data
processing apparatus according to claim 13.

Computer program comprising instructions, which,
when the program is executed by a computer, caus-
es the computer to carry out the method of any of
the preceding claims.
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Fig. 3
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