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(54) AN AUDIO APPARATUS AND METHOD OF OPERATION THEREFOR

(57) An audio apparatus comprises a receiver (201)
arranged to receive a set of input audio signals. An audio
beamformer (101) performs beamforming by combining
outputs of filters. A feedback circuit (103) comprising a
matching set of filters with complex conjugate frequency
responses and a beamform adapter (105) adapts the
filters in response to a comparison of the input audio
signals and the feedback audio signals. An adaptive
coefficient processor (207) determines decorrelation

coefficients for a set of spatial decorrelation filters gen-
erating decorrelated output signals from the input audio
signals where the decorrelation coefficients are adapted
based on the input signals. A set of spatial filters (205,
301, 401) are arranged to apply a spatial filtering to the
input audio signals or the feedback signals where the set
of spatial filters have coefficients that are determined
from the decorrelation coefficients.
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Description

FIELD OF THE INVENTION

[0001] The invention relates to an apparatus and amethod for generating an audio output signals, and in particular, but
not exclusively, to extract audio from a wanted audio source, such as a desired speaker.

BACKGROUND OF THE INVENTION

[0002] Capturingaudio, and inparticularly speech, hasbecome increasingly important in the last decades.Forexample,
capturing speech or other audio has become increasingly important for a variety of applications including telecommunica-
tion, teleconferencing, gaming, audio user interfaces, etc. However, a problem inmany scenarios and applications is that
the desired audio source is typically not the only audio source in the environment. Rather, in typical audio environments
there aremany other audio/noise sourceswhich are being captured by themicrophone. Audio processing is often used to
improve the capture of audio, and in particular to post-process the captured audio time interval improves the resulting
audio signals.
[0003] In many embodiments, audio may be represented by a plurality of different audio signals that reflect the same
audio scene or environment. In particular, inmany practical applications, audio is captured by aplurality ofmicrophones at
different positions. For example, a linear array of a plurality of microphones is often used to capture audio in an
environment, such as in a room. The use of multiple microphones allows spatial information of the audio to be captured.
Many different applications may exploit such spatial information allowing improved and/or new services.
[0004] One frequently used approach is to try to separate audio sources by applying beamforming to form beams
directed towards the direction of arrival of audio from specific audio sources. However, although this may provide
advantageousperformance inmany scenarios, it is not optimal in all cases. For example, itmaynot provideoptimal source
separation in some cases, and indeed in some applications such a spatial beamformingmay not provide audio properties
that are ideal for further processing to achieve a given effect.
[0005] Thus,whereasspatial audiosourceseparation, andspecifically suchseparationbasedonaudiobeamforming, is
highly advantageous in many scenarios and applications, there is a desire to improve the performance and operation of
such approaches. However, there is typically also a desire for low complexity and/or resource usage (e.g. computational
resources) and often these preferences conflict with each other.
[0006] Hence, an improved approach would be advantageous, and in particular an approach allowing reduced
complexity, increased flexibility, facilitated implementation, reduced cost, improved audio capture, improved spatial
perception/differentiation of audio sources, improved audio source separation, improved audio/speech application
support, reduced dependency on known or static acoustic properties, improved flexibility and customization to different
audio environments and scenarios, improved audio beamforming, an improved trade-off between performance and
complexity/ resource usage, and/or improved performance would be advantageous.

SUMMARY OF THE INVENTION

[0007] Accordingly, the Invention seeks topreferablymitigate, alleviate or eliminate oneormoreof theabovementioned
disadvantages singly or in any combination.
[0008] According to an aspect of the invention there is provided an audio apparatus comprising: a receiver arranged to
receive a first set of audio signals, the first set of audio signals comprising audio signals capturing audio of a scene from
different positions; an audio beamformer comprising: a first set of filters arranged to filter the first set of audio signals, and a
combiner arranged to combine outputs of the first set of filters to generate a beamform output audio signal; a feedback
circuit comprising a second set of filters arranged to generate a second set of audio signals fromafiltering of the beamform
output audio signal, each filter of the second set of filters having a frequency responsebeing a complex conjugate of a filter
of the first set of filters; a beamform adapter arranged to adapt the first set of filters and the second set of filters in response
to a comparison of the first set of audio signals and the second set of audio signals; an adaptive coefficient processor
arranged to determine decorrelation coefficients for a set of spatial decorrelation filters generating decorrelated output
signals from the first set of audio signals, the adaptive coefficient processor being arranged to adapt the decorrelation
coefficients in response toanupdate valuedetermined from thefirst set of audio signals; afirst set of spatial filters arranged
toapplyafirst spatial filtering toat least oneof thefirst set of audio signalsand thesecondset of audio signals, thefirst set of
spatial filters having coefficients determined from the decorrelation coefficients.
[0009] The approach may provide improved operation and/or performance in many embodiments. It may in particular
allow improved beamforming to focus on a specific audio source in the scene. Itmay allow improved extraction/separation
of audio from a specific source in the presence of other audio and noise sources in the scene.
[0010] Theapproachmayallow theoperation of the audio apparatus to effectively adapt to the current conditions, and in
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particular theacousticandspatial propertiesof theaudiosourcesand thescene. Itmayprovide reducedsensitivity tonoise
and unwanted audio sources in the scene and captured audio.
[0011] The approachmay allow efficient operation and low complexity inmany embodiments. The different adaptations
may synergistically interwork to provide improved separation of a desired audio source from other captured audio of the
scene. Further, the use of multiple adaptations may provide an improved operation while allowing lower complexity
adaptation algorithms and criteria to be used.
[0012] Each filter of the first set of filters is linked with a filter of the second set of filters with this filter having a frequency
response being a complex conjugate of the frequency response of the filter of the first set of filters.
[0013] The first and second set of filters may have an equal number of linked paired filters having complex conjugate
frequency responses. For each audio signal in the first set of audio signals there may be one filter of the first set of filters,
one linked/paired filter in the second set of filters (with a complex conjugate frequency response), and one audio signal in
the second set of audio signals. The comparisonmay be a comparison between linked/paired audio signals of the first set
of audio signalsand thesecondsetof audiosignals.Theadaptationofagivenfilterof thefirst set of filtersandagiven linked
filter of thesecondset of filtersmaybe in response/dependenceon (possibly only) a comparisonof a signal of the first set of
audio signals filtered by the given filter of the first set of filters and a signal of the second set of audio signals generated by
filtering of the beamform audio signal by the given linked filter of the second set of filters. The adaptationmay be such that
the difference is reduced.
[0014] Eachof the second set of audio signalsmaybeanestimate of the contribution to the linkedaudio signal of the first
set of audio signals from the audio captured by the beamformoutput audio signal, and thus typicallymay be an estimate of
the contribution from a wanted/desired source.
[0015] The set of spatial decorrelation filtersmay include one spatial filter for each signals of the first set of signals. Each
filter of the set of spatial decorrelation filters may generate a filtered/modified version of one audio signal of the first set of
audiosignals.Theset of spatial decorrelationfiltersmay together generateamodifiedfirst set of audiosignalswithahigher
degree of decorrelation. The spatial decorrelation filtersmay perform filtering over the first set of audio signals. The output
of a decorrelation filter (the corresponding modified audio signal of the first set of audio signals) may be dependent on a
plurality of the (unmodified) first set of audio signals. The spatial decorrelation filtersmay specifically be frequency domain
filters and the decorrelation coefficients may be frequency domain coefficients. For a given spatial decorrelation filter, the
output value for a given frequency bin at a given time may be a weighted combination of a plurality of values of the
(unmodified) first set of audio signals for the given frequency bin at the given time. The decorrelated output signals may
have a reduced normalized cross channel signal correlation with respect to the first set of input signals to the set of spatial
decorrelation filters.
[0016] Theset of spatial filtersmay includeonespatial filter for eachsignal of thefirst set of signals/ secondset of signals.
Each filter of the set of spatial filtersmaygenerate a filtered/modified version of one audio signal of the first or second set of
audio signals. The set of spatial filters may together generate a modified first or second set of audio signals. The spatial
filtersmayperformfiltering over the first set of audio signals. Theoutput of a spatial filter (the correspondingmodifiedaudio
signal of the first or second set of audio signals) may be dependent on a plurality of the (unmodified) first or second set of
audio signals. Thespatial filtersmayspecifically be frequencydomainfiltersand thecoefficientsmaybe frequencydomain
coefficients. For a given spatial filter, the output value for a given frequency bin at a given time may be a weighted
combination of a plurality of values of the (unmodified) first or second set of audio signals for the given frequency bin at the
given time.
[0017] In accordance with an optional feature of the invention, the audio apparatus further comprises an audio detector
arranged todetermineasetof active time intervalsduringwhichanaudiosource isactiveandasetof inactive time intervals
duringwhich the audio source is not active; andwherein at least one of the adaption of the first set of filters and the second
set of filters and the adaptation the decorrelation coefficients is different for the set of active time intervals and the set of
inactive time intervals.
[0018] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation which typically may lead to improved extraction of a desired audio source.
[0019] The active time intervalsmay be desired/wanted/speech audio source active time intervals and the inactive time
intervals may be desired/wanted/speech audio source inactive time intervals.
[0020] In accordancewith an optional feature of the invention, the beamform adapter is arranged to adapt the first set of
filtersand thesecondset of filterswithahigher rateof adaptationduring theset of active time intervals thanduring theset of
inactive time intervals.
[0021] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation which typically may lead to improved extraction of a desired audio source.
[0022] In accordancewith an optional feature of the invention, the beamform adapter is arranged to adapt the first set of
filters and the second set of filters during only one set of time intervals of the set of active time intervals and the set of
inactive time intervals.
[0023] This may provide improved performance and/or operation in many embodiments. It may typically provide
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improved adaptation which typically may lead to improved extraction of a desired audio source.
[0024] In some embodiments, the beamform adapter is arranged to adapt the first set of filters and the second set of
filters during the set of active time intervals but not during the set of inactive time intervals.
[0025] Inaccordancewithanoptional featureof the invention, theadaptivecoefficient processor is arranged toadapt the
decorrelation coefficients with a higher rate of adaptation during the set of inactive time intervals than during the set of
active time intervals.
[0026] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation which typically may lead to improved extraction of a desired audio source.
[0027] Inaccordancewithanoptional featureof the invention, theadaptivecoefficient processor is arranged toadapt the
decorrelation coefficients during only one set of time intervals of the set of inactive time intervals and the set of active time
intervals.
[0028] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation which typically may lead to improved extraction of a desired audio source.
[0029] In some embodiments, the adaptive coefficient processor is arranged to adapt the decorrelation coefficients
during the set of inactive time intervals but not during the set of active time intervals.
[0030] In accordancewith an optional feature of the invention, the first set of spatial filters is arranged to filter the first set
of audio signals.
[0031] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0032] In accordancewithanoptional featureof the invention, thefirst set of spatial filters is arranged tohavecoefficients
set to the decorrelation coefficients determined for the set of spatial decorrelation filters.
[0033] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0034] In accordancewith an optional feature of the invention, the first set of filters for filtering is arranged to filter the first
set of audio signals after filtering by the first set of spatial filters and the beamform adapter is arranged to perform the
comparison using the first set of audio signals before filtering by the first set of spatial filters.
[0035] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0036] In accordancewithanoptional featureof the invention, thefirst set of spatial filters is arranged tohavecoefficients
matching coefficients of a spatial filter being a cascade of two of the set of decorrelation filters.
[0037] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0038] In accordancewith an optional feature of the invention, the first set of spatial filters is arranged to filter the second
set of audio signals.
[0039] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0040] In accordancewithanoptional featureof the invention, thefirst set of spatial filters is arranged tohavecoefficients
determined in response to a set of inverse spatial decorrelation filters, the set of inverse spatial decorrelation filters being
inverse filters of the set of spatial decorrelation filters.
[0041] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0042] In accordancewithanoptional featureof the invention, thefirst set of spatial filters is arranged tohavecoefficients
matching coefficients of a spatial filter beinga cascadeof two sets of spatial inverse filters eachofwhich comprises inverse
filters of the set of spatial decorrelation filters.
[0043] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0044] In accordance with an optional feature of the invention, adaptive coefficient processor is arranged to determine
the set of spatial decorrelation filters to generate a set of output audio signals, each output audio signal of the set of the set
of output signals being linked with one input audio signal of the first set of audio signals, by performing the steps of:
segmenting the first set of audio signals into time segments, and for at least some time segments performing the steps of:
generating a frequency bin representation of the first set of audio signals, each frequency bin of the frequency bin
representationof thefirst set of audio signals comprisinga frequencybin value for eachof theaudio signals of thefirst set of
audio signals; generating a frequency bin representation of a set of output signals, each frequency bin of the frequency bin
representation of a set of output signals comprising a frequency bin value for each of the output signals, the frequency bin
value for a given output signal of the set of output signals for a given frequency bin being generated as a weighted
combination of frequency bin values of the first set of audio signals for the given frequency bin, the weighted combination
having the decorrelation coefficients as weights; updating a first weight for a contribution to a first frequency bin value of a
first frequency bin for a first output signal linked with a first input audio signal from a second frequency bin value of the first
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frequencybin for asecond inputaudiosignal linked toasecondoutput signal in response toacorrelationmeasurebetween
a first previous frequency bin value of the first output signal for the first frequency bin and a second previous frequency bin
value of the second output signal for the first frequency bin.
[0045] This may provide improved performance and/or operation in many embodiments. In many embodiments and
scenarios, this may provide particularly attractive performance and/or implementation.
[0046] This may provide an advantageous generation of output audio signals with typically increased decorrelation in
comparison to the input signals. The approach may provide an efficient adaptation of the operation resulting in improved
decorrelation in many embodiments. The adaptation may typically be implemented with low complexity and/or resource
usage. The approach may specifically apply a local adaptation of individual weights yet achieve an efficient global
adaptation.
[0047] Thegenerationof the set of output signalsmaybeadapted toprovide increaseddecorrelation relative to the input
signals which in many embodiments and for many applications may provide improved audio processing and in particular
beamforming.
[0048] The first and second output audio signals may typically be different output audio signals.
[0049] In accordance with an optional feature of the invention, the adaptive coefficient processor is arranged to update
the first weight in response to a product of a first value and a second value, the first value being one of the first previous
frequency bin value and the second previous frequency bin value and the second value being a complex conjugate of the
other of the first previous frequency bin value and the second previous frequency bin value.
[0050] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios.
[0051] In some embodiments, the audio apparatusmay be arranged to update a secondweight being for a contribution
to the first frequency bin value froma third frequency bin value being a frequency bin value of the first frequency bin for the
first input audio signal in response to a magnitude of the first previous frequency bin value.
[0052] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios. It may in particular
provide an improved adaptation of the generated output signals. In many embodiments, the updating of the weight
reflecting the contribution to an output signal from the linked input signal may be dependent on the signal magnitu-
de/amplitude of that linked input signal. For example, the updatingmay seek to compensate the weight for the level of the
input signal to generate a normalized output signal.
[0053] The approach may allow a normalization/ signal compensation/level compensation to provide e.g., a desired
output level.
[0054] In some embodiments, the audio apparatus may be arranged to set a weight for a contribution to the first
frequency bin value from a third frequency bin value being a frequency bin value of the first frequency bin for the first input
audio signal to a predetermined value.
[0055] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios. It may in many
embodiments provide improvedadaptationwhile ensuring convergence of the adaptation towards anon-zero signal level.
It may interwork very efficiently with the adaptation of weights that are not for linked signal pairs.
[0056] In many embodiments, the adapter may be arranged to keep the weight constant and with no adaptation or
updating of the weight.
[0057] In some embodiments, the audio apparatus may be arranged to constrain a weight for a contribution to the first
frequency bin value from a third frequency bin value being a frequency bin value of the first frequency bin for the first input
audio signal to be a real value.
[0058] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios.
[0059] Theweights between linked input/output signalsmayadvantageously bedeterminedas/ constrained to bea real
valuedweight. Thismay lead to improvedperformanceandadaptationensuringconvergenceonanon-zero level solution.
[0060] In some embodiments, the audio apparatus may be arranged to set a second weight being a weight for a
contribution to a fourth frequency bin value of the first frequency bin for the second output audio signal from the first input
audio signal to be a complex conjugate of the first weight.
[0061] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios.
[0062] The two weights for two pairs of input/output signals may be complex conjugates of each other in many
embodiments.
[0063] In someembodiments,weights of theweighted combination for other input audio signals than the first input audio
signal are complex valued weights.
[0064] Thismay provide improved performance and/or operation inmany embodiments. The use of complex values for
weights for non-linked input signals provide an improved frequency domain operation.
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[0065] In some embodiments, the audio apparatus may be arranged to determine output bin values for the given
frequency bin ω from:

wherey(ω) is a vector comprising the frequencybin values for theoutput audio signals for thegiven frequencybinω;x(ω) is
a vector comprising the frequency bin values for the input audio signals for the given frequency binω; andW(ω) is amatrix
having rows comprising weights of a weighted combination for the output audio signals.
[0066] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios.
[0067] ThematrixW(ω) may advantageously beHermitian. Inmany embodiments, the diagonal of thematrixW(ω)may
be constrained to be real values, may be set to a predetermined value(s), and/or may not be updated/adapted but may be
maintained as a fixed value. The weights/coefficients outside the diagonal may generally be complex values.
[0068] In someembodiments, theaudioapparatusmaybearranged toadaptweightswij of thematrixW(ω) according to:

where i is a row index of thematrixW(ω), j is a column index of thematrixW(ω), k is a time segment index,ω represents the
frequency bin, and η(k,ω ) is a scaling parameter for adapting an adaptation speed.
[0069] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios.
[0070] In some embodiments, the audio apparatus may be arranged to compensate the correlation value for a signal
level of the first frequency bin.
[0071] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios. It may allow a
compensation of the update rate for signal variations.
[0072] In some embodiments, the audio apparatus may be arranged to initialize the weights for the weighted
combination to comprise at least one zero value weight and one non-zero value weight.
[0073] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals inmany scenarios. Itmay allow amore
efficient and/or quicker adaptation and convergence towards advantageous decorrelation. In many embodiments, the
matrixW(ω) may be initialized with zero values for weights or coefficients for nonlinked signals and fixed non-zero real
values for linked signals. Typically, the weights may be set to e.g., 1 for weights on the diagonal and all other weights may
initially be set to zero.
[0074] In some embodiments, the weighted combination comprises applying a time domain windowing to a frequency
representation of weights formed by weights for the first input audio signal and the second input audio signal for different
frequency bins.
[0075] This may provide improved performance and/or operation in many embodiments. It may typically provide
improved adaptation leading to increased decorrelation of the output audio signals in many scenarios.
[0076] Applying the time domain windowing to the frequency representation of weights may comprise: converting the
frequency representation of weights to a time domain representation of weights; applying a window to the time domain
representation to generate a modified time domain representation; and converting the modified time domain representa-
tion to the frequency domain.
[0077] According to an aspect of the invention, there is provided a method of generating an output audio signal, the
method comprising: receiving a first set of audio signals, the first set of audio signals comprising audio signals capturing
audio of a scene from different positions; an audio beamformer generating an output signal by: a first set of filters filtering
the first set of audio signals, and a combiner combining outputs of the first set of filters to generate an output audio signal; a
second set of filters generating a second set of audio signals from a filtering of the output audio signal, each filter of the
second set of filters having a frequency response being a complex conjugate of a filter of the first set of filters; adapting the
first set of filters and the second set of filters in response to a comparison of the first set of audio signals and the second set
of audio signals; determining decorrelation coefficients for a set of spatial decorrelation filters generating decorrelated
output signals from the first set of audio signals including adapting the decorrelation coefficients in response to an update
valuedetermined from thefirst set of audio signals; a first set of spatial filters applyinga first spatial filtering toat least oneof
the first set of audio signals and the second set of audio signals, the first set of spatial filters having coefficients determined
from the decorrelation coefficients.
[0078] These and other aspects, features and advantages of the invention will be apparent from and elucidated with
reference to the embodiment(s) described hereinafter.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0079] Embodiments of the inventionwill be described, byway of example only, with reference to the drawings, in which

FIG. 1 illustrates an example of a beamformer;
FIG. 2 illustrates an example of an audio apparatus in accordance with some embodiments of the invention;
FIG. 3 illustrates an example of an audio apparatus in accordance with some embodiments of the invention;
FIG. 4 illustrates an example of an audio apparatus in accordance with some embodiments of the invention;
FIG. 5 illustrates an example of an audio apparatus in accordance with some embodiments of the invention; and
FIG. 6 illustrates some elements of a possible arrangement of a processor for implementing elements of an audio
apparatus in accordance with some embodiments of the invention.

DETAILED DESCRIPTION OF SOME EMBODIMENTS OF THE INVENTION

[0080] The following description focuses on embodiments of the invention applicable to audio capturing such as e.g.,
speech capturing for a teleconferencingapparatus.However, it will be appreciated that the approach is applicable tomany
other audio signals, audio processing systems, and scenarios for capturing and/or processing audio.
[0081] FIG. 1 illustrates an example of an adaptive audio beamform arrangement. For clarity, the examples of the
description is focused on an example where the audio apparatus is arranged to process two audio input signals, but it will
be appreciated that the example readily extends to more input signals being processed.
[0082] The arrangement is arranged to generate a first set of input signals which comprises audio signals that capture
audio of a scene from different positions. The first set of audio signals may specifically be audio signals generated from a
set of microphone signals from a set of microphones being at different positions in an audio environment, such as a
microphone array, and in many cases specifically a linear set of microphones.
[0083] Thearrangement includesabeamformer 101which isarranged to receiveaset of aplurality of audio signals from
which a single signal is generated. The beamformer 101 seeks to combine the input signals such that the contributions
froma given audio source are combined constructively. The beamformer 101 specifically combines the signals to perform
a beamforming for the set of spatial audio signals capturing audio in an environment, such as for a set of signals from a
microphone array. The beamformer 101 is arranged to generate a beamform output audio signal from the first set of audio
signals.

[0084] The beamformer 101 specifically comprises a first set of filters which filters the first set of audio
signals. Each filter is arranged to filter one of the audio signals. Further, the filters are adaptive filters that are dynamically
adapted to achieve an adaptive beamforming. The first set of filters will henceforth also be referred as beamformer filters.
[0085] The audio arrangement further comprises a feedback circuit 103 which comprises a second set of filters which
generateasecondset of audiosignals fromafilteringof thebeamformoutput audiosignal. Thesecondsetof filterswill also
be referred to as feedback filters. The input signals to thebeamformermayalso be referred to as beamformer input signals
and the signals generated by the feedback circuit may also be referred to as feedback signals.
[0086] Thefirst andsecondsetof filtersarespecificallymatched/linkedsuch that for eachfilter of thefirst set (i.e. for each
beamformer filter) there is a filter of the second set (i.e. a feedback filter) which has a frequency response that is the
complex conjugateof the correspondingbeamformer filter. Thus, thefiltersof thebeamformer 101and the feedback circuit
103 are adapted together such that the filter coefficients provide a complex conjugate frequency response (equivalent/-
corresponding to time reversed filter impulse responses).
[0087] Thus, from the beamform output audio signal, the feedback circuit 103 generates a set of feedback signals with
each feedback signal being generated from the beamform output audio signal by a time reversed/complex conjugate
filtering by matching filters.
[0088] Theaudioarrangement further comprisesabeamformadapter105arranged toadapt thefirst set of filtersand the
second set of filters, i.e. the beamformer filters and the feedback filters. The beamformadapter 105 is arranged to perform
the adaptation based on a comparison of the first and the second set of audio signals, and specifically based on the
comparisonof thebeamformer signals and the feedbacksignals.Specifically, for eachmatching/linkedbeamformer signal
and feedback signal (signals for which the beamformer filter and the feedback filter have complex conjugate frequency
responses), a difference measure may be determined, and the filters of the matching filters may be adapted to
reduce/minimize the difference measure.
[0089] The arrangement of the beamformer 101, feedback circuit 103, and beamform adapter 105 may interact to
provide a highly efficient adaptive beamformingwhich for a set of spatial audio signalsmay adapt the filters to formabeam
towards an audio source with the beamform output audio signal providing the audio captured in the formed beam. The
adaption of the filters tominimize the differencemeasures allows the beamformer arrangement to detect and track a given
audio source. Specifically, in the ideal case, eachof the beamformer filters concentrate all of the energy fromagiven audio
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source that is captured in one of the beamformer signals into a single signal value. In the ideal case, this is achieved by the
beamform filter having an impulse response that is the time inverse of the acoustic impulse response from the audio
sources to themicrophone capturing the signal. In the ideal case, this is achieved for all the signals/filters resulting in all the
captured energy from the specific audio source being combined into a single value by a summation of the outputs of the
beamformer filters thereby generating a sample value for the beamform output audio signal that maximizes the energy
captured from the audio source.
[0090] Further, as each of the feedback filters are the complex conjugate frequency response of the corresponding
beamformer filter, it is in the ideal case thesameas theacoustic impulse response from theaudio source to themicrophone
(signal). Accordingly, by filtering the beamform output audio signal by a feedback filter, a feedback signal is generated
which reflects the signal that would be captured at themicrophone from the audio source as represented by the beamform
output audio signal. In the ideal casewithonly oneaudio sourcepresent and thefiltersbeing ideally adapted, thedifference
between the generated feedback signal and the captured microphone signal is zero. In the presence of other audio
sources and/or noise, there may be a difference which is reflected in the difference measure. However, for uncorrelated
noise/audio, thedifference, and thus typically thedifferencemeasure, is typically zeroonaverageandaccordinglywill tend
to not prevent efficient adaptation. Thus, by adapting the filters for a given beamformer signal to minimize the difference
measure to the corresponding feedback signal, an adaptation towards the optimum beamforming filters can typically be
achieved.
[0091] Such a beamforming approach is described in US 7 146 012. In the following a more detailed description and
analysis of the arrangement will be provided. This description will be based on the example of FIG. 1 where the adaptive

beamformer arrangement consists of a filter part where the microphone signals are filtered by two filters and

and the outputs are summed to obtain the output signal z(ω). In the update part the output signal z(ω) is fed to two
adaptive filters f1(ω) and f2(ω) that have the respective microphone signals as a reference.
[0092] With this configuration we have an adaptive beamformer thatmaximizes the output power under the constraint: |
f1(ω)|2 + |f2(ω)|2 = 1. The constraint is implied by the configuration, specifically because the conjugates of the filters f1(ω)
and f2(ω) in the update part are copied to the filter part. The adaptive filters in the update part are "normal" unconstrained
adaptive filters.
[0093] That the constraint is implied by the configuration can be seen if we look at the optimal solution, that is when both
residual signals are zero. Suppose we have a speech signal s(ω) and transfer functions h1(ω) and h2(ω) from the speech
source to the microphones. The microphone signals are then given by: u1(ω) = h1(ω)s(ω) and u2(ω) = h2(ω)s(ω).
[0094] The output signal z(ω) then is:

[0095] In the update part we get after convergence two equations, where we omit ω for convenience:

[0096] From (1) and (2) follows (3):

[0097] Inserting (3) into (2) gives:
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[0098] Similarly we get:

fulfilling the constraint |f1|2+ |f2|2 = 1.
[0099] The solution for f1 is given by:

,where a1 is an allpass, i.e. |a1| =1, phase undetermined.
[0100] Similarly for f2:

[0101] Since (3) still must hold, a1 = a2 = a, the so-called common all-pass term.
[0102] More general and using matrix notation, with

where f,;, (ω) is the beamformer filter corresponding to the mth microphone and

with hm(ω) the transfer function from the source s(ω) to the mth microphone, we get for the output z(ω):

[0103] In the update part, after convergence we have the equality:

which leads to (since z(ω) and s(ω) are scalars):

where a(ω) is a complex scaler.
[0104] Substituting (4) into (5), using (6) gives :
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with a(ω) the common allpass term.
[0105] Substituting (7) into (6) finally gives the solution after convergence (8):

where (.)H denotes complex conjugate transpose.
[0106] For the constraint we then get:

[0107] To understand that the solution given by Eq. 8 is also the optimal solution that maximizes the output power, we
look at the expected value of the update after convergence, which consists of a correlation between the residual signal (x1
(ω) and x2(ω) in FIG. 1) and the conjugate of the input signal of the adaptive filters:

with

where um(ω) is the microphone signal of the mth microphone.
[0108] This is equivalent to:

[0109] Using z(ω) = uT(ω)f* (ω) and thus z∗(ω) = uHf(ω) we get:

withRuu(ω) the input covariance matrix. From this we learn that f(ω) and are an eigen vector and eigen value of

the input covariance matrix respectively. It can be shown that a stable solution is obtained when is the largest
eigen value. From matrix theory, we know that for a Hermitian matrix the maximum value of the Rayleigh coefficient
(omitting ω):

is obtained for theeigenvector that belongs to the largest eigen value. This proofs that thebeamformermaximizes it output
under the constraint fH f = 1
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[0110] When the microphone signals only contain speech with u(ω) = s(ω)h(ω), then maximization of fH(ω)Ruu(ω)f(ω)
corresponds to the maximization of the speech in the output. If we consider the case with u(ω) = s(ω)h(ω) + v(ω),
where we assume that v(ω) is uncorrelated noise with equal variance in all microphones i.e.

[0111] Ruu(ω) can be written as:

[0112] Maximization of fH(ω)Ruu(ω)f(ω) then corresponds to maximization of (using fH(ω)f(ω) = 1):

which means that maximization corresponds to maximization of the speech and maximizing the Signal-to-Noise ratio.
[0113] Now assume that v(ω) consists of correlated noise such that:

with Rnn(ω) being the covariance matrix of the noise with off-diagonal elements that are non-zero.
[0114] Maximization of fH(ω)Ruu(ω)f(ω) then leads to the maximization of:

[0115] Thismeans thatmaximizationof fH(ω)Ruu(ω)f(ω) does not necessarily lead to a betterSignal-to-Noise ratio since
the choice of f not only determines the amount of speech in the output, but also the amount of noise in the output.
[0116] In the following an approach will be described that may provide improved performance inmany scenarios. In the
approach, a beamforming approach such as that described with reference to FIG. 1 is further enhanced by introduction of
an adaptive spatial filtering of the signals. The spatial filtering is performed across signals and is based on decorrelation
coefficients/weights that aredeterminedbasedon the inputaudiosignals toadapt to thecurrent audioproperties.Aswill be
described in more detail in the following, the spatial filtering may be placed at different places in the loop structure of the
beamforming includingasan inversespatial decorrelationfiltering in the feedback looporasaspatial decorrelationfiltering
directly on the input signals being usedby thebeamforming. It has been found that the approachmayprovide substantially
improved operation, such as e.g. substantially improved source separation, in many practical scenarios. In relation to the
above analysis, the approach may in particular achieve that the noise contribution fH(ω)Rnn(ω)f(ω) may be made
independent of the choice of f.
[0117] FIG. 2 illustrates an audio apparatus that may provide improved performance. In the example, the audio
apparatus comprises the beamforming structure as described with reference to FIG. 1. However, the approach has
further been enhanced by this structure operating on signals that have been spatially decorrelated by an adaptive spatial
decorrelator.
[0118] The audio apparatus of FIG. 2 comprises a receiver 201 which receives a first set of audio signals and in the
specific examples receives a set ofmicrophone signals fromaset ofmicrophones capturing theaudio scene fromdifferent
positions. Themicrophonesmay for example be arranged in a linear array and relatively close to each other. For example,
themaximumdistancebetweencapturepoints for theaudio signalsmay inmanyembodimentsnot exceed1meter, 50cm,
25 cm, or even in some cases 10 cm.
[0119] The input audio signals may be received from different sources, including internal or external sources. In the
followinganembodimentwill be describedwhere the receiver 201 is coupled to a plurality ofmicrophones, suchasa linear
array of microphones, providing a set of input audio signals in the form of microphone signals.
[0120] However, rather than the directly performing the operation of FIG. 1 on the microphone signals, the audio
apparatus of FIG. 2 is arranged to apply an adaptive spatial decorrelation operation to the audio signals before the
beamforming and adaptation operation. The spatial decorrelation is an adaptive decorrelation which is adapted based on
the input audio signals so that the decorrelation may be continuously adapted to provide an increased decorrelation.
[0121] Specifically, the audio apparatus of FIG. 2 comprises spatial decorrelator 205 in the form of a set of spatial
(decorrelation) filters that apply a spatial filtering to the first set of audio signals. Thus, following the filtering by the spatial
filters, the first set of audio signals aremodified to have increased decorrelation (for at least one audio source) than before
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the spatial decorrelation filtering.
[0122] The spatial filters are based on coefficients that are adapted by an adaptive coefficient processor 207 which
dynamically adapts andupdates the filter coefficients usedby the set of filters of the decorrelator 205. The spatial filters are
accordingly set to have coefficients that are determined by the coefficient adapter 207.
[0123] The beamforming, decorrelation, and adaptation may typically be performed in the frequency domain. The
receiver 201may comprise a segmenterwhich is arranged to segment the set of input audio signals into time segments. In
many embodiments, the segmentation may typically be a fixed segmentation into time segments of a fixed and equal
duration such as e.g. a division into time segments/intervals with a fixed duration of between 10‑20msecs. In some
embodiments, the segmentation may be adaptive for the segments to have a varying duration. For example, the input
audio signals may have a varying sample rate and the segments may be determined to comprise a fixed number of
samples.
[0124] The segmentationmay typically be into segments with a given fixed number of time domain samples of the input
signals. For example, in many embodiments, the segmenter 203 may be arranged to divide the input signals into
consecutive segments of e.g., 256 or 512 samples.
[0125] The receiver 201may be arranged to generate a frequency bin representation of the input audio signals and the
first set of input signals further processed are typically represented in the frequency domain by a frequency bin
representation. The audio apparatus may be arranged to perform frequency domain processing of the frequency domain
representation of the input audio signals. The signal representation and processing are based on frequency bins and thus
the signals are represented by values of frequency bins and these values are processed to generate frequency bin values
of the output signals. Inmany embodiments, the frequency bins have the same size, and thus cover frequency intervals of
the same size. However, in other embodiments, frequency bins may have different bandwidths, and for example a
perceptually weighted bin frequency interval may be used.
[0126] In some embodiments, the input audio signals may already be provided in a frequency representation and no
further processing or operation is required. In some such cases, however, a rearrangement into suitable segment
representations may be desired, including e.g. using interpolation between frequency values to align the frequency
representation to the time segments.
[0127] In other embodiments, a filter bank, such as a Quadrature Mirror Filter, QMF, may be applied to the time domain
input signals to generate the frequency bin representation. However, inmany embodiments, aDiscrete Fourier Transform
(DFT) and specifically a Fast Fourier Transform, (FFT) may be applied to generate the frequency representation.
[0128] In the audio apparatus of FIG. 2, the spatial filters 205 specifically process the audio signals in the frequency
domain. In the following description, the first set of audio signals may also be referred to as input audio signals (to the
spatial filters) prior to the filtering and the resulting signals may also be referred as output audio signals (from the spatial
filters).
[0129] For each frequency bin, an output frequency bin value is generated from one or more input frequency bin values
of one or more input signals as will be described in more detail in the following. The output signals are generated to
(typically/on average) reduce the correlation between signals relative to the correlation of the input signals, at least for one
audio source which for example may be a dominant audio source.
[0130] The spatial filter set is arranged to filter the input audio signals. The filtering is a spatial filtering in that for a given
output signal, the output value is determined from a plurality of, and typically all of the input audio signals (for the same
time/segment and for the same frequency bin). The spatial filtering is specifically performed on a frequency bin basis such
that a frequency bin value for a given frequency bin of an output signal is generated from the frequency bin values of the
input signals for that frequency bin. The filtering/weighted combination is across the signals rather than being a typical
time/frequency filtering.
[0131] Specifically, the frequency bin value for a given frequency bin is determined as the weighted combination of the
frequency bin values of the input signals for that frequency bin. The combinationmay specifically be a summation and the
frequency bin value may be determined as a weighted summation of the frequency bin values of the input signals for that
frequency bin. The determination of a bin value for a given frequency binmay be determined as the vectormultiplication of
a vector of the weights/coefficients of the weighted summation and a vector comprising the bin values of the input signals:

where y is the output bin value, w1‑ w3 are the weights of the weighted combination, and x1‑ x3 are the input signal bin
values.
[0132] Representing the output bin values for a given frequency bin ω as a vector y(ω), the determination of the output
signals may be determined as:
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where thematrixW(ω) represents theweights/coefficients of theweighted summation for the different output signals andx
(ω) is a vector comprising the input signal values.
[0133] For example, for an example with only three input signals and output signals, the output bin values for the
frequency bin ω may be given by

where yn represents the output bin values,wij represents theweights of theweighted combinations, and xm represents the
input signal bin values.
[0134] The adaptive coefficient processor 207may seek to adapt the spatial filters to be spatial decorrelation filters that
seek to generate the output signals to correspond to the input signals but with an increased decorrelation of the signals.
The output audio signals are generated to have an increased spatial decorrelation with the cross correlation between
audio signals being lower for the output audio signals than for the input audio signals. Specifically, the output signals may
be generated to have the same combined energy/power as the combined energy/power of the input signals (or have a
given scaling of this) but with an increased decorrelation (decreased correlation) between the signals. The output audio
signalsmaybegenerated to includeall theaudio/signal componentsof the input signals in theoutput audio signals butwith
a re-distribution to different signals to achieve increased decorrelation.
[0135] The decorrelation filters may specifically be arranged to generate output signals that have a lower coherence/
normalized decorrelation than the input signals. The output signals of the decorrelation filters may thus have lower
coherence normalized decorrelation than the coherence in the input signals to the decorrelation filters.
[0136] The adapter 207 is arranged to determine update values for the weights of the weighted combination(s) forming
the set of decorrelation filters. Thus, specifically, update values may be determined for the matrixW(ω). The adapter 207
may then update the weights of the weighted combination based on the update values.
[0137] Theadapter 207 is arranged toapplyanadaptationapproach that determinesupdate valueswhichmayallow the
output signals of the set of decorrelation filters 205 to represent the audio of the input signals to the set of decorrelation
filters 205 but with the output signals typically being more decorrelated than the input signals.
[0138] The adapter 207 is arranged to use a specific approach of adapting the weights based on the generated output
signals. The operation is based on each output audio signal being linked with one input audio signal. The exact linking
between output signals and input signals is not essential and many different (including in principle random) linkings/pair-
ings of each output signal to an input signal may be used. However, the processing is different for a weight that reflects a
contribution froman input signal that is linked to/pairedwith theoutput signal for theweight than theprocessing for aweight
that reflects a contribution froman input signal that is not linked to/pairedwith theoutput signal for theweight. For example,
in some embodiments, the weights for linked signals (i.e. for input signals that are linked to the output signal generated by
the weighted combination that includes the weight) may be set to a fixed value and not updated, and/or the weights for
linked signals may be restricted to be real valued weights whereas other weights are generally complex values.
[0139] The adapter 207 uses an adaptation/update approach where an update value is determined for a given weight
that represents the contribution to a bin value for a given output signal from a given non-linked input signal based on a
correlationmeasure between the output bin value for the given output signal and the output bin value for the output signal
that is linkedwith thegiven (non-linked) input signal. Theupdatevaluemay thenbeapplied tomodify thegivenweight in the
subsequent segment, or the update value forweight in a given segment is determined in response to twooutput bin values
of a (and typically the immediate) prior segment, where the two output values represent respectively the input signal and
the output signal to which the weight relate.
[0140] The described approach is typically applied to a plurality, and typically all, of the weights used in determining the
outputbinvaluesbasedonanon-linked input signal. Forweights relating to the input signal that is linked to theoutput signal
for the weight, other considerations may be used, such as e.g. setting the weight to a fixed value as will be described in
more detail later.
[0141] Specifically, the update value may be determined in dependence on a product of the output bin value for the
weight and the complex conjugate of the output bin value linked to the input signal for the weight, or equivalently in
dependence on a product of the complex conjugate of the output bin value for theweight and the output bin value linked to
the input signal for the weight.
[0142] Asaspecificexample,anupdatevalue for segmentk+1 for frequencybinωmaybedetermined independenceon
the correlation measure given by:

13

EP 4 471 767 A1

5

10

15

20

25

30

35

40

45

50

55



or equivalently by:

where yi(k,ω) is the output bin value for the output signal i being determined based on theweight; and yj(k,ω) is the output
bin value for theoutput signal j that is linked to the input signal fromwhich thecontribution isdetermined (i.e. the input signal
bin value that is multiplied by the weight to determine a contribution to the output bin value for signal i).

[0143] The measure of (or the conjugate value) indicates the correlation of the time domain
signal in the given segment. In the specific example, this value may then be used to update and adapt the weight wi,j
(k+1,ω).
[0144] As previously mentioned, the set of decorrelation filters may be arranged to determine the output bin values for
the output signals for the given frequency bin ω from:

where y(ω) is a vector comprising the frequency bin values for the output signals for the given frequency bin ω; x(ω) is a
vector comprising the frequency bin values for the input audio signals for the given frequency bin ω; andW(ω) is a matrix
having rows comprising weights of a weighted combination for the output audio signals.
[0145] In the example, adapter 207may specifically be arranged to adapt at least someof theweightswijof thematrixW
(ω) according to:

where i is a row index of thematrixW(ω), j is a column index of thematrixW(ω), k is a time segment index,ω represents the
frequency bin, and η(k, ω ) is a scaling parameter for adapting an adaptation speed. Typically, the adapter 207 may be
arranged to adapt all the weights that are not relating the input signal with the linked output signal (i.e. "cross-signal"
weights).
[0146] In some embodiments, the adapter 207may be arranged to adapt the update rate/speed of the adaptation of the
weights. For example, in some embodiments, the adapter may be arranged to compensate the correlation measure for a
given weight in dependence on the signal level of the output bin value to which a contribution is determined by the weight.

[0147] Asa specific example, the compensation value maybe compensated by the signal level
of the output bin value, |yi(k,ω)|. The compensationmay for example be included to normalize theupdate step values to be
less dependent on the signal level of the generated decorrelated signals.
[0148] In many embodiments, such a compensation or normalizationmay specifically be performed on a frequency bin
basis, i.e. thecompensationmaybedifferent indifferent frequencybins.Thismay inmanyscenarios improve theoperation
and may typically result in an improved adaptation of the weights generating the decorrelated signals.
[0149] The compensation may for example be built into the scaling parameter η(k,ω ) of the previous update equation.
Thus, inmanyembodiments, theadapter 207maybearranged to adapt/change the scaling parameter η(k,ω ) differently in
different frequency bins.
[0150] In many embodiments, the arrangement of the input signal vector x(ω) the output signal vector y(ω) is such that
linked signals are at the same position in the respective vectors, i.e. specifically y1 is linkedwith x1, y2 with x2, y3 is with x3,
etc. In this case, theweights for the linkedsignalsareon thediagonal of theweightmatrixW(k,ω). Thediagonal valuesmay
in many embodiments be set to a fixed real value, such as e.g. specifically be set to a constant value of 1.
[0151] In many embodiments, the weights/spatial filters/weighted combinations may be such that the weights for a
contribution to a first output signal froma first input signal (not linked to the first output signal) is a complex conjugate of the
contribution to a secondoutput signal being linkedwith the first input signal fromasecond input signal being linkedwith the
first input signal. Thus, the two weights for two pairs of linked input/output signals are complex conjugates.
[0152] In the example of the weights for linked input and output signals being arranged on the diagonal of the weight
matrixW(ω), this results inaHermitianmatrix. Indeed, inmanyembodiments, theweightmatrixW(ω) is aHermitianmatrix.
Specifically, the coefficients/weights of the weight matrixW(ω) may meet the criterion:
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[0153] As previously mentioned, the weights for the contributions to an output signal bin value from the linked input
signal (corresponding to the valuesof thediagonal of theweightmatrixW(ω) in the specific example) are treateddifferently
than the weights for non-linked input signals. The weights for linked input signals will in the following for brevity also be
referred toas linkedweightsand theweights for non-linked input signalswill in the following forbrevityalsobe referred toas
non-linked weights, and thus in the specific example the weight matrix W(ω) will be a Hermitian matrix comprising the
linked weights on the diagonal and the non-linked weights outside the diagonal.
[0154] In many approaches, the adaptation of the non-linked weights is such that it seeks to reduce the correlation
measures. Specifically, each update valuemay be determined to reduce the correlationmeasure. Overall, the adaptation
will accordingly seek to reduce the cross-correlations between the output signals. However, the linked weights are
determined differently to ensure that the output signalsmaintain a suitable audio energy/power/level. Indeed, if the linked
weights where instead adapted to seek to reduce the autocorrelation of the output signal for the weight, there is a high risk
that theadaptationwould convergeonasolutionwhereallweights, and thusoutput signals, areessentially zero (as indeed
this would result in the lowest correlations). Further, the audio apparatus is arranged to seek to generate signals with less
cross-correlation but do not seek to reduce autocorrelation.
[0155] Thus, in many embodiments, the linked weights may be set to ensure that the output signals are generated to
have a desirable (combined) energy/power/level.
[0156] In somecases, the adapter 207maybearranged to adapt the linkedweights, and in other cases the adaptermay
be arranged to not adapt the linked weights.
[0157] For example, in some embodiments, the linked weights may simply be set to a fixed constant value that is not
adapted.Forexample, inmanyembodiments, the linkedweightsmaybeset toaconstant scalar value, suchasspecifically
to the value 1 (i.e. a unitary gain being applied for a linked input signal). For example, the weights on the diagonal of the
weight matrixW(ω) may be set to 1.
[0158] Thus, in many embodiments, the weight for a contribution to a given output signal frequency bin value from a
linked input signal frequency bin value may be set to a predetermined value. This value may in many embodiments be
maintained constant without any adaptation.
[0159] Such an approach has been found to provide very efficient performance and may result in an overall adaptation
that has been found to provide output signals to be generated that provide a highly accurate representation of the original
audio of the input signals but in a set of output signals that have increased decorrelation.
[0160] In someembodiments, the linkedweightsmayalso beadapted butwill be adapted differently than the non-linked
weights. In particular, in many embodiments, the linked weights may be adapted based on the output signals.
[0161] Specifically, inmanyembodiments, a linkedweight for a first input signal and linkedoutput signalmaybeadapted
based on the generated output bin value of the linked audio signal, and specifically based on the magnitude of the output
bin value.
[0162] Such an approach may for example allow a normalization and/or setting of the desired energy level for the
signals.
[0163] In many embodiments, the linked weights are constrained to be real valued weights whereas the non-linked
weights are generally complex values. In particular, in many embodiments, the weight matrixW(ω) may be a Hermitian
matrix with real values on the diagonal and with complex values outside of the diagonal.
[0164] Such an approach may provide a particular advantageous operation and adaptation in many scenarios and
embodiments. It has been found to provide a highly efficient spatial decorrelation while maintaining a relatively low
complexity and computational resource.
[0165] The adaptation may gradually adapt the weights to increase the decorrelation between signals. In many
embodiments, the adaptation may be arranged to converge towards a suitable weight matrix W(ω) regardless of the
initial values and indeed in some cases the adaptation may be initialized by random values for the weights.
[0166] However, in many embodiments, the adaptation may be started with advantageous initial values that may e.g.
result in faster adaptation and/or result in the adaptation being more likely to converge towards more optimal weights for
decorrelating signals.
[0167] In particular, inmanyembodiments, theweightmatrixW(ω)maybearrangedwithanumberofweightsbeingzero
but at least some weights being non-zero. In many embodiments, the number of weights being substantially zero may be
no less than2,3,5, or 10 times thenumberofweights that are set toanon-zero value.Thishasbeen found to tend toprovide
improved adaptation in many scenarios.
[0168] In particular, inmany embodiments, the adapter 207may bearranged to initialize theweightswith linkedweights
beingset toanon-zerovalue, suchas typically apredeterminednon-zero real value,whereasnon-linkedweightsare set to
substantially zero. Thus, in the above examplewhere linked signals are arranged at the samepositions in the vectors, this
will result in an initial weightmatrixW(ω) having non-zero values on the diagonal and (substantially) zero values outside of
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the diagonal.
[0169] Such initializationsmay provide particularly advantageous performance inmany embodiments and scenarios. It
may reflect that due to the audio signals typically representing audio at different positions, there is a tendency for the input
signals to be somewhat decorrelated. Accordingly, a starting point that assumes the input signals are fully correlated is
often advantageous and will lead to a faster and often improved adaptation.
[0170] It will be appreciated that the weights, and specifically the non-linked weights, may not necessarily be exactly
zero butmay in someembodiments be set to low values close to zero. However, the initial non-zero valuesmay be at least
5,10,20 or 100 times higher than the initially substantially zero values.
[0171] The described approach may provide a highly efficient adaptive spatial decorrelator that may generate output
signals that represent the same audio as the input signals but with increased decorrelation. The approach has in practice
been found to provide a highly efficient adaptation in a wide variety of scenarios and in many different acoustic
environments and for many different audio sources. For example, it has been found to provide a highly efficient
decorrelation of speaker signals in environments with multiple speakers.
[0172] Theadaptation approach is furthermore computationally efficient and in particular allows localizedand individual
adaptation of individual weights based only on two signals (and specifically on only two frequency bin values) closely
related to the weight, yet the process results in an efficient and often substantially optimized global optimization of the
spatial filtering, and specifically the weight matrix W(ω). The local adaptation has been found to lead to a highly
advantageous global adaptation in many embodiments.
[0173] Aparticular advantageof theapproach is that itmaybeused todecorrelate convolutivemixturesand isnot limited
to only decorrelate instantaneous mixtures. For a convolutive mixture, the full impulse response determines how the
signals from the different audio sources combine at the microphones (i.e. the delay/timing characteristics are significant)
whereas for instantaneous mixes a scalar representation is sufficient to determine how the audio sources combine at the
microphones (i.e. the delay/timing characteristics are not significant). By transforming a convolutive mixture into the
frequency domain, the mixture can be considered a complex-valued instantaneous mixture per frequency bin.
[0174] The adaptive coefficient processor 207 thus determines the coefficients for the set of spatial decorrelation filters
of the decorrelator 205 such that these modify the first set of audio signals to represent the same audio but with an
increased decorrelation for at least one of the audio sources. Such a decorrelation of the audio signals to which the
previously described beamforming approach is then applied may substantially improve the overall performance in many
scenarios. Indeed, itmay inmany scenarios result in improvedseparationandselection of a specific audio source, suchas
a specific speaker. Thus, counterintuitively, the decorrelation of signalsmay provide improved beamforming performance
despite the beamforming inherently being based on exploiting and adapting to correlation between audio signals from
different positions to extract/separate anaudio sourceby spatially formingabeam towards thedesired source. Indeed, the
decorrelation inherently breaks the link between the audio signals and the specific location in the audio scene that is
typically exploited by a beamforming operation. However, the Inventors have realized that despite this, the decorrelation
mayprovidehighlyadvantageouseffectsand improvedperformance inmanyscenarios. For example, in thepresenceof a
strong noise source, the approachmay facilitate and/or improve the extraction/isolation of a specific desired audio source
such as specifically a speaker.
[0175] The specific adaptation described abovemayprovide a highly advantageous approach inmanyembodiments. It
may typically provide a low complexity yet highly accurate adaptation to result in spatial decorrelation filters that generate
highly decorrelated signals. In particular, it may allow local adaptation of individual weights/filter coefficients to result in a
highly efficient global decorrelation of the first set of audio signals.
[0176] However, it will be appreciated that in other embodiments, other approaches for adapting the spatial filters/de-
correlation filtersmay be used. For example, in some embodiments, the adaptive coefficient processor 207may comprise
a neural network which based on the input samples is arranged to generate update values for modifying the filter
coefficients.Forexample, foreachsegment, the frequencybinvalues forall theaudiosignalsmaybe fed toa trainedneural
network which as an output generates an update value for each weight. Each weight may then be updated by this update
value. The trained networkmay for example have been trained by training data that includesmany different frequency bin
values and associated update values that have manually been determined to modify weights towards increased
decorrelation.
[0177] As another example, the adaptive coefficient processor 207may comprise a location processor which, based on
visual cues related to (changing) positions, is arranged to generate update values for modifying the filter coefficients. As
another example, the adapter 207 may determine the cross-correlation matrix of the input signals and compute its
eigenvalue decomposition. The eigenvectors and eigenvalues can be used to construct a decorrelation matrix.
[0178] In the example of FIG. 2, the decorrelation and spatial decorrelation filters are directly applied to the first set of
audio signals before these are fed to both the beamformer 101 and the beamform adapter 105. However, other
approaches of adapting the operation based on applying a spatial/cross signal filtering using coefficients that are derived
from the determined decorrelation coefficients may be used.
[0179] Specifically, FIG. 3 illustrates an example where the audio apparatus is arranged to perform a spatial filtering of
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the first set of audio signals before these are filtered by the first set of filters, i.e. the beamforming is based on the first set of
audio signals after these have been filtered by a set of spatial filters 301. However, in the example, the beamform adapter
105 receives the first set of audio signals before any filtering by the section set of filters 301, i.e. the second set of filters are
applied only to the beamformer path and not to the adaptation path.
[0180] Thecoefficients for this set of spatial filters 301 are determined from thedecorrelation coefficients that havebeen
determined by the coefficient adapter 207. Indeed, in some embodiments, the approach described with reference to the
configuration of FIG. 2may be applied directly and the resulting second set of filtersmay be applied (only) to the signals of
the beamform path.
[0181] However, inmanyembodiments, thesetof spatial filters301 in theconfigurationexampleofFIG.3will bedifferent
from the set of spatial filters 201 in the configuration example of FIG. 2. In particular, in many embodiments, the set of
spatial filters will be modified to correspond to a cascade of two sets of decorrelation filters as determined by the adaptive
coefficient processor 207. Thus, filter coefficients of the set of spatial filters 301have coefficientsmatching coefficients of a
spatial filter that is a cascade of two of the set of decorrelation filters. This can typically be considered equivalent to a
double/repeated filtering of the first set of audio signals by the set of decorrelation filters determined by the adaptive
coefficient processor 207.
[0182] In particular, the adaptive coefficient processor 207may determine theweights/coefficients of a weight matrixW
(ω) for a decorrelation filter that can decorrelate the first set of audio signal in accordance with:

as previously described.
[0183] The set of spatial filters 301 may in this case be generated to correspond to a cascaded application of two such
filters, i.e. it may be arranged to correspond to:

[0184] Thus, in theexample, theadaptivecoefficient processor207mayproceed toperform theadaptationasdescribed
for theexampleofFIG.2 todeterminesuitable coefficients for a set of spatial decorrelationfilters thatwoulddecorrelate the
first set of audio signals. In some cases, such filtersmay then be applied by the set of spatial filters 301 in FIG. 3. However,
inmany embodiments, the determined decorrelation filters are not used directly but rather coefficients for the set of spatial
filters 301 are determined from the determined coefficients for the decorrelation filters. In such cases, the adaptive
coefficient processor 207 may as part of the determination/adaptation of coefficients implement a decorrelation filter and

apply this to the first set of signals (e.g. in order to determine update values from . However, in the
specific example, such filtered signals may only be used for the adaptation process and may not be used further in the
beamforming/ processing. Instead, the set of spatial filters 301 that are applied may be generated from the decorrelation
coefficients/weight matrixW(ω), specifically asW2(ω).
[0185] The approach may provide improved overall performance including an improved beamforming experience.
Indeed, it can be shown that for the example where the set of spatial filters 301 of FIG. 3 are set to coefficients
corresponding to W2 then this may result in the same performance, results, and output signal as for the example of
FIG. 2 It can be shown that these approaches may result in the same optimum solutions.
[0186] Another possibleexampleof applyingaspatial filteringbyaset of spatial filters determined from thedecorrelation
coefficients determined by the adaptive coefficient processor 207 is illustrated in FIG. 4. In this example, the first set of
audio signals is not filtered by the set of spatial filters but rather the second set of audio signals generated by the feedback
circuit 103 are filtered by the set of spatial filters 401. Thus, in this example, the feedback signals rather than the beamform
signals are filtered by the set of spatial filters.
[0187] Further, the set of spatial filters may be determined as a set of a set of inverse spatial decorrelation filters where
each of the inverse spatial de correlation filters may include an inverse filtering of a determined decorrelation filter.
[0188] For example, if the spatial decorrelation filter is represented by the weight matrix W(ω), an inverse spatial
decorrelation filter may be determined by the weight matrixW‑1(ω). Thus, in many embodiments, the set of spatial filters
applied to the second set of audio signals may include a filtering corresponding to W‑1(ω) where W(ω) is the spatial
decorrelation determined by the adaptive coefficient processor 207.
[0189] In many embodiments, the set of spatial filters applied to the second set of audio signals may be determined to
havefilter coefficients that correspond to coefficientsof a spatial filterwhich is a cascadeof twosetsof spatial inverse filters
each of which is inverse filters of the spatial decorrelation filters determined by the adaptive coefficient processor 207.
[0190] In particular, the adaptive coefficient processor 207 may thus determine the weights/coefficients of a weight
matrixW(ω) for a decorrelation filter that can decorrelate the first set of audio signal in accordance with:
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[0191] The set of spatial filters 301 may in this case be generated to correspond to a cascaded application of two such
filters, i.e. it may be arranged to correspond to:

where s(ω) represents the second set of audio signals generated by the feedback circuit 103.
[0192] Thus, in theexample, theadaptivecoefficient processor207mayproceed toperform theadaptationasdescribed
for the example of FIG. 2 to determine suitable coefficients for a spatial decorrelation filter that would decorrelate the first
setof audio signals.Thedetermineddecorrelationfilter coefficientsarenotuseddirectlybut rather coefficients for theset of
spatial filters 401 is determined from the determined coefficients. In such cases, the adaptive coefficient processor 207
may as part of the determination/adaptation of coefficients implement a decorrelation filter and apply this to the first set of

signals (e.g. in order to determine update values from . However, in the specific example, such
filtered signalsmay only be used for the adaptation process andmay not be used further in the beamforming/ processing.
[0193] The approach may provide improved overall performance including an improved beamforming experience.
Indeed, it can be shown that for the example in which the set of spatial filters 401 of FIG. 4 are set to coefficients
corresponding to W‑2 then this may result in the same performance and operation as for the example of FIG. 2, and
specifically that these may result in the same optimum solutions.
[0194] The audio apparatus implements a highly adaptive approach that may be particularly suitable for adapting to
extract specific audio sources, such as a desired speaker. The approach may be particularly advantageous when e.g. a
strongnoise source is present in theaudio environment being captured. Theadaptive audio apparatus comprisesdifferent
adaptations of respectively the set of spatial filters (via the adaptation of the decorrelation filters/decorrelation coefficients)
and the adaptation of the beamformer filters. The adaptive coefficient processor 207 and beamform adapter 105
synergistically interwork to provide a highly advantageous and high performance adaptation to the current audio
properties of the scene.
[0195] Inmanyembodiments, the audio apparatusmaybearranged to adapt the different adaptations at different times.
Thus, the adaptive coefficient processor 207 and the beamform adapter 105 may be controlled to be adapted at different
time periods, and in many embodiments these may be nonoverlapping. Thus, at a given time, either the adaptive
coefficient processor 207 or the beamform adapter 105 may be adapting but not both (although for some periods neither
may be adapted).
[0196] For example, as illustrated inFIG. 5, the audio apparatus of FIG. 2 (or correspondingly of FIG. 3 or 4)may include
anaudio detector 501which is arranged to detectwhenanaudio source is active andwhen it is not. Theaudio detector 501
may specifically be arranged to divide the time into (at least) a set of active time intervals during which an audio source is
activeandaset of inactive time intervalsduringwhich theaudiosource isnot active.Theaudiosourcemayspecifically bea
desired audio source, such as specifically a desired speaker.
[0197] In some embodiments, a low complexity audio detectionmay be used to determine whether a source is active or
not. For example, the audio apparatus may be used to extract the dominant audio source in the environment, such as for
example the strongest speaker. For example, typically for teleconferencing applications, only one personwill be speaking
at a time and the audio apparatus may be used to extract the speech of the current speaker from background or ambient
noise.
[0198] The audio detector 501may for example in such applications simply detect the audio source activity based on a
level/ energy being above a given threshold. If the signal level is above the given threshold (which may e.g. be a dynamic
threshold that is set based on a longer time averaged signal level), the audio detector 501 may consider the audio
source/speaker to be active and otherwise it may consider the audio source/speaker to not be active. Thus, the audio
detector 501may divide the time into active time intervals when the captured audio is above a threshold (due to the audio
source is active) and non-active time intervals when the signal level is below the threshold (due to the audio source not
being active).
[0199] Inmanyembodiments,more complexdetectionsmaybeusedand indeed techniquesmaybeused that separate
between different audio sources. For example, in many embodiments the detection may include a consideration of
whether the audio signal has desired/expected properties matching the specific audio source. For example, the audio
detector 501may differentiate between speech and other types of audio based on evaluating whether the captured audio
has properties matching speech.
[0200] Itwill beappreciated thatmanydifferent techniquesandalgorithmsareknown for speech/voiceactivity detection,
and more generally for detecting that an audio source is active, and that any suitable approach may be used without
detracting from the invention.
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[0201] In some embodiments, a trained artificial neural network may be used, and it has in practice been found that
effective speech/voice activity detection (and/or noise detection) can be performed. The artificial neural network may be
trainedwith speechandall typesof non-speechandmay for each frameprovidean indicationwhether it is noiseor speech.
[0202] In many embodiments, the detection may be relatively fast and the audio detector 501 may be arranged to
designate relatively short time intervals as active or non-active time intervals. For example, in some embodiments, the
audio detector 501may be arranged to detect silent pauses/intervals during normal speech and designate such intervals
as non-active time intervals. For example, time intervals less than e.g. 5 msec, 10 msec, or 20 msec may in some
embodiments be identified/designated as active or non-active time intervals.
[0203] In many embodiments, the audio detector 501 may directly detect activity for an audio source based on the
receivedmicrophone signals/ the first set of audio signals/ the beamformer signals. For example, the total captured audio
energy may be determined and compared to a threshold. However, in other embodiments other signals may be
considered, such as e.g. the second set of audio signals. In many embodiments, the audio detector 501 may base
the activity detection on the generated beamform output audio signal. For example, level detection or speech detection
may be applied directly to the beamform output audio signal. This may in many embodiments provide improved
performance as the output signal may specifically be generated to focus on the desired signal, such as the desired
speaker.
[0204] The audio detector 501 may be arranged to control the adaptation based on the audio source activity detection
and specifically the adaption of the decorrelation coefficients and/or of the beamform filter coefficients may be different in
active time intervals than in inactive time intervals.
[0205] Indeed, in some embodiments, the adaptation of the decorrelation coefficients may not be performed during the
active time intervals but only during the inactive time intervals. The audio detector 501 may specifically seek to detect
whetheradesiredorwantedaudio source/speaker is active. Itmay further control theadaptive coefficient processor 207 to
adapt the decorrelation coefficients onlywhen this audio source is not active. Thus, the adaptive coefficient processor 207
may be arranged to adapt to provide decorrelation filters that seek to decorrelate the unwanted audio. Thus, rather than
update the decorrelation filters to be a decorrelation of the entire captured audio, it will be aimed at adapting to reduce
decorrelation of the undesired audio. Such an approach may provide a very efficient and improved operation and
performance inmany situations. The decorrelation approach for the non-desired audiomay allow improved beamforming
with improved rejection of theundesiredaudio by thebeamformingwhile allowing thebeamforming toprovideefficient and
high performance extraction of the wanted signal.
[0206] In some embodiments, the adaptive coefficient processor 207 may be arranged to adapt the decorrelation
coefficients in both theactive time intervals and the inactive time intervals butwith theadaption rate beinghigher during the
inactive time intervals than during the active time intervals. Thus, rather than only adapting the decorrelation coefficients
during the inactive time interval, theremayalsobe someadaptation during theactive time intervals butwith this adaptation
being slower, e.g., by a factor of no less than 2,5,10 or 100. This may be advantageous in some scenarios, such as for
examplewhere theactive time intervalsaremuch longer than the inactive time intervals. In someembodiments, theupdate
rate during the active time intervals and/or the inactive time intervals may be dynamically adapted depending on e.g.,
properties of the time intervals or the input signals. For example, the adaptive coefficient processor 207 may switch
between only updating during the inactive time intervals to also updating (at a lower rate) during the active time intervals if
the duration of the active time intervals exceed a given duration.
[0207] In many embodiments, the adaptation of the beamforming filters may not be performed during the inactive time
intervals but only during the active time intervals. Theaudio detector 501may specifically seek to detectwhether a desired
or wanted audio source/speaker is active and control the beamform adapter 105 to adapt the beamform filters only when
this audio source is active. Thus, the beamform adapter 105 is arranged to specifically adapt the beamforming to
specifically (virtually) form a beam towards the desired audio source.
[0208] In someembodiments, the beamformadapter 105maybearranged to adapt the beamformer coefficients in both
the active time intervals and the inactive time intervals but with the adaption rate being higher during the active time
intervals than during the inactive time intervals. Thus, rather than only adapting the beamform filters during the active time
interval, theremayalsobesomeadaptationduring the inactive time intervalsbutwith thisadaptationbeingslower, e.g. bya
factor of no less than 2,5,10 or 100. This may be advantageous in some scenarios, such as for example where the audio
detector 501 is set toprovideadetectionwithavery low riskof falsedetectionof theactiveaudio source such that the risk of
not detecting the audio source being active is relatively high. In such cases, it may be desirable to still adapt during the
inactive time interval butwith anupdate rate that is (typically)much lower. Thus, a lowupdate ratemaybeusedduring time
intervals when the wanted source may or may not be active and with a high update rate being used during time intervals
when the wanted source is almost certainly present.
[0209] Inmany embodiments the audio apparatusmay be arranged to adapt the decorrelation coefficients (only) during
the inactive time intervals and to adapt the beamforming filters (only) during the active time intervals. This may provide
highly efficient performance and in particularly may provide substantially improved extraction/separation of a desired
audio source/speaker in the presence of noise/ undesired audio, such as specifically a dominant and correlated noise
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source.
[0210] Inmanypractical applications, suchasmanyspeechcaptureandprocessingapplications, theadaptation control
of both thebeamforminganddecorrelation is important for the effectiveoperation of theaudio apparatus. Itmaybedesired
for the beamformer to adapt on the speech, which by nature is not always active, and the decorrelation on the noise only
part. In use cases where the noise is continuously available, the beamformer can only adapt when there is also noise
present. In case thenoise isuncorrelated, or thenoise isdecorrelatedby thedecorrelation, thenoisedoesnot influence the
adaptation if the noise is equivariant. If the noise is not equivariant, the beamformer will diverge during noise only, but the
beamformer canoften quickly (almost unnoticeably) adjust to the desired speaker if near-endbecomesactive.Depending
on theapplication, either no further adaptation control is used, such that the beamformer canquickly findnewsources, or a
voice-activity detector is used,which can vary fromasimpleenergy-baseddetector untilmore sophisticateddetectors that
also use speech characteristics based on pitch for example.
[0211] The detector for the noise is typically made more conservative, such that it is not active when speech is also
present, and it starts to decorrelate the speech. Depending on the noise type and level of the noise, energy-based
detectors can be used that distinguish (stationary) noise from speech, or more sophisticated ones, e.g. neural-net
classifiers that are trained to distinguish noise from speech.
[0212] In the above, the description focused on a scenario where the active time intervals are wanted/speech audio
sourceactive time intervals and the inactive time intervals areunwanted source/noise/interferenceactive time intervals. In
this case, the adaptation rate for the filters is higher during the active time intervals than during the inactive time intervals,
and specifically the adaptation rate for the filters may be performed only during the active time intervals and not during
during the inactive time intervals. Equivalently, the adaptation rate for the decorrelation coefficients is higher during the
inactive time intervals than during the active time intervals, and specifically the adaptation rate for the filters may be
performed only during the inactive time intervals and not during the active time intervals.
[0213] Such time intervals may for example be determined directly by the use of a speech detector which detects and
determines the speech active time intervals, which may be considered as the active time intervals. The remaining time
intervals, i.e. the non‑ speech active time intervals may be considered as the inactive time intervals.
[0214] In someembodiments, a detection of undesired audio propertiesmaybeused, suchas specifically a detection of
the activity of an interferer or noise source. For example, detection of activity of an undesired audio source may be used,
e.g., a music detector, silence detector, specific noises detector. In such cases, the time intervals detected may be
considered as the inactive time intervals. The remaining time intervals may be considered as the active time intervals.
[0215] It will be appreciated that if instead, active time intervals were considered to correspond to time intervals inwhich
anundesiredaudio source is active and inactive time intervalswere considered to correspond to time intervals inwhich the
undesired audio source is not active, then thepreviously describedadaptationwould be reversed (adaptation rate of filters
would be higher during inactive time intervals, adaptation rate of decorrelation coefficients would be higher during active
time intervals, and specifically in many embodiments adaptation of filters would only be in inactive time intervals and
adaptation of decorrelation coefficients would only be in active time intervals).
[0216] In the following, it will be demonstrated that the specific configurations of FIGs. 2, 3, and 4 can provide the same
solutions. For brevity, these configurations and solutions will be referred to as A, B and C respectively. For the different
solutions, we will derive the optimum filter coefficients and the corresponding output.
[0217] With configuration A (FIG. 2), the set of spatial filters is placed directly after themicrophones, completely outside
the beamformer. This has the advantage that nothing has to be changed to the beamformer algorithm: it will still have the
constraint fH(ω)f(ω) = 1 only the inputs differ. A suitable decorrelator may be as previously described. This decorrelator
transforms the noise covariance matrix Rnn(ω) into:

whereΛ(ω) = diag(λ1(ω) .....λNmics (ω)) is a diagonalmatrix andW(ω) the nmics× nmics decorrelationmatrix of the SDC.
Instead of maximizing fH(ω)Ruu(ω)f(ω) the beamformer nowmaximizes fH(ω)W(ω)Ruu(ω)WH(ω)f(ω) which can be written
as

[0218] IfΛ(ω) is a scaled version of the identity matrix and can be written as β(ω)I, fH(ω)Λ(ω)f(ω) transforms to β(ω) and
the noise contribution is independent of the choice of f(ω)and maximization of fH(ω)W(ω)Ruu(ω)WH(ω)f(ω) leads to
maximization of the Signal-to-Noise ratio in the output.
[0219] The choice of β(ω) in the decorrelator does not influence the SNR but influences the level of the speech in the

20

EP 4 471 767 A1

5

10

15

20

25

30

35

40

45

50

55



output. Supposewe choose β(ω) = 1 and the noise level at the input increases by a factor of 2, then all the coefficients inW
(ω) will be scaled by a factor of 0.5, so also decreasing the level of the speech at the output of the SDC. The SDC keeps
updating depending on the level of the input (per frequency bin). As a result also the beamformer keeps updating. It can be

shown that Λ(ω) = , i.e. linearly related to the power of the noise source, W(ω) only depends on the
acoustic transfer functions between the noise source and the microphones. Since the transfer functions generally vary
muchmore slowlywhen compared to thenoise characteristics, this is also advantageous for the beamformer, since it sees
a "stable" path. A solution is specifically where diag(W(ω)) = I.Λ(ω) will have elements λi(ω) that are linearly related to the
input. A disadvantage is that not all elements of Λ(ω) are equal and as a result, the noise in the output depends on f(ω).
Although this is not desirable, in practice it was found that it is typically more important thatW(ω)Rnn(ω)WH(ω) does not
contain off-diagonal elements then that all the elements on the diagonal are equal. The combined solution with a
beamformer preceded by a decorrelator with diag(W(ω)) = I has proven to be very effective.
[0220] Theoptimal coefficients for thebeamformer canbe found,usingEquation (8)with insteadofh(ω) using theoutput
of the spatial decorrelator:W(ω)h(ω).
[0221] Using a decorrelator withW(ω) Hermitian and thusWH(ω) = W(ω) we get for the optimal solution:

[0222] The output of the combination is given by:

[0223] Substituting (12) and (11) into (10) gives for the output:

[0224] Note thatwith equal variance uncorrelated noise at the inputs, using thedecorrelatorwithdiag(W(ω))= Iand thus
W2(ω) =W(ω) = I, we get the same solution as without decorrelator with only the beamformer.
[0225] For configuration B (as illustrated in FIG. 3), it is firstly noted that the decorrelation can transform the noise
covariance matrix Rnn(ω) into:

[0226] WithW(ω) and Rnn(ω) positive definite, their inverse exist and we can write:
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[0227] IfΛ(ω) is a scaled version of the identitymatrix and canbewrittenas thenweget for the inverseofRnn
(ω):

[0228] Using the decorrelator withWH(ω) =W(ω) we can finally write:

W2(ω) canbeseenas the inverseof a normalized covariancematrix.Note that in theadaptive coefficient processor 207,W
(ω) is calculated, whereas in the filtering part the squared matrixW2(ω) is used.
[0229] Wewill now proof that this combinationmaximizes the speech-to-noise ratio in the output. First wewill derive the
filter coefficients after convergence like we did before for the beamformer.
[0230] At the output of the filtering part we have:

[0231] In the update part we have:

[0232] Since z(ω) and s(ω) are scalars we can write:

[0233] Substitution in Eq 14 using Eq 13 gives:

with a(ω) the common all-pass. Finally we get:

[0234] Substitution of fopt(ω) into fH(ω)W2(ω)f(ω) gives:

so the constraint is met.
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[0235] Next, we look at the expected value of the update after convergence:

[0236] With

whereweuseW(ω) =WH(ω) and (W2(ω))H=WH(ω)WH(ω) =W(ω)W(ω) =W2(ω).We then get for the update equation (Eq.
15):

with and .

[0237] What Equation 16 shows is that after convergence f(ω) is an eigen vector and the corresponding eigen

value of the matrixRuu(ω)W2(ω). As before it can be shown that the solution is only stable if is the largest eigen
value.
[0238] Multiplying left and right-hand side with fH(ω)W2(ω)we get:

[0239] Note that the left-hand side contains the output power of the beamformer.
[0240] Now consider: Ruu(ω) = Rss(ω) + Rnn(ω),

where the adaptive decorrelator has adapted on the noise source. We then have for the output power :

[0241] The noise contribution is independent from the choice of f(ω) and thus maximizing the output of the FSB
corresponds to maximizing the speech-to-noise ratio in the output, not necessarily the speech output itself.
[0242] The optimal solutions after convergence for solutions A and B are related by:
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[0243] This means that the outputs for both solutions will be equal.
[0244] For solution C of FIG. 4, a matrix block may be placed after the filters in the feedback circuit 103. Here the
constraint equals fH(ω)Γ(ω)f(ω) =1, whereΓ(ω) is the coherencematrix, which is equal to a normalized covariancematrix.
We want to use the decorrelator again and we use

[0245] ThusW‑2(ω) equals the normalized covariancematrix and we can useW‑2(ω) instead ofΓ(ω) and the constraint
becomes fH(ω)W‑2(ω)f(ω) = 1.
[0246] Like before we find the optimal solution for the filter coefficients f(ω) by considering the signal flow in the filtering
part and update part.
[0247] In the filtering part we have:

and in the update part:

where we use that z(ω) and s(ω) are complex scalers.
[0248] Substitution of (19) into (18), using (17) gives:

[0249] Using (Eq. 19) we get:

with a(ω) allpass.
[0250] Substitution of fopt(ω) into fH(ω)W‑2(ω)f(ω) gives:

meeting the constraint.
[0251] Finally we look at the expected value of the update after convergence
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[0252] With z∗(ω) = uHf(ω):

with and .
[0253] Multiplying both sides withW2(ω) gives:

[0254] After convergence f(ω) is an eigen vector and the corresponding eigen value of the matrixW2(ω)Ruu

(ω). As before, it can be shown that the solution is only stable if is the largest eigen value.
[0255] Multiplying Eq. 20 left and right with fH(ω) gives:

[0256] Note that the left-hand side contains the output power of the FSB.
[0257] Now consider:Ruu(ω) =Rss(ω) +Rnn(ω), where the adaptive decorrelator has adapted on the noise source. We

then have for the output power :

[0258] Maximizing the output of the FSB corresponds to maximizing the speech-to-noise ratio in the output, not
necessarily the speech output itself.
[0259] The optimal solutions after convergence for solutions C and B are related by fC(ω) =W2(ω)fB(ω).
[0260] This means that the outputs for both solutions will be equal.
[0261] Thus, the different configurations/solutions can be summarized by:

Solution System output z(ω) Optimal coefficients fopt(ω)

A

B
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(continued)

Solution System output z(ω) Optimal coefficients fopt(ω)

C

[0262] As can be seen, by selecting the coefficients appropriately, the exact same (optimal) beamform output audio
signal can be generated.
[0263] However, as can be seen, the coefficients that are selected for the set of spatial filters to achieve this output may
be different.
[0264] The choice of the approach to use will depend on the preferences and requirements of the individual embodi-
ment.
[0265] An advantage of solution A is that the interaction between the decorrelator and beamformer is reduced in the
sense that the synergistic effect can be achieved with reduced modifications of the beamformer, feedback circuit, and
beamform adapter.
[0266] An advantage of solution B is that if you want to calculate the Direction of Arrival (DOA) of an audio source using
the beam former coefficients, then this is easier to do for this configuration.
[0267] For example, an approach for calculating a DOA is described in US 6774934 for a "normal" beamformer with a
speech sourcewith possibly uncorrelated equivariant noise added. For this use case the optimal coefficients are given by:

[0268] Part of theprocedure is that the cross-power spectrum is calculated for at least onepair of filter coefficients, e.g. f1
(ω) and f2(ω). This gives:

where we use a(ω)a∗(ω) = 1, since a is an allpass.
[0269] Important is the phase difference, not the amplitude. This means that for solution B we can directly use the
beamformer coefficients, but for methods A and C we must pre-multiply the coefficients with W‑1(ω) and W‑2(ω)
respectively.
[0270] The audio apparatus(s) may specifically be implemented in one or more suitably programmed processors. The
different functional blocks may be implemented in separate processors and/or may, e.g., be implemented in the same
processor. An example of a suitable processor is provided in the following.
[0271] FIG. 6 is a block diagram illustrating an example processor 600 according to embodiments of the disclosure.
Processor 600may be used to implement one ormore processors implementing an apparatus as previously described or
elements thereof (including in particular onemore artificial neural network). Processor 600may be any suitable processor
type including, but not limited to, a microprocessor, a microcontroller, a Digital Signal Processor (DSP), a Field
ProGrammable Array (FPGA) where the FPGA has been programmed to form a processor, a Graphical Processing
Unit (GPU), an Application Specific IntegratedCircuit (ASIC) where the ASIC has been designed to form a processor, or a
combination thereof.
[0272] The processor 600may include one or more cores 602. The core 602may include one or more Arithmetic Logic
Units (ALU) 604. In some embodiments, the core 602may include a Floating Point Logic Unit (FPLU) 606 and/or a Digital
Signal Processing Unit (DSPU) 608 in addition to or instead of the ALU 604.
[0273] The processor 600 may include one or more registers 612 communicatively coupled to the core 602. The
registers 612 may be implemented using dedicated logic gate circuits (e.g., flip-flops) and/or any memory technology. In
some embodiments the registers 612 may be implemented using static memory. The register may provide data,
instructions and addresses to the core 602.
[0274] In some embodiments, processor 600 may include one or more levels of cache memory 610 communicatively
coupled to the core 602. The cache memory 610 may provide computer-readable instructions to the core 602 for
execution. Thecachememory610mayprovidedata for processingby the core 602. In someembodiments, the computer-
readable instructions may have been provided to the cache memory 610 by a local memory, for example, local memory

26

EP 4 471 767 A1

5

10

15

20

25

30

35

40

45

50

55



attached to the external bus 616. The cachememory 610 may be implemented with any suitable cachememory type, for
example, Metal-Oxide Semiconductor (MOS) memory such as Static Random Access Memory (SRAM), Dynamic
Random Access Memory (DRAM), and/or any other suitable memory technology.
[0275] The processor 600 may include a controller 614, which may control input to the processor 600 from other
processors and/or components included in a system and/or outputs from the processor 600 to other processors and/or
components included in the system. Controller 614 may control the data paths in the ALU 604, FPLU 606 and/or DSPU
608. Controller 614 may be implemented as one or more state machines, data paths and/or dedicated control logic. The
gates of controller 614 may be implemented as standalone gates, FPGA, ASIC or any other suitable technology.
[0276] The registers 612 and the cache 610may communicatewith controller 614 and core 602 via internal connections
620A, 620B, 620Cand620D. Internal connectionsmaybe implementedasabus,multiplexer, crossbar switch, and/or any
other suitable connection technology.
[0277] Inputs and outputs for the processor 600 may be provided via a bus 616, which may include one or more
conductive lines. Thebus616maybecommunicatively coupled tooneormore componentsof processor 600, for example
the controller 614, cache 610, and/or register 612. The bus 616maybe coupled to oneormore components of the system.
[0278] The bus 616may be coupled to one ormore external memories. The external memoriesmay include ReadOnly
Memory (ROM)632.ROM632maybeamaskedROM,ElectronicallyProgrammableReadOnlyMemory (EPROM)orany
other suitable technology. The external memory may include Random Access Memory (RAM) 633. RAM 633 may be a
static RAM, battery backed up static RAM,Dynamic RAM (DRAM) or any other suitable technology. The externalmemory
may include Electrically Erasable Programmable ReadOnlyMemory (EEPROM) 635. The external memorymay include
Flashmemory634.TheExternalmemorymay includeamagnetic storagedevicesuchasdisc636. In someembodiments,
the external memories may be included in a system.
[0279] It will be appreciated that the above description for clarity has described embodiments of the invention with
reference to different functional circuits, units and processors. However, it will be apparent that any suitable distribution of
functionality between different functional circuits, units or processors may be used without detracting from the invention.
For example, functionality illustrated to beperformedbyseparateprocessorsor controllersmaybeperformedby the same
processor or controllers. Hence, references to specific functional units or circuits are only to be seen as references to
suitable means for providing the described functionality rather than indicative of a strict logical or physical structure or
organization.
[0280] The invention can be implemented in any suitable form including hardware, software, firmware or any combina-
tion of these. The invention may optionally be implemented at least partly as computer software running on one or more
data processors and/or digital signal processors. The elements and components of an embodiment of the invention may
bephysically, functionally and logically implemented inanysuitableway. Indeed, the functionalitymaybe implemented ina
single unit, in a plurality of units or as part of other functional units. As such, the invention may be implemented in a single
unit or may be physically and functionally distributed between different units, circuits and processors.
[0281] Although thepresent inventionhasbeendescribed in connectionwith someembodiments, it is not intended tobe
limited to the specific form set forth herein. Rather, the scope of the present invention is limited only by the accompanying
claims.Additionally, althougha featuremayappear to bedescribed in connectionwith particular embodiments, one skilled
in the art would recognize that various features of the described embodiments may be combined in accordance with the
invention. In the claims, the term comprising does not exclude the presence of other elements or steps.
[0282] Furthermore, although individually listed, a plurality of means, elements, circuits or method steps may be
implemented by, e.g., a single circuit, unit or processor. Additionally, although individual features may be included in
different claims, thesemay possibly be advantageously combined, and the inclusion in different claims does not imply that
a combination of features is not feasible and/or advantageous. Also, the inclusion of a feature in one category of claims
does not imply a limitation to this category but rather indicates that the feature is equally applicable to other claim
categories as appropriate. Furthermore, the order of features in the claims do not imply any specific order in which the
featuresmust beworked and in particular the order of individual steps in amethod claimdoes not imply that the stepsmust
beperformed in this order.Rather, the stepsmaybeperformed inany suitableorder. In addition, singular referencesdonot
exclude a plurality. Thus, references to "a", "an", "first", "second" etc. do not preclude a plurality. Reference signs in the
claims are provided merely as a clarifying example shall not be construed as limiting the scope of the claims in any way.

Claims

1. An audio apparatus comprising:

a receiver (201) arranged to receive a first set of audio signals, the first set of audio signals comprising audio
signals capturing audio of a scene from different positions;
an audio beamformer (101) comprising:
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a first set of filters arranged to filter the first set of audio signals, and
a combiner arranged to combine outputs of the first set of filters to generate a beamform output audio signal;

a feedback circuit (103) comprising a second set of filters arranged to generate a second set of audio signals from
a filtering of the beamform output audio signal, each filter of the second set of filters having a frequency response
being a complex conjugate of a filter of the first set of filters;
a beamform adapter (105) arranged to adapt the first set of filters and the second set of filters in response to a
comparison of the first set of audio signals and the second set of audio signals;
an adaptive coefficient processor (207) arranged to determine decorrelation coefficients for a set of spatial
decorrelation filters generating decorrelated output signals from the first set of audio signals, the adaptive
coefficient processor being arranged to adapt the decorrelation coefficients in response to an update value
determined from the first set of audio signals;
a first set of spatial filters (205, 301, 401) arranged to apply a first spatial filtering to at least one of the first set of
audio signals and the second set of audio signals, the first set of spatial filters (205, 301, 401) having coefficients
determined from the decorrelation coefficients.

2. The audio apparatus of claim 1 further comprising an audio detector (501) arranged to determine a set of active time
intervals duringwhich an audio source is active anda set of inactive time intervals duringwhich the audio source is not
active; and wherein at least one of the adaption of the first set of filters and the second set of filters and the adaptation
the decorrelation coefficients is different for the set of active time intervals and the set of inactive time intervals.

3. The audio apparatus of claim 2wherein the beamform adapter (105) is arranged to adapt the first set of filters and the
second set of filterswith a higher rate of adaptation during the set of active time intervals than during the set of inactive
time intervals.

4. The audio apparatus of claim 3wherein the beamform adapter (105) is arranged to adapt the first set of filters and the
second set of filters during only one set of time intervals of the set of active time intervals and the set of inactive time
intervals.

5. The audio apparatus of any of claims 2 to 4 wherein the adaptive coefficient processor (207) is arranged to adapt the
decorrelation coefficients with a higher rate of adaptation during the set of inactive time intervals than during the set of
active time intervals.

6. Theaudio apparatus of claim5wherein theadaptive coefficient processor (207) is arranged toadapt thedecorrelation
coefficients during only one set of time intervals of the set of inactive time intervals and the set of active time intervals.

7. The audio apparatus of any previous claimwherein the first set of spatial filters is arranged to filter the first set of audio
signals.

8. The audio apparatus of claim 7 wherein the first set of spatial filters is arranged to have coefficients set to the
decorrelation coefficients determined for the set of spatial decorrelation filters.

9. The audio apparatus of claim 1 to 6 wherein the first set of filters for filtering is arranged to filter the first set of audio
signals after filtering by the first set of spatial filters and the beamform adapter (105) is arranged to perform the
comparison using the first set of audio signals before filtering by the first set of spatial filters.

10. The audio apparatus of claim 9 wherein the first set of spatial filters is arranged to have coefficients matching
coefficients of a spatial filter being a cascade of two of the set of decorrelation filters.

11. The audio apparatus of any of claim 1 to 6 wherein the first set of spatial filters is arranged to filter the second set of
audio signals.

12. The audio apparatus of claim 11 wherein the first set of spatial filters is arranged to have coefficients determined in
response to a set of inverse spatial decorrelation filters, the set of inverse spatial decorrelation filters being inverse
filters of the set of spatial decorrelation filters.

13. The audio apparatus of claim 11 wherein the first set of spatial filters is arranged to have coefficients matching
coefficientsof aspatial filter beingacascadeof twosetsof spatial inversefilterseachofwhichcomprises inversefilters
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of the set of spatial decorrelation filters.

14. The audio apparatus of any previous claimwherein the adaptive coefficient processor (207) is arranged to determine
the set of spatial decorrelation filters to generate a set of output audio signals, eachoutput audio signal of the set of the
set of output signals being linkedwith one input audio signal of the first set of audio signals, by performing the steps of:
segmenting the first set of audio signals into timesegments, and for at least some timesegments performing the steps
of:

generating a frequency bin representation of the first set of audio signals, each frequency bin of the frequency bin
representation of the first set of audio signals comprising a frequency bin value for each of the audio signals of the
first set of audio signals;
generating a frequency bin representation of a set of output signals, each frequency bin of the frequency bin
representation of a set of output signals comprising a frequency bin value for each of the output signals, the
frequency bin value for a given output signal of the set of output signals for a given frequency bin being generated
as a weighted combination of frequency bin values of the first set of audio signals for the given frequency bin, the
weighted combination having the decorrelation coefficients as weights;
updating a first weight for a contribution to a first frequency bin value of a first frequency bin for a first output signal
linkedwith a first input audio signal from a second frequency bin value of the first frequency bin for a second input
audio signal linked to a second output signal in response to a correlation measure between a first previous
frequency bin value of the first output signal for the first frequency bin and a second previous frequency bin value
of the second output signal for the first frequency bin.

15. Theaudio apparatus of claim14wherein theadaptive coefficient processor (207) is arranged toupdate the firstweight
in response to a product of a first value and a second value, the first value being one of the first previous frequency bin
valueand the secondprevious frequencybin valueand the secondvaluebeinga complex conjugateof theother of the
first previous frequency bin value and the second previous frequency bin value.

16. A method of generating an output audio signal, the method comprising:

receiving a first set of audio signals, the first set of audio signals comprising audio signals capturing audio of a
scene from different positions;
an audio beamformer (101) generating an output signal by:

a first set of filters filtering the first set of audio signals, and
a combiner combining outputs of the first set of filters to generate an output audio signal;

a second set of filters generating a second set of audio signals fromafiltering of the output audio signal, each filter
of thesecondset of filtershavinga frequency responsebeingacomplexconjugateofafilter of thefirst setof filters;
adapting the first set of filters and the second set of filters in response to a comparison of the first set of audio
signals and the second set of audio signals;
determining decorrelation coefficients for a set of spatial decorrelation filters generating decorrelated output
signals from thefirst set of audio signals includingadapting thedecorrelationcoefficients in response toanupdate
value determined from the first set of audio signals;
a first set of spatial filters (205, 301, 401) applying a first spatial filtering to at least one of the first set of audio
signals and the second set of audio signals, the first set of spatial filters (205, 301, 401) having coefficients
determined from the decorrelation coefficients.

17. A computer program product comprising computer program codemeans adapted to perform all the steps of claim 16
when said program is run on a computer.
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