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Description
TECHNICAL FIELD

[0001] This disclosure pertains to systems, methods,
and media for performing leveling control of audio ele-
ments in a virtual reality scene.

BACKGROUND

[0002] On a virtual reality rendering device, a consu-
mer may switch between different virtual worlds/scenes,
e.g., aforestand a concert. However, the providers of the
different virtual worlds may be different, for example in a
situation in which several worlds/scenes are accessible
from a gateway scene. Thus, there exists a high like-
lihood that the sound levels of the different virtual worlds
are not aligned. If the user experiences a change in the
sound level between the different virtual worlds and
possibly has to manually adjust the volume of his or
her virtual reality rendering device, this may break the
feeling of immersion and distract from the virtual reality
experience. Thus, there is a need forimproving the sound
experience of a user of a virtual reality rendering device in
particular in situations where the user switches between
different virtual worlds.

[0003] Further, the different virtual worlds created by
the content providers may be rendered on a wide array of
consumer devices with different processing capabilities.
Therefore, a virtual world created by a content provider
may be too complex for a device type with low hardware
capabilities. In addition, the audio level of a virtual world
may cause listener hearing damage for a certain setting
of a device type. Thus, there is a need for enabling
rendering of a virtual world, irrespective of the hardware
capabilities of the consumer devices, and at the same
time preventing listener hearing damage when the con-
sumer switches from one virtual world to another.

NOTATION AND NOMENCLATURE

[0004] Throughout this disclosure, including in the
claims, the terms "audio source" and "audio object" are
used synonymously to denote any sound-emitting object
or person.

[0005] Throughout this disclosure, including in the
claims, the expression "virtual scene" is understood as
scene that can be rendered on a virtual reality or an
augmented reality device. Further, the virtual scene
may be a 6 degrees of freedom (6 DoF) virtual scene.
[0006] Throughout this disclosure including in the
claims, a "virtual scene rendering device" is understood
as any device that can render and playback a virtual
scene.

[0007] Throughout this disclosure including in the
claims, the expression "system" is used in a broad sense
todenote a device, system, or subsystem. Forexample, a
subsystem thatimplements a decoder may be referred to
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as a decoder system, and a system including such a
subsystem (e.g., a system that generates X output sig-
nals in response to multiple inputs, in which the subsys-
tem generates M of the inputs and the other X - M inputs
are received from an external source) may also be re-
ferred to as a decoder system.

[0008] Throughout this disclosure including in the
claims, the term "processor" is used in a broad sense
to denote a system or device programmable or otherwise
configurable, such as with software or firmware, to per-
form operations on data, which may include audio, or
video or other image data. Examples of processors in-
clude a field-programmable gate array (or other config-
urable integrated circuit or chip set), a digital signal
processor programmed and/or otherwise configured to
perform pipelined processing on audio or other sound
data, a programmable general purpose processor or
computer, and a programmable microprocessor chip or
chip set.

SUMMARY

[0009] In view of the above, the present disclosure
provides methods, apparatus, and programs, as well
as computer-readable storage media forimproving audio
level control for virtual reality scenes, having the features
of the respective independent claims.

[0010] One aspectofthedisclosure relates to amethod
for providing audio metadata for a virtual scene. The
method may include obtaining, i.e., receiving or creating,
a representation of the virtual scene. The virtual scene
may be a virtual reality scene or an augmented reality
scene. The representation of the virtual scene may in-
clude at least one audio source. The at least one audio
source may represent an object in the virtual scene,
emitting an audio signal. Optionally, the representation
of the virtual scene may include a location and a type of
the at least one audio source. The type of the atleast one
audio source may be any one of an ambient sound, a
voice or an instrument. An anchor audio source may be
determined from the at least one audio source. The
anchor audio source may be an audio source suitable
for representing the acoustic environment of the virtual
scene. A target perceived loudness of the anchor audio
source may be determined. The target perceived loud-
ness may be aloudness at which the anchor audio source
should be perceived when the virtual scene is rendered at
a virtual scene rendering device. The anchor audio
source and the target perceived loudness of the anchor
audio source may be provided as the audio metadata for
the virtual scene for encoding by an encoder.

[0011] By providing metadata with an anchor audio
source and a corresponding target perceived loudness,
a virtual scene rendering device may be able to auto-
matically level the loudness between different virtual
scenes. Thereby a user experience while using a virtual
scene rendering device may be improved, as a manual
setting of the audio level after switching from one virtual
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scene to another virtual scene may no longer be needed.
[0012] In some embodiments, determining an anchor
audio source from the at least one audio source may
include selecting the anchor audio source from the at
least one audio source based on a relevancy of the at
least one audio source for the virtual scene.

[0013] In some embodiments, the loudness at which
the anchor audio source should be perceived may de-
pend on a listener position in the virtual scene.

[0014] In some embodiments, determining a target
perceived loudness of the anchor audio source may
include measuring a loudness of the anchor audio source
at multiple positions in the virtual scene. Further, the
target perceived loudness of the anchor audio source
may be determined based on the loudness of the anchor
audio source at the multiple positions. Optionally, the
multiple positions in the virtual scene may be positions
in the virtual scene where a listener in the virtual scene is
situated with a high likelihood.

[0015] In some embodiments, the method may further
include encoding the representation of the virtual scene
together with the audio metadata. Alternatively, the vir-
tual scene itself may be encoded together with the audio
metadata. The output of the encoding process may be an
encoded bitstream.

[0016] In some embodiments, the method may further
include assigning a priority level to each audio source of
the at least one audio source. A highest priority level may
be assigned to the anchor audio source. The priority level
of each audio source may determine a rendering priority
for a virtual scene rendering device.

[0017] Another aspect of the disclosure relates to a
method for providing audio metadata for a virtual scene.
The method may include obtaining, i.e., creating or re-
ceiving, a representation of the virtual scene. The repre-
sentation of the virtual scene may comprise at least one
audio source. A priority level may be assigned to each
audio source of the at least one audio source. The priority
level of each audio source may be provided as the audio
metadata for the virtual scene for encoding by an en-
coder.

[0018] By providing different priority levels for different
audio sources in a virtual scene, a virtual scene rendering
device may choose the audio sources to be rendered
based on the priority level and a criterion, such as a
maximum loudness or a hardware constraint.

[0019] Insome embodiments, the priority level may be
assigned based on a relevancy of each audio source for
the virtual scene. the priority level of each audio source
may determine a rendering priority for a virtual scene
rendering device.

[0020] In some embodiments, the method may further
include encoding the representation of the virtual scene
together with the audio metadata. Alternatively, the vir-
tual scene itself may be encoded together with the audio
metadata. The output of the encoding process may be an
encoded bitstream.

[0021] Another aspect of the disclosure relates to a
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method for controlling a perceived loudness between
multiple virtual scenes. A virtual scene of the multiple
virtual scenes may be a virtual reality scene or an aug-
mented reality scene. The method may include obtaining
audio metadata of each of the multiple virtual scenes. The
audio metadata may include an anchor audio source and
a target perceived loudness of the anchor audio source.
The anchor audio source may be an audio source sui-
table for representing the acoustic environment of a
virtual scene of the multiple virtual scenes. A loudness
of a virtual scene rendering device may controlled based
on the target perceived loudness of the anchor audio
source in each of the multiple virtual scenes.

[0022] By controlling the loudness of the virtual scene
rendering device in this way, the loudness between dif-
ferent virtual scenes may be automatically leveled.
Thereby a user experience while using the virtual scene
rendering device may be improved, as a manual setting
of the audio level after switching from one virtual scene to
another virtual scene may no longer be needed.

[0023] In some embodiments, obtaining audio meta-
data of each of the multiple virtual scenes may include
decoding an encoded bitstream comprising the multiple
virtual scenes and the corresponding audio metadata.
[0024] Insomeembodiments, controlling aloudness of
a virtual scene rendering device based on the target
perceived loudness of the anchor audio source in each
of the multiple virtual scenes may include controlling a
loudness of the virtual scene rendering device such thata
loudness difference between the anchor audio source in
each of the multiple virtual scenes corresponds to the
difference between the target perceived loudness of the
anchor audio source in each of the multiple virtual
scenes.

[0025] Insomeembodiments, controlling aloudness of
the virtual scene rendering device may include control-
ling the loudness of the anchor audio source in a current
virtual scene of the multiple virtual scenes, wherein the
currentvirtual scene is a virtual scene currently rendered
by the virtual scene rendering device.

[0026] Insomeembodiments, controlling aloudness of
the virtual scene rendering device may include control-
ling a loudness of an audio source other than the anchor
audio source in a current virtual scene of the multiple
virtual scenes based on the loudness of the anchor audio
source.

[0027] In some embodiments, the method may further
include rendering a virtual scene of the multiple virtual
scenes.

[0028] In some embodiments, the method may further
include switching from a current virtual scene rendered
by the virtual scene rending device, to another virtual
scene of the multiple virtual scenes. The loudness of the
anchor audio source in the other virtual scene may be
controlled such that the difference in target perceived
loudness between the anchor audio source of the current
virtual scene and the anchor audio source of the other
virtual scene is preserved.
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[0029] In some embodiments, the audio metadata of
each of the multiple virtual scenes may include a priority
level for each audio source in a virtual scene of the
multiple virtual scenes. The anchor audio source of each
of the multiple virtual scenes may have a highest priority
level. Optionally, the priority level may include a manda-
tory level or an optional level.

[0030] In some embodiments, rendering of an audio
source in a virtual scene of the multiple virtual scenes
based on the priority level may include rendering the
audio source if the priority level assigned to the audio
source is above a threshold. The threshold may depend
on a hardware capability of the virtual scene rendering
device. Alternatively or additionally, the threshold may
depend on a target loudness of the virtual scene. Alter-
natively or additionally, the threshold may depend on a
maximum safe listing level.

[0031] In some embodiments, rendering of an audio
source in a virtual scene of the multiple virtual scenes
based on the priority level may include rendering an audio
source if the mandatory level is assigned to it. Further, an
audio range of an audio source may be rendered and
compressed if the optional level is assigned to it, if the
audio source with the mandatory level assigned to it
exceeds a loudness threshold.

[0032] Another aspect of the disclosure relates to a
method for controlling a number of audio sources ren-
dered by a virtual scene rendering device for a virtual
scene. The method may include obtaining audio meta-
data of the virtual scene. The audio metadata may in-
clude a priority level assigned to each audio source of at
least two audio sources in the virtual scene. The priority
level may include a mandatory level or an optional level
Further, for each audio source of the at least two audio
sources, the audio source may be rendered based on the
priority level of the audio source.

[0033] By rendering the audio sources based on their
priority level, different objectives can be achieved by the
virtual scene rendering device, such as limiting the loud-
ness to a maximum loudness or enable rendering of the
virtual scene on a hardware constrained virtual scene
rendering device.

[0034] In some embodiments, rendering the audio
source based on the priority level of the audio source
may include rendering the audio source if the priority level
assigned to the audio source is above a threshold. The
threshold may depend on a hardware capability of the
virtual scene rendering device. Alternatively or addition-
ally, the threshold may depend on a targetloudness of the
virtual scene. Alternatively or additionally, the threshold
may depend on a maximum safe listing level.

[0035] In some embodiments, rendering of an audio
source in a virtual scene of the multiple virtual scenes
based on the priority level may include rendering an audio
source if the mandatory level is assigned to it. Further, an
audio range of an audio source may be rendered and
compressed if the optional level is assigned to it, if the
audio source with the mandatory level assigned to it
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exceeds a loudness threshold.

[0036] It should be noted that the methods and sys-
tems including its preferred embodiments as outlined in
the present disclosure may be used stand-alone or in
combination with the other methods and systems dis-
closed in this document. Furthermore, all aspects of the
methods and systems outlined in the present disclosure
may be arbitrarily combined. In particular, the features of
the claims may be combined with one another in an
arbitrary manner.

[0037] It will be appreciated that apparatus features
and method steps may be interchanged in many ways. In
particular, the details of the disclosed method(s) can be
realized by the corresponding apparatus, and vice versa,
as the skilled person will appreciate. Moreover, any of the
above statements made with respect to the method(s)
(and, e.g., their steps) are understood to likewise apply to
the corresponding apparatus (and, e.g., their blocks,
stages, units), and vice versa.

[0038] Some or all of the operations, functions and/or
methods described herein may be performed by one or
more devices according to instructions (e.g., software)
stored on one or more non-transitory media. Such non-
transitory media may include memory devices such as
those described herein, including but not limited to ran-
dom access memory (RAM) devices, read-only memory
(ROM) devices, etc. Accordingly, some innovative as-
pects of the subject matter described in this disclosure
can be implemented via one or more non-transitory
media having software stored thereon.

[0039] Atleast some aspects of the present disclosure
may be implemented via an apparatus. For example, one
or more devices may be capable of performing, atleastin
part, the methods disclosed herein. In some implemen-
tations, an apparatus is, orincludes, an audio processing
system having an interface system and a control system.
The control system may include one or more general
purpose single- or multi-chip processors, digital signal
processors (DSPs), application specific integrated cir-
cuits (ASICs), field programmable gate arrays (FPGAs)
or other programmable logic devices, discrete gates or
transistor logic, discrete hardware components, or com-
binations thereof.

[0040] Details of one or more implementations of the
subject matter described in this specification are set forth
in the accompanying drawings and the description below.
Other features, aspects, and advantages will become
apparent from the description, the drawings, and the
claims. Note that the relative dimensions of the following
figures may not be drawn to scale.

BRIEF DESCRIPTION OF THE DRAWINGS
[0041] The invention is explained below in an exemp-
lary manner with reference to the accompanying draw-

ings, wherein

Figure 1 is an illustrative example for two different
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virtual worlds rendered in a virtual world rending
device.

Figure 2 is an illustrative schematic display of an
example system for providing audio metadata for a
virtual scene in accordance with some embodi-
ments.

Figure 3 an illustrative schematic display of another
example system for providing audio metadata for a
virtual scene in accordance with some embodi-
ments.

Figure 4 is a block diagram of an example system for
providing and utilizing audio metadata for virtual
scenes in accordance with some embodiments.

Figure 5 is an illustrative example for assigned an-
chor sound sources in different virtual worlds in
accordance with some embodiments.

Figure 6 is a block diagram of an example for using
priority levels of audio source at a virtual scene
rendering device in accordance with some embodi-
ments.

Figure 7 is a block diagram of another example for
using priority levels of audio source at a virtual scene
rendering device in accordance with some embodi-
ments.

Figure 8 is a flowchart of an example process for
providing audio metadata for a virtual scene in ac-
cordance with some embodiments.

Figure 9 is a flowchart of another example process
for providing audio metadata for a virtual scene in
accordance with some embodiments.

Figure 10 is a flowchart of an example process for
utilizing audio metadata for a virtual scene in accor-
dance with some embodiments.

Figure 11 is a flowchart of another example process
for utilizing audio metadata for a virtual scene in
accordance with some embodiments.

[0042] Like reference numbers and designationsin the
various drawings indicate like elements.

DETAILED DESCRIPTION OF EMBODIMENTS

[0043] The rendering of virtual scenes through virtual
reality or augmented reality poses many challenges. To
provide a user with a wide variety of virtual content, it is
expected that the virtual content will be created by var-
ious different artists or providers. Further, these artists
and providers may use different tools to create the virtual
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scenes and may have different methods to determine the
loudness of different audio objects in the virtual scene.
This may lead to an inconsistent audio level when a user
switches between the different virtual scenes on a virtual
scene rendering device.

[0044] Fig. 1 shows an example for two different virtual
scenes toillustrate the problem of differentaudio levelsin
different virtual scenes. The first scene is a concert which
may comprise many different sources of audio, suchas a
singer, different music instruments, and noise produced
by the audience of the concert. An audio source may be
seen as a sound emitted by a specific object or person, a
by a group of objects or persons with similar properties.
An audio source may be seen as a point source if the
origin of the sound can be attributed to a small area or as
an area/volume source if the sound is emitted over a
relatively large area. The type of audio source may be an
ambient sound, a voice, or an instrument, for example.
The audience of the concert may be an example for the
area/volume source, while the singer may be an example
of apoint audio source. The second scene in the example
may be a forest scene, which comprises different audio
sources, such as wind, rustling leaves and animal noises.
[0045] The expectation of the user, when switching
from the first to the second scene, may be that the sound
level change functions similar to a sound level change
that would happen in real life, i.e., from a loud concert to
comparatively quiet forest. Further, the user may have
set the sound level of the virtual scene rendering device
such that the sound level of the first scene is to the user’s
satisfaction. Under the assumption the concert and the
forest have been created by different content providers, a
similar tuning of the sound level of the virtual scene can
however not be expected. Therefore, when switching
from the first scene to the second scene, the sound level
of the second virtual scene may either be too low or too
high for the user’s expectation. In both cases, the immer-
sion experienced by the user will be broken and the user
may have to manually change the sound level by operat-
ing the virtual scene rendering device. To solve this
problem, dynamic range compression may be used in
some scenarios. The dynamic range compression may
however change the overall sound experience of the
virtual scene. It is therefore an object of the present
disclosure to provide a method for aligning the sound
levels of different virtual scenes.

[0046] Further, when rendering a virtual scene on a
virtual scene rendering device, the hardware capability of
the device may be considered. Some virtual scenes may
be more hardware demanding than other virtual scenes.
For example, a virtual scene may have many audio
sources so that rendering the virtual scene may not be
possible by all virtual scene rendering devices. Itis there-
fore also an object of this disclosure to provide a method
for rendering complex virtual scenes on virtual scene
rendering devices with relatively low hardware capability.
[0047] Fig.2depicts anillustrative schematic display of
an example system for providing audio leveling informa-
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tion at the creation side of the virtual scene. On the right
side of the interface, a representation of the virtual scene
is displayed. The representation of the virtual scene may
be a representation of the virtual scene suitable for being
displayed on a flatdisplay, i.e., not a virtual scene render-
ing device. In other words, the interface may be a visual
interface displayed on a generic, i.e., flat, display of a
workstation, laptop, or a similar device. Alternatively, the
interface may be a visual interface overlaid on the re-
presentation of virtual scene displayed by a virtual scene
rendering device. Thereby, a creator or editor of the
virtual scene may edit the metadata of the virtual scene
while observing the virtual scene in the same way as a
user of a virtual scene rendering device. Further, the
representation may not represent all details of the final
virtual scene. For example, the representation of the
virtual scene may be focused on the audio sources in
the virtual scene, and other objects effecting the audio
experience. The representation of the virtual scene may
comprise a location and a type of each audio source.
[0048] Optionally, the representation of the virtual
scene may include likely positions of a user in the virtual
scene. These positions may be predefined by for exam-
ple limiting the movement of the user in the virtual scene.
Additionally, or alternatively, the likely positions of the
user in the virtual scene may be determined based on the
content of the virtual scene. For example, a user will most
likely be in front of the stage of a concert and not behind
the stage of a concert. The determination of the likely
positions of the user may further be based on known
statistics of similar virtual scenes.

[0049] On the right side of the interface may be a list of
all the audio sources in the virtual scene. The list of the
audio sources may be an unordered list. In order to align
the audio experience of different audio scenes, an anchor
audio source may be determined. The anchor audio
source may be determined from any audio source in
the virtual scene. The anchor audio source should be
an audio source that has a high relevancy for audio
experience in the virtual scene. For example, at a virtual
concert the most relevant audio source for the user
experience may be a singer. The most relevant audio
source or audio sources may predominantly determine
whether a user of a virtual scene rendering device is
satisfied with the overall loudness of the virtual scene.
The anchor audio source may be determined based on
the content of the virtual scene. Further, the anchor audio
source may be determined based on statistics from si-
milar virtual scenes. Alternatively, the creator of the vir-
tual scene may select the anchor audio source from the
list of audio sources.

[0050] Further, in order to be able to align the sound
experience of different virtual scenes, a target perceived
loudness may be assigned to the anchor audio source.
The target perceived loudness may specify a specific
loudness at which the anchor audio source should be
perceived by the user of the virtual scene rendering
device. The target perceived loudness may depend on
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a user position in the virtual scene. The target perceived
loudness may be determined by measuring the loudness
of the anchor audio source. Optionally, measuring the
loudness of the anchor audio source is performed at
different locations of the virtual scene. The different loca-
tions of the virtual scene may be the likely positions of a
user. By assigning a target perceived loudness to an
anchor audio source in every virtual scene, the loudness
of the different virtual scenes can be aligned at the virtual
scene rendering device, i.e., the difference in perceived
loudness of the anchor sound sources in two different
virtual scenes, when switching between the virtual
scenes, corresponds to the difference between the target
perceived loudness of the two anchor audio sources.
Therefore, the determination of an anchor audio source
together with a target perceived loudness may be able to
improve the sound experience of a user operating a
virtual scene rendering device, when switching between
different virtual scenes.

[0051] Optionally, the loudness of all other audio
sources in a virtual scene, i.e., audio sources other than
the anchor audio source, may be aligned with the target
perceives loudness of the anchor sound source. That is,
the loudness of an audio source may be expressed as a
loudness difference or ratio to the target perceived loud-
ness of the anchor audio source.

[0052] Fig. 3 depicts an illustrative schematic display
of an example system for providing audio source priority
information at the creation side of the virtual scene. The
interface on the right side and on the left side may be
identical to the interface depicted in Fig. 2. Therefore,
identical elements will not be repeated again. In the
interface of Fig. 3, different priority levels can be as-
signed to the different audio sources. A priority level
may be binary, e.g., a mandatory and an optional priority
level. Alternatively, the priority level may order the audio
sources from least important to most important. The
importance of an audio source for a virtual scene may
depend on the content of the virtual scene. For example,
in a concert, the singer and different instruments may be
most important, while the crowd noise of the audience
may be less important. The priority levels may be as-
signed based on the content of the virtual scene. Addi-
tionally, the priority levels may be assigned based on
statistics of similar virtual scenes. Alternatively, the crea-
tor of the virtual scene may assign the priority of the audio
sources.

[0053] By providing priority levels for the different audio
sources, a virtual scene rendering device may determine
which audio sources are to be rendered based on the
priority level and the hardware capabilities of the virtual
scene rendering device. Additionally, audio sources with
a lower priority level may not be rendered or/and may be
compressed in their dynamic range to prevent hearing
damage at a virtual scene rendering device. Therefore,
hearing damage may be prevented at a virtual scene
rendering device without impacting the audio sources
with a high priority level and thereby keeping the impact
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on the audio experience at a minimum.

[0054] Further, the capabilities of the interfaces of Fig.
2 and Fig. 3 may be combined. In this case the anchor
audio source may be an audio source with the highest
priority level.

[0055] Fig. 4 depicts an example system 100 compris-
ing a creation side of the virtual scene as well as the
rendering side of the virtual scene according to some
implementations. The creation side of the virtual scene
may include a metadata generator 101. A representation
of a virtual scene may be the input of the metadata
generator 101. As already noted with respect to Fig. 2,
the representation of the virtual scene may be a repre-
sentation focused on the audio aspects of the virtual
scene. Then, the metadata generator 101 may generate
metadata suitable for audio level control of the virtual
scene at a virtual scene rendering device. The content of
the metadata may be the data determined according to
Fig. 2 and/or Fig. 3. Accordingly, the metadata may
include an anchor audio source and a corresponding
target perceived loudness. Additionally, or alternatively,
the metadata may include a priority level for each audio
source in the virtual scene.

[0056] In a next step, the metadata output by the
metadata generator 101 may be input to an encoder
102, together with the virtual scene. In contrast to the
representation of the virtual scene, the virtual scene may
have all necessary features in order to be rendered by a
virtual scene rendering device. Encoder 102 may be any
encoder suitable for encoding virtual scenes together
with metadata. Encoder 102 encodes the virtual scene
together with the metadata and outputs a bitstream.
[0057] The bitstream may be saved at a server (not
shown) or may be directly transmitted to a receiving
device. The receiving device may be a local device or
a remote device.

[0058] The metadata generator 101 and the encoder
102 may be part of a virtual scene creation device.
Alternatively, only metadata generator 101 may be part
of a virtual scene creation device and the encoder 102
may an external device. The virtual scene creation device
may be generic computer or a specialized computing
device.

[0059] In a next step, the bitstream and other bit-
streams also including an encoded virtual scene with
metadata may be multiplexed by a multiplexer 103.
The multiplexer 103 may be part of internet structure,
e.g., a server.

[0060] In the following the receiving/rendering side for
the virtual scene will be described. The multiplexed bit-
stream may be received by a demultiplexer 104. Demul-
tiplexer 104 may reverse the operation of the multiplexer
103, i.e., demultiplex the bitstream. Demultiplexer 104
may put out multiple encoded bitstreams, each including
an encoded virtual scene together with metadata.
[0061] A decoder 105 may receive the encoded bit-
streams. Decoder 105 may decode all bitstreams or may
only decode a subset of the bitstreams. For example,
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decoder 105 may only decode a bitstream corresponding
to a virtual scene that should be currently rendered by a
virtual scene rendering device. In this case, decoder 105
may put out a virtual scene together with the correspond-
ing metadata. Decoder 105 may be any decoder that is
suitable for decoding virtual scenes together with meta-
data.

[0062] Finally, renderer 106 may receive the virtual
scene together with the metadata. Render 106 may then
render the virtual scene and control a loudness of a virtual
scene rendering device based on the metadata. Details
on the loudness control will be provided in the following
with respect to Fig. 5 to Fig. 7. The renderer 106, the
decoder 105 and the demultiplexer 106 may be part of a
virtual scene rendering device. Alternatively, only ren-
derer 106 may be part of the virtual scene rendering
device and decoder 105 and demultiplexer 106 may be
part of an external device. The virtual scene rendering
device may be device that is capable of playing back
audio data in the virtual scene, that is, the audio data
corresponding to the audio sources in the virtual scene.
To playback the audio data, the virtual scene rendering
device may comprise headphones or any other audio
playback device that may be used for experiencing audio
data of a virtual scene.

[0063] Fig. 5 depicts an illustrative example for switch-
ing from one virtual scene to another virtual scene by a
virtual scene rendering device. The virtual scenes de-
pictedin Fig. 5 are the same virtual scenes depicted in the
example of Fig. 1. The left scene may be a virtual scene
currently viewed by a user on a virtual scene rendering
device. For the left scene, the audio metadata may con-
tain the information that the audio source corresponding
to the singer of the band is the anchor audio source. The
metadata further may contain a target perceived loud-
ness for the singer. It is assumed that the user of the
virtual scene rendering device has set the loudness to a
satisfying level. In a next step, the user wants to switch to
the right scene, i.e., the forest scene. In the forest scene,
noises of an animal may be the anchor audio source. For
the animal noise, also a target perceived loudness may
be included in the audio metadata. When the virtual
scene rendering device switches from the first scene to
the right scene, a difference in the target perceived
loudness of the singer and the animal noise may be
determined. This audio level difference may then be
applied to the currentloudness setting of the virtual scene
rendering device. By controlling the audio level in this
way, each virtual scene to be rendered can be experi-
enced in the intended audio level in relation to the first
satisfactory audio setting by the user. The user therefore
keeps immersed in the virtual world even with switching
between different virtual scenes with completely different
audio elements. In addition, no dynamic range compres-
sion is needed to align the audio level of the different
virtual scenes.

[0064] Fig. 6 shows an example for using priorities of
audio sources at a virtual scene rendering device in
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dependence of the hardware capability of the virtual
scene rendering device in accordance with some embo-
diments. In this case, the virtual scene rendering device
receives a priority level for each audio source in the audio
metadata for the virtual scene. In the example of Fig. 6
the audio sources in the virtual scene are either assigned
the mandatory priority level or the optional priority level.
Audio sources with the mandatory priority level may be
assigned to audio sources that are essential for the
content of the virtual scene, e.g., a band at a concert.
The optional priority level may be assigned to audio
sources that may not be essential for the audio experi-
ence, e.g., crowd noises at a concert.

[0065] When rendering the virtual scene, the virtual
scene rendering device may render all audio sources
with the mandatory priority level and may render M audio
sources of the total number of audio sources with the
optional priority level, wherein M denotes the number of
audio sources that the virtual scene rendering device is
able to render in addition to the audio sources with the
mandatory priority level. In other words, the virtual scene
rendering device may render additional audio sources
with the optional priority level until 100% of allocated
processing power for rendering is used. In still other
words, the hardware capability of the virtual scene ren-
dering device may define a threshold for the number of
audio sources to be rendered.

[0066] Alternatively, the audio metadata may include a
different priority system for the audio sources of the
virtual scene. For example. The audio sources may be
ordered from most important to least important. The
virtual scene rendering device may then render the audio
sources from most important to least important until
100% of allocated processing power for rendering is
used.

[0067] By using the priority system in this way, a larger
variety of virtual scene rendering devices may be able to
render a particular virtual scene.

[0068] Fig. 7 shows an example for using priorities of
audio sources at a virtual scene rendering device to
achieve a target loudness in accordance with some
embodiments. As in the example of Fig. 6, the audio
metadata may have two different priority levels assigned
to the audio sources of the virtual scene, i.e., the man-
datory level and the optional level. When the virtual scene
rendering device detects that a virtual scene would ex-
ceed a target loudness at the current loudness setting of
the virtual scene rendering device, only M of the total
number of audio sources with the optional priority level
would be rendered until the target loudness is reached. In
addition, the M audio sources may additionally undergo
dynamic range compression. In other words, the target
loudness may define a threshold for the number of audio
sources to be rendered.

[0069] Optionally, the target loudness may be a max-
imum allowed loudness to prevent hearing damage.
[0070] Optionally, when the audio sources with the
mandatory audio level would already exceed the target
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loudness, a dynamic range compression may be applied
to the audio sources with the mandatory priority level. In
addition, the dynamic range compression of the M audio
sources with the optional audio level may be determined
based on the dynamic range compression of the audio
sources with the mandatory audio level such that the
overall loudness does not exceed the target loudness.
[0071] Alternatively, the audio metadata may include a
different priority system for the audio sources of the
virtual scene. For example, the audio sources may be
ordered from most important to least important. The
virtual scene rendering device may then render the audio
sources from most important to least important until
100% of the maximum allowed loudness is reached.
[0072] Fig. 8 is a flowchart of an example process 200
for providing audio metadata for a virtual scene in accor-
dance with some embodiments. In some implementa-
tions, blocks of process 200 may be performed by an
encoder device. Alternatively, blocks of process 200 may
be performed by a device without an encoding function-
ality.

[0073] In 202, process 200 may obtain a representa-
tion of a virtual scene. The representation of the virtual
scene may comprise at least one audio source. A typical
virtual scene may comprise multiple audio sources. As
process 200 may provide means to align the audio level
between different virtual scenes by providing a target
perceives loudness for a single audio source, one audio
source per virtual scene may be sufficient for process
200. The representation of the virtual scene may be the
virtual scene itself or a representation focused on audio
aspects of the virtual scene. Obtaining the representation
of the virtual scene may be understood as creating the
representation of the virtual scene. Alternatively, the
representation of the virtual scene may be received.
[0074] In 204, process 200 may determine an anchor
audio source from the at least one audio source. The
anchor audio source may be the audio source most
important for the acoustic experience for the virtual
scene. The importance of an audio source may be de-
termined by the creator of the virtual scene or by analyz-
ing statistics of similar virtual scenes.

[0075] In 206, process 200 may determine a target
perceived loudness of the anchor audio source. The
target perceives loudness may be determined by mea-
suring the loudness of the audio source in the virtual
scene. Optionally, the loudness of the audio source
may be measured at different positions in the virtual
scene, which may be positions where a useris likely to be.
[0076] In 208, process 200 may provide the anchor
audio source and the target perceived loudness of the
anchor audio source as audio metadata for the virtual
scene for encoding by an encoder. The encoder may
encode the audio metadata and output an encoded audio
bitstream.

[0077] Fig.9isaflowchartofanother example process
300 for providing audio metadata for a virtual scene in
accordance with some embodiments. Processes 200
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and 300 may be combined or performed independently.
In some implementations, blocks of process 300 may be
performed by an encoder device. Alternatively, blocks of
process 300 may be performed by a device without an
encoding functionality.

[0078] In 302, process 300 may obtain a representa-
tion of a virtual scene. The representation of the virtual
scene may comprise atleast one audio source. Details of
the representation of the virtual scene and the number of
audio sources are identical to process 200.

[0079] In 304, process 300 may assign a priority level
to each audio source of the atleast one audio source. The
priority level may be assigned based on an importance of
an audio source for the acoustic experience of the virtual
scene. The importance may be determined based on
statistics of similar virtual scenes. The priority level
may comprise at least two different levels.

[0080] In 306, process 300 may provide the priority
level of each audio source as the audio metadata for the
virtual scene for encoding by an encoder. The encoder
may encode the audio metadata and output an encoded
audio bitstream.

[0081] Fig.10is aflowchartofanexample process 400
for utilizing audio metadata for a virtual scene in accor-
dance with some embodiments. In some implementa-
tions, blocks of process 400 may be performed by a
decoding device. Alternatively, blocks of process 300
may be performed by a device without a decoding func-
tionality.

[0082] In402, process 400 may obtain audio metadata
of each of multiple virtual scenes. The audio metadata
may comprise an anchor audio source and a target
perceived loudness of the anchor audio source. Audio
metadata may be obtained by decoding an encoded
audio bitstream or may be received by an external deco-
der.

[0083] In404, process 400 may control aloudness ofa
virtual scene rendering device based on the target per-
ceived loudness of the anchor audio source in each of the
multiple virtual scenes. Controlling the loudness of the
virtual device may be understood as controlling the over-
all loudness of the device and/or the loudness of parti-
cular audio sources in a virtual scene. To align the loud-
ness of different virtual scenes, the target perceived
loudness of the anchor elements in each virtual scene
are compared. The difference between the target per-
ceived loudness may then be used to control the loud-
ness setting of the virtual scene rendering device when
the user of the virtual scene rendering device switches
from one virtual scene to another virtual scene. In other
words, the loudness setting is either increased or de-
creased, depending on the difference between the target
perceived loudness of the anchor audio sources in the
two virtual scenes.

[0084] Fig. 11 is a flowchart of another example pro-
cess 500 for utilizing audio metadata for a virtual scene in
accordance with some embodiments. Processes 400
and 500 may be combined or performed independently.
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In some implementations, blocks of process 500 may be
performed by a decoding device. Alternatively, blocks of
process 500 may be performed by a device without a
decoding functionality.

[0085] In502, process 500 may obtain audio metadata
of a virtual scene. The audio metadata may comprise a
priority level assigned to each audio source of atleast two
audio sources in the virtual scene. The priority level may
be in the form as described in process 300. Audio meta-
data may be obtained by decoding an encoded audio
bitstream or may be received by an external decoder.
[0086] In 504, process 500 may, for each audio source
of the atleast two audio sources, render the audio source
based on the priority level of the audio source. An audio
source may be rendered based on a hardware capability
of a virtual scene rendering device. In other words, if the
hardware capability of the virtual scene rendering device
is not sufficient to render all audio sources in the virtual
scene, the audio sources are rendered from highest to
lowest priority level, until all processing resources of the
virtual scene rendering device are utilized.

[0087] Alternatively, an audio source may be rendered
based on a maximum loudness threshold. In other words,
if the combined loudness of the audio sources in the
virtual scene at a current loudness setting of the device
would exceed the maximum loudness threshold, the
audio sources are rendered from highest to lowest prior-
ity level, until the maximum loudness threshold is
reached.

[0088] It should be noted that the processing at the
virtual scene rendering device with respect to priority
levels and anchor sound sources with target perceived
loudness can be combined. In this case, the anchor
sound source may have the highest priority level.
[0089] Some aspects of present disclosure include a
system or device configured, e.g., programmed, to per-
form one or more examples of the disclosed methods,
and a tangible computer readable medium, e.g., a disc,
which stores code for implementing one or more exam-
ples of the disclosed methods or steps thereof. For ex-
ample, some disclosed systems can be or include a
programmable general purpose processor, digital signal
processor, or microprocessor, programmed with soft-
ware or firmware and/or otherwise configured to perform
any of a variety of operations on data, including an
embodiment of disclosed methods or steps thereof. Such
a general purpose processor may be or include a com-
puter system including an input device, a memory, and a
processing subsystem that is programmed (and/or other-
wise configured) to perform one or more examples of the
disclosed methods (or steps thereof) in response to data
asserted thereto.

[0090] Some embodiments may be implemented as a
configurable (e.g., programmable) digital signal proces-
sor (DSP) that is configured (e.g., programmed and
otherwise configured) to perform required processing
on audio signal(s), including performance of one or more
examples of the disclosed methods. Alternatively, embo-
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diments of the disclosed systems (or elements thereof)
may be implemented as a general purpose processor,
e.g., apersonal computer (PC) or other computer system
or microprocessor, which may include an input device
and a memory, which is programmed with software or
firmware and/or otherwise configured to perform any of a
variety of operations including one or more examples of
the disclosed methods. Alternatively, elements of some
embodiments of the inventive system are implemented
as a general purpose processor or DSP configured (e.g.,
programmed) to perform one or more examples of the
disclosed methods, and the system also includes other
elements The other elements may include one or more
loudspeakers and/or one or more microphones. A gen-
eral purpose processor configured to perform one or
more examples of the disclosed methods may be
coupled to an input device. Examples of input devices
include, e.g., a mouse and/or a keyboard. The general
purpose processor may be coupled to a memory, a dis-
play device, etc.

[0091] Another aspect of present disclosure is a com-
puter readable medium, such as a disc or other tangible
storage medium, which stores code for performing, e.g.,
by a coder executable to perform, one or more examples
of the disclosed methods or steps thereof.

[0092] While specific embodiments of the present dis-
closure and applications of the disclosure have been
described herein, it will be apparent to those of ordinary
skill in the art that many variations on the embodiments
and applications described herein are possible without
departing from the scope of the disclosure described and
claimed herein. It should be understood that while certain
forms of the disclosure have been shown and described,
the disclosure is not to be limited to the specific embodi-
ments described and shown or the specific methods
described.

[0093] Various aspects and implementations of the
present disclosure may also be appreciated from the
following enumerated example embodiments (EEEs),
which are not claims.

EEE1. A method for providing audio metadata for a
virtual scene, the method comprising:

obtaining a representation of the virtual scene,
wherein the representation of the virtual scene
comprises at least one audio source;
determining an anchor audio source from the at
least one audio source;

determining a target perceived loudness of the
anchor audio source;

providing the anchor audio source and the target
perceived loudness of the anchor audio source
as the audio metadata for the virtual scene for
encoding by an encoder.

EEE2. The method of any previous EEE, wherein the
virtual scene is a virtual reality scene or an augmen-
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ted reality scene.

EEE3. The method of any previous EEE, wherein the
representation of the virtual scene comprises a loca-
tion and a type of the at least one audio source.

EEE4. The method of EEE 3, wherein the type of the
at least one audio source is any one of an ambient
sound, voice, or instrument.

EEES5. The method of any previous EEE, wherein
obtaining a representation of the virtual scene com-
prises:

creating the representation of the virtual scene;
or
receiving the representation of the virtual scene.

EEEG6. The method of any previous EEE, wherein the
anchor audio source is an audio source suitable for
representing the acoustic environment of the virtual
scene.

EEE7. The method of any previous EEE, wherein the
at least one audio source represents an object in the
virtual scene, emitting an audio signal.

EEES8. The method of any previous EEE, wherein
determining an anchor audio source from the at least
one audio source comprises:

selecting the anchor audio source from the at least
one audio source based on arelevancy of the atleast
one audio source for the virtual scene.

EEE9. The method of any previous EEE, wherein the
target perceived loudness is a loudness at which the
anchor audio source should be perceived when the
virtual scene is rendered at a virtual scene rendering
device.

EEE10. The method of EEE 9, wherein the loudness
at which the anchor audio source should be per-
ceived depends on a listener position in the virtual
scene.

EEE11. The method of any previous EEE, wherein
determining a target perceived loudness of the an-
chor audio source comprises:

measuring a loudness of the anchor audio
source at multiple positions in the virtual scene;
and

determining the target perceived loudness of the
anchor audio source based on the loudness of
the anchor audio source at the multiple posi-
tions.

EEE12. The method of EEE 11, wherein the multiple
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positions in the virtual scene are positions in the
virtual scene where a listener in the virtual scene
is situated with a high likelihood.

EEE13. The method of any previous EEE, wherein
the method further comprises:

encoding the representation of the virtual scene
together with the audio metadata to output an en-
coded bitstream.

EEE14. The method of any previous EEE, wherein
the method further comprises:

assigning a priority level to each audio source of
the at least one audio source; and

providing the priority level of each audio source
to the audio metadata.

EEE15. The method of EEE 14, wherein a highest
priority level is assigned to the anchor audio source.

EEE16. The method of EEEs 14 or 15, wherein the
priority level of each audio source determines a
rendering priority for a virtual scene rendering de-
vice.

EEE17. A method for providing audio metadata for a
virtual scene, the method comprising:

obtaining a representation of the virtual scene,
wherein the representation of the virtual scene
comprises at least one audio source;
assigning a priority level to each audio source of
the at least one audio source; and

providing the priority level of each audio source
as the audio metadata for the virtual scene for
encoding by an encoder.

EEE18. The method of EEE 17, wherein the priority
level is assigned based on a relevancy of each audio
source for the virtual scene.

EEE19. The method of EEEs 17 or 18, wherein the
priority level of each audio source determines a
rendering priority for a virtual scene rendering de-
vice.

EEE20. The method of any one of EEEs 17 to 19,
wherein the method further comprises:

encoding the representation of the virtual scene
together with the audio metadata to output an en-
coded bitstream.

EEE21. A method for controlling a perceived loud-
ness between multiple virtual scenes, the method

comprising:

obtaining audio metadata of each of the multiple
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virtual scenes, wherein the audio metadata
comprises an anchor audio source and a target
perceived loudness of the anchor audio source;
controlling a loudness of a virtual scene render-
ing device based on the target perceived loud-
ness of the anchor audio source in each of the
multiple virtual scenes.

EEE22. The method of EEE 21, wherein a virtual
scene of the multiple virtual scenes is a virtual reality
scene or an augmented reality scene.

EEE23. The method of EEEs 21 or 22, wherein
obtaining audio metadata of each of the multiple
virtual scenes comprises decoding an encoded bit-
stream comprising the multiple virtual scenes and
the corresponding audio metadata.

EEE24. The method of any one of EEEs 21 to 23,
wherein the anchor audio source is an audio source
suitable for representing the acoustic environment of
a virtual scene of the multiple virtual scenes.

EEE25. The method of any one of EEEs 21 to 24,
wherein controlling a loudness of a virtual scene
rendering device based on the target perceived
loudness of the anchor audio source in each of the
multiple virtual scenes comprises:

controlling a loudness of the virtual scene rendering
device such that a loudness difference between the
anchor audio source in each of the multiple virtual
scenes corresponds to the difference between the
target perceived loudness of the anchor audio
source in each of the multiple virtual scenes.

EEE26. The method of any one of EEEs 21 to 25,
wherein controlling a loudness of the virtual scene
rendering device comprises controlling the loudness
of the anchor audio source in a current virtual scene
of the multiple virtual scenes, wherein the current
virtual scene is a virtual scene currently rendered by
the virtual scene rendering device.

EEE27. The method of any one of EEEs 21 to 26,
wherein controlling a loudness of the virtual scene
rendering device comprises controlling a loudness of
an audio source other than the anchor audio source
in a current virtual scene of the multiple virtual
scenes based on the loudness of the anchor audio
source.

EEE28. The method of any one of EEEs 21 to 27,
wherein the method further comprises rendering a
virtual scene of the multiple virtual scenes.

EEE29. The method of any one of EEEs 21 to 28,
wherein the method further comprises switching
from a current virtual scene rendered by the virtual
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scene rending device, to another virtual scene of the
multiple virtual scenes.

EEE30. The method of EEE 29, wherein the loud-
ness of the anchor audio source in the other virtual
scene is controlled such that the difference in target
perceived loudness between the anchor audio
source of the current virtual scene and the anchor
audio source of the other virtual scene is preserved.

EEE31. The method of any one of EEEs 21 to 30,
wherein the audio metadata of each of the multiple
virtual scenes comprises a priority level for each
audio source in a virtual scene of the multiple virtual
scenes.

EEE32. The method of EEE 31, wherein the anchor
audio source of each of the multiple virtual scenes
has a highest priority level.

EEE33. The method of any one of EEEs 31 to 32,
wherein rendering a virtual scene of the multiple
virtual scenes comprises rendering an audio source
in a virtual scene of the multiple virtual scenes based
on the priority level.

EEE34. The method of any one of EEEs 31 to 33,
wherein the priority level comprises a mandatory
level or an optional level.

EEE35. The method of any one of EEEs 33 to 34,
wherein the rendering of an audio source in a virtual
scene of the multiple virtual scenes based on the
priority level comprises:

rendering the audio source if the priority level as-
signed to the audio source is above a threshold.

EEE36. The method of EEE 35, wherein the thresh-
old depends on a hardware capability of the virtual
scene rendering device.

EEE37. The method of EEE 35, wherein the thresh-
olddepends on atargetloudness of the virtual scene.

EEE38. The method of EEE 35, wherein the thresh-
old depends on a maximum safe listening level.

EEE39. The method of EEE 34, wherein the render-
ing of an audio source in a virtual scene of the
multiple virtual scenes based on the priority level
comprises:

rendering an audio source if the mandatory level
is assigned to it; and

rendering and compressing an audio range of an
audio source if the optional level is assigned toiit,
if the audio source with the mandatory level
assigned to it exceeds a loudness threshold.
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EEE40. A method for controlling a number of audio
sources rendered by a virtual scene rendering de-
vice for a virtual scene, the method comprising:

obtaining audio metadata of the virtual scene,
wherein the audio metadata comprises a priority
level assigned to each audio source of at least
two audio sources in the virtual scene; and for
each audio source of the at least two audio
sources:

rendering the audio source based on the priority
level of the audio source.

EEE41. The method of EEE 40, wherein the priority
level comprises a mandatory level or an optional
level.

EEE42. The method of EEEs 40 or 41, wherein
rendering the audio source based on the priority level
of the audio source comprises:

rendering the audio source if the priority level as-
signed to the audio source is above a threshold.

EEE43. The method of EEE 42, wherein the thresh-
old depends on a hardware capability of the virtual
scene rendering device.

EEE44. The method of EEE 42, wherein the thresh-
olddepends on atargetloudness ofthe virtual scene.

EEE45. The method of EEE 42, wherein the thresh-
old depends on a maximum safe listening level.

EEE46. The method of EEE 41, wherein rendering
the audio source based on the priority level of the
audio source comprises:

rendering the audio source if the mandatory
level is assigned to it; or

rendering and compressing an audio range of
the audio source if the optional level is assigned
to it, if an audio source with the mandatory level
assigned to it exceeds a loudness threshold.

EEE47. An apparatus configured for implementing
the method of any one of EEEs 1 to 46.

EEE48. A program comprising instructions that
when executed by a processing device cause the
processing device to carry out the method according
to any one of EEEs 1 to 46.

EEE49. A computer-readable storage medium stor-
ing the program of EEE 48.
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Claims

A method for providing audio metadata for a virtual
scene, the method comprising:

obtaining a representation of the virtual scene,
wherein the representation of the virtual scene
comprises at least one audio source;
determining an anchor audio source from the at
least one audio source;

determining a target perceived loudness of the
anchor audio source;

providing the anchor audio source and the target
perceived loudness of the anchor audio source
as the audio metadata for the virtual scene for
encoding by an encoder.

The method of any previous claim, wherein the an-
chor audio source is an audio source suitable for
representing the acoustic environment of the virtual
scene.

The method of any previous claim, wherein the target
perceived loudness is a loudness at which the an-
chor audio source should be perceived when the
virtual scene is rendered at a virtual scene rendering
device.

The method of any previous claim, wherein deter-
mining a target perceived loudness of the anchor
audio source comprises:

measuring a loudness of the anchor audio
source at multiple positions in the virtual scene;
and

determining the target perceived loudness of the
anchor audio source based on the loudness of
the anchor audio source at the multiple posi-
tions.

The method of any previous claim, wherein the
method further comprises:

encoding the representation of the virtual scene
together with the audio metadata to output an en-
coded bitstream.

A method for providing audio metadata for a virtual
scene, the method comprising:

obtaining a representation of the virtual scene,
wherein the representation of the virtual scene
comprises at least one audio source;
assigning a priority level to each audio source of
the at least one audio source; and

providing the priority level of each audio source
as the audio metadata for the virtual scene for
encoding by an encoder.
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The method of claim 6, wherein the priority level of
each audio source determines a rendering priority for
a virtual scene rendering device.

The method of any one of claims 6 to 7, wherein the
method further comprises:

encoding the representation of the virtual scene
together with the audio metadata to output an en-
coded bitstream.

A method for controlling a perceived loudness be-
tween multiple virtual scenes, the method compris-

ing:

obtaining audio metadata of each of the multiple
virtual scenes, wherein the audio metadata
comprises an anchor audio source and a target
perceived loudness of the anchor audio source;
controlling a loudness of a virtual scene render-
ing device based on the target perceived loud-
ness of the anchor audio source in each of the
multiple virtual scenes.

The method of claim 9, wherein obtaining audio
metadata of each of the multiple virtual scenes com-
prises decoding an encoded bitstream comprising
the multiple virtual scenes and the corresponding
audio metadata.

The method of any one of claims 9 to 10, wherein
controlling a loudness of a virtual scene rendering
device based on the target perceived loudness of the
anchor audio source in each of the multiple virtual
scenes comprises:

controlling a loudness of the virtual scene rendering
device such that a loudness difference between the
anchor audio source in each of the multiple virtual
scenes corresponds to the difference between the
target perceived loudness of the anchor audio
source in each of the multiple virtual scenes.

The method of any one of claims 9 to 11, wherein
controlling a loudness of the virtual scene rendering
device comprises controlling the loudness of the
anchor audio source in a current virtual scene of
the multiple virtual scenes, wherein the current vir-
tual sceneis a virtual scene currently rendered by the
virtual scene rendering device.

A method for controlling a number of audio sources
rendered by a virtual scene rendering device for a
virtual scene, the method comprising:

obtaining audio metadata of the virtual scene,
wherein the audio metadata comprises a priority
level assigned to each audio source of at least
two audio sources in the virtual scene; and for
each audio source of the at least two audio
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sources:
rendering the audio source based on the priority
level of the audio source.

The method of claim 13, wherein rendering the audio
source based on the priority level of the audio source
comprises:

rendering the audio source if the priority level as-
signed to the audio source is above a threshold.

The method of claim 14, wherein the threshold de-
pends on a hardware capability of the virtual scene
rendering device; or

the threshold depends on a target loudness of
the virtual scene; or

the threshold depends on a maximum safe lis-
tening level.
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