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An ultrasound system includes a processor con-

figured to cause the ultrasound system to: detect (S325)
when the ultrasound system starts a scan for an ultra-
sound examination; obtain (S380) a plurality of ultra-
sound images; track (S345) an amount of time the ultra-
sound system is scanning once the scan starts; compare
(S360) a tracked amount of time to a predetermined
threshold; and display (S390) the tracked amount of time
on adisplay overlaid on each of the plurality of ultrasound
images.
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Description
FIELD OF THE INVENTION

[0001] The present disclosure relates generally to ul-
trasound imaging. In particular to systems and methods
for tracking ultrasound imaging progress.

BACKGROUND OF THE INVENTION

[0002] The use of ultrasound in assessments of pa-
tients with traumatic injuries is becoming commonplace
along the continuum of care. Ultrasound may be used at
the start of care for traumatic injuries when emergency
medical services (EMS) become involved, and may be
used all the way to an intensive care unit (ICU). In some
cases, the users of the ultrasound scanners in trauma
scenes have minimal training. In some cases, potential
users avoid ultrasound because they are not confident or
properly trained on how to utilize ultrasound to help
diagnose their patients. These users need digital aids
to help them scan more safely and effectively.

[0003] In cases of using ultrasound to assess patients
with traumatic injuries, ultrasound scans must be per-
formed quickly to allow the provision of adequate care to
the patient. Rapid care delivery is particularly important
when the Focused Assessment with Sonography for
Trauma (FAST) exam is used on unstable or severely
injured patients. Untrained or new ultrasound users may
spend too much time acquiring FAST exam imagery,
delaying care which could potentially be detrimental to
the patient’s health. Delays in care could be life threaten-
ing in some cases.

[0004] In the case of using ultrasound to assess pa-
tients with traumatic injuries, ultrasound scans must be
done quickly to allow the provision of adequate care to the
patient. Lesser experienced users of ultrasound may
become distracted while balancing patient care and
scanning.

[0005] Because the user base of ultrasound is ex-
pected to grow rapidly, particular for users involved with
trauma care, and because the credentialing and training
will be less thorough relative to professional sonogra-
phers, ultrasound systems and devices will need features
to support lesser trained, untrained and/or new users.

SUMMARY OF THE INVENTION

[0006] lItisinteralia an object of this invention to assist
users in performing ultrasound scans, particularly FAST
scans. For this purpose, the invention proposes features
to indicate and/or alert users of how long they have spent
using the ultrasound systems and devices. For example,
by using an overall system or device time indicator or an
indicator per scan.

[0007] The invention is defined by the independent
claims. The dependent claims define advantageous em-
bodiments.
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[0008] According to an embodiment of the present
disclosure, an ultrasound system includes a memory that
stores instructions and a processor that executes the
instructions. When executed by the processor, the in-
structions cause the ultrasound system to: detect when
the ultrasound system starts a scan for an ultrasound
examination; obtain or receive a plurality of ultrasound
images; track an amount of time the ultrasound system is
scanning once the scan starts; compare a tracked
amount of time to a predetermined threshold; and display
the plurality of ultrasound images with the tracked
amount of time on a display overlaid on each of the
plurality of ultrasound images.

[0009] In an example, the ultrasound system further
comprises:

an ultrasound cart comprising:

the memory, and
the processor; and

a display configured to display the plurality of ultra-
sound images with the tracked amount of time over-
laid on each of the plurality of ultrasound images.

[0010] In an example, the ultrasound system further
comprises:

a portable transducer comprising:

the memory, and
the processor,

wherein the portable transducer is configured to link
to an external device for the ultrasound examination
via an application installed on the external device,
and

wherein the plurality of ultrasound images with the
tracked amount of time overlaid on each of the
plurality of ultrasound images are displayed on the
external device.

[0011] In an example, the ultrasound examination
comprises a focused assessment with sonography for
trauma (FAST) ultrasound examination.

[0012] In an example, when executed by the proces-
sor, the instructions further cause the ultrasound system
to:

display a warning when the tracked amount of time ex-
ceeds the predetermined threshold.

[0013] In an example, the ultrasound system, when
executed by the processor, the instructions further cause
the ultrasound system to:

accept the predetermined threshold as a variable input
set by a user.

[0014] In an example, when executed by the proces-
sor, the instructions further cause the ultrasound system
to:
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detect when an ultrasound probe is placed on a body
of a subject of the ultrasound examination; and
identify a part of the body being scanned; and
detect that the ultrasound system starts the scan for
the ultrasound examination based on detecting
when the ultrasound probe is placed on the body
of the subject.

[0015] In an example, when executed by the proces-
sor, the instructions further cause the ultrasound system
to:

apply a trained machine learning model to detect
when the ultrasound probe is placed on the body of
the subject and to identify a part of the body being
scanned; and

reset the amount of time being tracked when the part
of the body being scanned is changed.

[0016] In an example, when executed by the proces-
sor, the instructions further cause the ultrasound system
to:

detect activation of a button; and

detect that the ultrasound system starts the scan for
the ultrasound examination based on detecting the
activation of the button.

[0017] According to another embodiment of the pre-
sent disclosure, a method for ultrasound imaging in-
cludes detecting, by a controller comprising a memory
that stores instructions and a processor that executes the
instructions, when an ultrasound system starts a scan for
an ultrasound examination; obtaining or receiving a plur-
ality of ultrasound images; tracking an amount of time the
ultrasound system is scanning once the scan starts;
comparing a tracked amount of time to a predetermined
threshold; and displaying the plurality of ultrasound
images with the tracked amount of time on a display
overlaid on each of the plurality of ultrasound images.
[0018] In an example, the method further comprises:
displaying a warning when the tracked amount of time
exceeds the predetermined threshold.

[0019] In an example, the method further comprises:
accepting the predetermined threshold as a variable
input set by a user.

[0020] In an example, the method further comprises:

detecting when an ultrasound probe is placed on a
body of a subject of the ultrasound examination; and
identifying a part of the body being scanned; and
detecting that the ultrasound system starts the scan
for the ultrasound examination based on detecting
when the ultrasound probe is placed on the body of
the subject.

[0021] In an example, the method further comprises:
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applying a trained machine learning model to detect
when the ultrasound probe is placed on the body of
the subject and to identify a part of the body being
scanned; and
resetting the amount of time being tracked when the
part of the body being scanned is changed.
[0022] In an example, the method further comprises:
detecting activation of a button; and
detecting that the ultrasound system starts the scan
for the ultrasound examination based on detecting
the activation of the button.

[0023] According to another embodiment of the pre-
sent disclosure there is provided a computer program
product such as a tangible non-transitory computer-read-
able storage medium that stores a computer program.
When executed by a processor, the computer program
causes the processor or a system comprising said pro-
cessor to: detect when the ultrasound system starts a
scan for an ultrasound examination; obtain a plurality of
ultrasound images; track an amount of time the ultra-
sound system is scanning once the scan starts; compare
a tracked amount of time to a predetermined threshold;
and display the tracked amount of time on a display the
plurality of ultrasound images with overlaid on each of the
plurality of ultrasound images.

[0024] In an example, when executed by the proces-
sor, the instructions further cause the processors to:

detect when an ultrasound probe is placed on a body
of a subject of the ultrasound examination;

identify a part of the body being scanned;

detect that the ultrasound system starts the scan for
the ultrasound examination based on detecting
when the ultrasound probe is placed on the body
of the subject;

apply a trained machine learning model to detect
when the ultrasound probe is placed on the body of
the subject and to identify a part of the body being
scanned; and

reset the amount of time being tracked when the part
of the body being scanned is changed.

[0025] According to yet another embodiment of the
present disclosure, a tangible, non-transitory compu-
ter-readable medium stores instructions. When executed
by a processor, the instructions cause an ultrasound
system to: detect when the ultrasound system starts a
scan for an ultrasound examination; obtain a plurality of
ultrasound images; track an amount of time the ultra-
sound system is scanning once the scan starts; compare
a tracked amount of time to a predetermined threshold;
and display the tracked amount of time on a display
overlaid on each of the plurality of ultrasound images.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0026] The example embodiments are best under-
stood from the following detailed description when read
with the accompanying drawing figures. Itis emphasized
that the various features are not necessarily drawn to
scale. Infact, the dimensions may be arbitrarily increased
or decreased for clarity of discussion. Wherever applic-
able and practical, like reference numerals refer to like
elements.

Fig. 1 illustrates a system for dynamic medical ima-
ging duration warning, in accordance with a repre-
sentative embodiment.

Fig. 2illustrates another system for dynamic medical
imaging duration warning, in accordance with a re-
presentative embodiment.

Fig. 3 illustrates a method for dynamic medical ima-
ging duration warning, in accordance with a repre-
sentative embodiment.

Fig. 4 illustrates a user interface progression for
dynamic medical imaging duration warning, in ac-
cordance with a representative embodiment.

Fig. 5 illustrates a user interface showing detected
subject matter for dynamic medical imaging duration
warning, in accordance with a representative embo-
diment.

Fig. 6 illustrates a computer system, on which a
method for dynamic medical imaging duration warn-
ing is implemented, in accordance with another re-
presentative embodiment.

DETAILED DESCRIPTION OF EMBODIMENTS

[0027] In the following detailed description, for the
purposes of explanation and not limitation, representa-
tive embodiments disclosing specific details are set forth
in order to provide a thorough understanding of embodi-
ments according to the present teachings. However,
other embodiments consistent with the present disclo-
sure that depart from specific details disclosed herein
remain within the scope of the appended claims. Descrip-
tions of known systems, devices, materials, methods of
operation and methods of manufacture may be omitted
so as to avoid obscuring the description of the represen-
tative embodiments. Nonetheless, systems, devices,
materials and methods that are within the purview of
one of ordinary skill in the art are within the scope of
the present teachings and may be used in accordance
with the representative embodiments. It is to be under-
stood that the terminology used herein is for purposes of
describing particular embodiments only and is not in-
tended to be limiting. Definitions and explanations for
terms herein are in addition to the technical and scientific
meanings of the terms as commonly understood and
accepted in the technical field of the present teachings.
[0028] It will be understood that, although the terms
first, second, third etc. may be used herein to describe
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various elements or components, these elements or
components should not be limited by these terms. These
terms are only used to distinguish one element or com-
ponent from another element or component. Thus, a first
element or component discussed below could be termed
a second element or component without departing from
the teachings of the inventive concept.

[0029] As used in the specification and appended
claims, the singular forms of terms 'a’, 'an’ and 'the’
are intended to include both singular and plural forms,
unless the context clearly dictates otherwise. Addition-
ally, the terms "comprises", and/or "comprising," and/or
similar terms when used in this specification, specify the
presence of stated features, elements, and/or compo-
nents, but do not preclude the presence or addition of one
or more other features, elements, components, and/or
groups thereof. As used herein, the term "and/or" in-
cludes any and all combinations of one or more of the
associated listed items.

[0030] Unless otherwise noted, when an element or
component is said to be "connected to", "coupled to", or
"adjacent to" another element or component, it will be
understood that the element or component can be di-
rectly connected or coupled to the other element or
component, or intervening elements or components
may be present. That is, these and similar terms encom-
pass cases where one or more intermediate elements or
components may be employed to connect two elements
or components. However, when an element or compo-
nentis said to be "directly connected" to another element
or component, this encompasses only cases where the
two elements or components are connected to each
other without any intermediate or intervening elements
or components.

[0031] The present disclosure, through one or more of
its various aspects, embodiments and/or specific fea-
tures or sub-components, is thus intended to bring out
one or more of the advantages as specifically noted
below.

[0032] As described herein, ultrasound devices and
systems may be adapted to help new users such as when
performing the FAST exam so as to alert users as to how
long they have spent using the ultrasound equipment.
The teachings herein are applicable to atleast ultrasound
devices and systems used at point of care for trauma and
similar scenarios. Ultrasound users and managers of
ultrasound users may be enabled to set timing limits that
will trigger on screen warnings when the user has ex-
ceeded a pre-established scan time limit, and the timing
limits may be varied for different scenarios. As a result,
the likelihood of ultrasound being used too long when
inexperienced users are scanning patients who are in
need of urgent medical attention may be reduced by
automatically timing how long the user is scanning and
by displaying the scan time on the ultrasound system
user interface.

[0033] The teachings herein relating to point of care
ultrasound may be used in a variety of contexts, including
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for untrained or relatively untrained users of ultrasound,
expert users of ultrasound, users learning ultrasound,
emergency departments, paramedics and cross-trained
firefighter/paramedics, military medical care, mass ca-
sualty events, and users of increasingly-common porta-
ble ultrasound systems.

[0034] Fig. 1 illustrates a system 100 for dynamic
medical imaging duration warning, in accordance with
a representative embodiment.

[0035] Thesystem100inFig. 1isasystemfordynamic
medical imaging duration warning and includes compo-
nents that may be provided together or that may be
distributed. The system 100 includes an ultrasound
probe 110, an ultrasound base 120, and a display 180.
[0036] The ultrasound probe 110 includes a proces-
sing circuit 115 and a transducer array 113. The proces-
sing circuit 115 may comprise a memory for storing data
and instructions and a application-specific integrated
circuit (ASIC) and/or a processor for processing data
and instructions. The transducer array 113 includes an
array of transducer elements including at least a first
transducer element 1131, a second transducer element
1132, and an Xth transducer element 113X. That is, the
ultrasound probe 110 comprises an ultrasound transdu-
cer and associated electronics to produce images that
are then rendered on the display 180 for the user to view.
The ultrasound probe 110 includes the transducer array
113, and the transducer array 113 converts electrical
energy into sound waves which bounce off of body tissue,
and receives echoes of the sound waves and converts
the echoes into electrical energy. The transducer array
113 may include dozens, hundreds or thousands of in-
dividual transducer elements. The ultrasound probe 110
may transmit a beam to produce images and may detect
the echoes. The processing circuit 115 may process
ultrasound images captured by the transducer array
113 of the ultrasound probe 110.

[0037] The ultrasound base 120 includes a first inter-
face 121, a second interface 122, a third interface 123,
and a controller 150. A computer that can be used to
implement the ultrasound base 120 is depicted in Fig. 6,
though an ultrasound base 120 may include more or
fewer elements than depicted in Fig. 1 or Fig. 6. One
or more of the interfaces may include ports, disk drives,
wireless antennas, or other types of receiver circuitry that
connect the controller 150 to other electronic elements.
The first interface 121 connects the ultrasound base 120
to the ultrasound probe 110, and may comprise a port, an
antenna, and/or another type of physical component for
wired or wireless communications. The second interface
1220 connects the ultrasound base 120 to the display
180, and may also comprise a port, an antenna, and/or
another type of physical component for wired or wireless
communications. The third interface 123 is a user inter-
face, and may comprise buttons, keys, a mouse, a micro-
phone, a speaker, switches, a touchscreen or other type
of display separate from the display 180, and/or other
types of physical components that allow a user to interact
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with the ultrasound base 120 such as to enterinstructions
and receive output.

[0038] The controller 150 includes at least a memory
151 that stores instructions and a processor 152 that
executes the instructions. The instructions stored in the
memory 151 may comprise a software program for gen-
erating an alarm on or for the system 100. In the system
100, the alarm may be a visual and/or audible alarm
provided via a user interface and generated by the in-
structions stored in the memory 151. For example, an
alarm may comprise a warning displayed on the display
180. The software program in the memory 151 may
generate contextual warnings based on the use of the
system 100. The software program in the memory 151
may automatically detect when and where a user has
started scanning. An algorithm included in the software
program may initiate the start and stop of a timer which is
presented to the user via the display 180. Such a timeris
shownin Fig. 4 on the left, with a warning when the scanis
taking too long on the right. The algorithm may use signal
processing in some embodiments, learning techniquesin
other embodiments, and/or may be based on user inputs
to the system 100. User inputs may include, for example,
gain and depth adjustment. In some cases, users may
activate a button to initiate the start of scan timing.
[0039] The display 180 may be local to the ultrasound
base 120 or may be remotely connected to the ultrasound
base 120, such as wirelessly. The display 180 may be
connected to the ultrasound base 120 via a local wired
interface such as an Ethernet cable or via alocal wireless
interface such as a Wi-Fi connection. The display 180
may be interfaced with other user input devices by which
users can input instructions, including mouses, key-
boards, thumbwheels and so on. The display 180 may
be a monitor such as a computer monitor, a display on a
mobile device, an augmented reality display, a television,
an electronic whiteboard, or another screen configured to
display electronic imagery. The display 180 may also
include one or more input interface(s) such as those
noted above that may connect to other elements or
components, as well as an interactive touch screen con-
figured to display prompts to users and collect touch input
from users.

[0040] The controller 150 may perform some of the
operations described herein directly and may implement
other operations described herein indirectly. For exam-
ple, the controller 150 may indirectly control operations
such as by generating and transmitting content to be
displayed on the display 180. The controller 150 may
directly control other operations such as logical opera-
tions performed by the processor 152 executing instruc-
tions from the memory 151 based on input received from
electronic elements and/or users via the interfaces. Ac-
cordingly, the processes implemented by the controller
150 when the processor 152 executes instructions from
the memory 151 may include steps not directly performed
by the controller 150.

[0041] Fig. 2 illustrates another system for dynamic
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medical imaging duration warning, in accordance with a
representative embodiment.

[0042] In Fig. 2, an ultrasound probe 210 and a smart-
phone A and a smartphone B are connected over a
network 201.

[0043] The network 201 may comprise a local wireless
network such as a WiFi network, though the network 201
may also or alternatively include wired elements such as
wires connected to smartphone A and smartphone B via
USB cables.

[0044] Theultrasound probe 210includes atransducer
array 213, a lens 214, a user interface 223, a controller
250 and a wireless communication circuit 290. The trans-
ducer array 213 includes at least a first transducer ele-
ment 2131, a second transducer element 2132, and an
Xth transducer element 213X. The transducer array 213
may correspond to the transducer array 113 and may
comprise an array of individually controllable transducer
elements. The transducer array 213 converts electrical
energy into sound waves which bounce off of body tissue,
and receives echoes of the sound waves and converts
the echoes into electrical energy. The transducer array
213 may include dozens, hundreds or thousands of in-
dividual transducer elements. The ultrasound probe 210
may transmit a beam to produce images and may detect
the echoes. The lens 214 may be used to transmit ultra-
sound beams and to receive echoes of ultrasound
beams. The user interface 223 may be used by a user
to interact with the ultrasound probe 210. The wireless
communication circuit 290 may be used to communicate
with smartphone A and smartphone B via the network
201. That is, the ultrasound probe 210 comprises an
ultrasound transducer and associated electronics to pro-
duce images that are then rendered on displays of smart-
phone A and/or smartphone B.

[0045] Smartphone A stores and executes an ultra-
sound application 299A. Smartphone B stores and exe-
cutes an ultrasound application 299B. The ultrasound
application 299A and the ultrasound application 299B
may be configured to enable smartphone A and smart-
phone B interact with the ultrasound probe 210 via the
network 201. For example, ultrasound application 299A
and ultrasound application 299B may be configured to
enable displays of ultrasound images from the ultrasound
probe 210. Ultrasound application 299A and ultrasound
application 299B may also be configured to overlay
warnings on the displays of ultrasound images from
the ultrasound probe 210. In some embodiments, deter-
minations of whether a warning should be made may be
performed by the ultrasound application 299A and the
ultrasound application 299B. For example, the ultra-
sound application 299A and the ultrasound application
299B may each comprise a model that can be applied to
dynamic information as described below.

[0046] The controller 250 includes at least a memory
251 that stores instructions and a processor 252 that
executes the instructions. The instructions stored in the
memory 251 may comprise a software program with a
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model such as an artificial intelligence model, as well as
the same or a different software program for generating a
user interface on an ultrasound device. In Fig. 2, the user
interface may be generated by the instructions stored in
the memory 251 and may be displayed on a display of the
smartphone A or smartphone B. The software pro-
gram(s) in the memory 251 generate warnings when a
tracked amount of time for an ultrasound procedure is
greater than a threshold. The warning may be displayed
on displays of the smartphone A and/or the smartphone
B. The software program in the memory 251 may gen-
erate contextual warnings based on the use of the ultra-
sound probe 210. The software program in the memory
251 may automatically detect when and where a userhas
started scanning. An algorithm included in the software
program may initiate the start and stop of a timer which is
presented to the user via a display of smartphone A or
smartphone B. Such a timer is shown in Fig. 4 on the left,
with a warning when the scan is taking too long on the
right. The algorithm may use signal processing in some
embodiments, learning techniques in other embodi-
ments, and/or may be based on user inputs to either
the ultrasound probe 210 or to smartphone A or smart-
phone B. User inputs may include, for example, gain and
depth adjustment. In some cases, users may activate a
button to initiate the start of scan timing.

[0047] The controller 250 may perform some of the
operations described herein directly and may implement
other operations described herein indirectly. For exam-
ple, the controller 250 may indirectly control operations
such as by generating and transmitting content to be
displayed on a display of the smartphone A or smart-
phone B. The controller 250 may directly control other
operations such as logical operations performed by the
processor 252 executing instructions from the memory
251 based on input received from electronic elements
and/or users via the interfaces. Accordingly, the pro-
cesses implemented by the controller 250 when the
processor 252 executes instructions from the memory
251 may include steps not directly performed by the
controller 250.

[0048] Ultrasound systems of types such as the sys-
tem 100 in Fig. 1 include an ultrasound probe and an
ultrasound base, and are designed for use by physicians
and sonographers who have received extensive training.
Mobile ultrasound systems such as the combination of
the ultrasound probe 210 and smartphone A and smart-
phone B in Fig. 2 are much more likely to be usable and
used by a wider range of users who will not have in depth
training, as they expect such ultrasound devices and
systems to function more like sensors than as imaging
tools. Therefore, new ultrasound devices require fea-
tures that automate aspects of ultrasound scanning or
prevent the user from misusing the technology mista-
kenly. An example of when a user may misuse ultrasound
is when the user takes too long to perform a FAST exam.
No simple way was previously provided to indicate to the
user how long they have been scanning other than track-
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ing themselves with a clock in the vicinity of the ultra-
sound examination. Additionally, lesser trained users or
users who do the FASTexaminations less frequently may
not recall what an appropriate amount of time is to com-
plete a FAST exam during the resuscitation of patient.
[0049] The system 100 and the ultrasound probe 210
combined with ultrasound application 299A and/or ultra-
sound application 299B automatically time how long the
user has been scanning and display the time on a user
interface such as the display 180 or a screen of the
ultrasound probe 210 or smartphone A and/or smart-
phone B. The user interfaces showing the expired time
and any appropriate warning provide a heads-up display
of scan time to the physician. This also allows the man-
ager of a user to set timing limits that will trigger on screen
warnings that the user has exceeded a pre-established
scan time. Software programs stored in the memory 151
of the controller 150 or the memory 251 of the controller
250 may detect when the probe is on the body and what
part of the body to start timing once the scan has begun.
In some embodiments, a simpler set of features may be
used such as when the preset has been selected or the
system 100 or the ultrasound probe 210 has been turned
on.

[0050] Fig. 3 illustrates a method for dynamic medical
imaging duration warning, in accordance with a repre-
sentative embodiment.

[0051] The method of Fig. 3 may be performed by the
system 100 including the controller 150 in Fig. 1, by the
ultrasound probe 210 in Fig. 2, or by a combination of the
ultrasound probe 210 and one or both of smartphone A
and/or smartphone B in Fig. 2.

[0052] At S310, an ultrasound procedure is started.
The ultrasound procedure may be started at S310 by
turning on or otherwise activating or initiating the ultra-
sound probe 110 and ultrasound base 120 in Fig. 1 or the
ultrasound probe 210 and one or both of smartphone A
and/or smartphone B in Fig. 2. The ultrasound procedure
may comprise an ultrasound examination such as a
focused assessment with sonography for ultrasound
(FAST) ultrasound examination. The ultrasound probe
110, the ultrasound base 120 or the ultrasound probe 210
may detect activation of a button, and detect that the
ultrasound system starts the scan for the ultrasound
examination based on detecting the activation of the
button.

At S320, placement of the ultrasound probe is detected.
Placement of the ultrasound probe may be detected by a
contact sensor, such as a capacitance touch sensor, a
piezo touch sensor, or a resistance touch sensor. The
contact sensor may be provided at or proximate to the
bottom of the ultrasound probe 110 in Fig. 1 or the
ultrasound probe 210 in Fig. 2.

[0053] At S325, a start of a scan is detected. The start
of the scan may be detected by movement of the ultra-
sound probe or when substantive content consistent with
an ultrasound scan is detected based on pixel data
generated by the transducer array 113 or the transducer
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array 213.

[0054] At S330, a part of the body being scanned is
detected. An image analysis program may be applied to
pixel data generated by the transducer array 113 or the
transducer array 213, and may detect the part of the body
based on shape patterns of intensity in the pixel data, or
another type of pattern. For example, the detection at
S330 may detect whetheralung orliveris being scanned.
[0055] AtS340, a determination is made as to whether
the part of the body being scanned is the same as a
previous part of the body being scanned, if the determi-
nation was previously made in the same ultrasound
procedure. If the part of the body is the same part of
the body previously being scanned (S340 = No), at S345
the timer is updated. If the determination at S340 is the
first time the determination is being made in the current
ultrasound procedure, the timer is started at S345. If the
part of the body being scanned is different than a part of
the body previously being scanned in the same ultra-
sound procedure (S340 = Yes), at S350 the start of a new
scan is detected and the timer is restarted. That is, S350
may reflect an assumption that the sonographer is not
stuck scanning a body part, so that detection that a new
body partis being scanned may be assumed to warrant a
restart of the timer. In some embodiments, the determi-
nations at S340 may be more complex, such as when the
part of the body being scanned is a particular body part,
and other types of available information indicate that the
start of a new scan at S350 should be overruled. For
example, some particular types of injuries may simply not
allow for restarting a timer, so that the determination at
S340 is skipped and only the overall time from the start of
the first scan is tracked.

[0056] AtS360, adetermination is made as to whether
a tracked amount of time is greater than a threshold. The
threshold may be fixed for all body parts, or may vary
based on the type of body part and/or based on demo-
graphic information of the patient or other types of in-
formation such as experience level of the sonographer.
[0057] If the tracked amount of time is not greater than
the threshold (S360 = No), at S380 an ultrasound image
is obtained. If the tracked amount of time is greater than
the threshold (S360 = Yes), at S370 a warning is gener-
ated and displayed and then provided with the ultrasound
image at S380. The warning may also or alternatively be
audibly output.

[0058] AtS390, a tracked amount of time is displayed.
The display may show the tracked amount of time in
minutes and seconds, for example. The tracked amount
oftime may be displayed on a display overlaid on each of
a plurality of ultrasound images. When the ultrasound
base 120 is an ultrasound cart, the display 180 may
display the ultrasound image with the tracked amount
of time overlaid on the ultrasound images. When the
ultrasound probe 210 is a portable transducer and is
configured to link to an external device, the ultrasound
image with the tracked amount of time overlaid on the
ultrasound image may be displayed on the external de-
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vice such as the smartphone A or the smartphone B. The
display of the tracked amount of time may be varied such
as by font, size and/or color based on how much the
current ultrasound scan is over a threshold.

[0059] AtS395, adetermination is made as to whether
the scan is complete. If the scan is complete (S395 =
Yes), the process finishes at S399. The scan may be
deemed complete when power to the ultrasound probe
110 or the ultrasound probe 210 is turned off, or when the
ultrasound probe 110 or the ultrasound probe 210 does
not capture imagery of anatomy for a predetermined
amount of time such as 5 seconds. If the scan is not
complete (S395 = No), the process returns to S330.
[0060] Fig. 4 illustrates a userinterface progression for
dynamic medical imaging duration warning, in accor-
dance with a representative embodiment.

[0061] In Fig. 4, a first user interface 481A and a
second user interface 481B show ultrasound images
from different times in an ultrasound examination. The
first user interface 481A and the second user interface
481B each show the user how long a scan has been
performed. In some embodiments, a warning may be
displayed to the userifthe scan exceeds a predetermined
threshold. The predetermined threshold may be provided
as a variable input set by a user and accepted by the
system 100 and by the ultrasound probe 210. Thresholds
may vary based on the subject matter of the ultrasound
examination or other contextual factors.

[0062] Fig. 5 illustrates a user interface showing de-
tected subject matter for dynamic medical imaging dura-
tion warning, in accordance with a representative embo-
diment.

[0063] Fig. 5 shows a user interface 581. An example
of an image on the user interface 581 results from apply-
ing a trained machine learning model to what an ultra-
sound probe is being used to image. In Fig. 5, the trained
machine learning model has detected proper coupling of
an ultrasound probe such as the ultrasound probe 110 or
the ultrasound probe 210, as well as the anatomical zone
the user is scanning. In some embodiments, trained
machine learning models such as artificial intelligence
algorithms are used to detect when the user has the
ultrasound probe on the body of the subject and what
anatomical zone the user is scanning. A timer may start
when contact between the ultrasound probe and the body
is detected and may end when the ultrasound probe is no
longer in contact with the body and/or when a change in
the scanning zone is detected. Each anatomical zone
may be timed independently. The user or a manager of
the user may configure time limits for the entire scan
and/or for individual zones of an ultrasound examination
such as a FAST examination.

[0064] Fig. 6illustrates a computer system, on which a
method for dynamic medical imaging duration warning is
implemented, in accordance with another representative
embodiment.

[0065] Referring to Fig. 6, the computer system 600
includes a set of software instructions that can be exe-
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cuted to cause the computer system 600 to perform any
of the methods or computer-based functions disclosed
herein. The computer system 600 may operate as a
standalone device or may be connected, for example,
using a network 601, to other computer systems or
peripheral devices. In embodiments, a computer system
600 performs logical processing based on digital signals
received via an analog-to-digital converter.

[0066] The computer program product may be soft-
ware comprising the instructions, available for download
from a server, e.g., via the internet. Alternatively, the
instructions may be stored on a suitable (non-transitory)
computer-readable medium such as an optical storage
medium or a solid-state medium, which may or may not
be supplied together with or as part of other hardware.
[0067] In a networked deployment, the computer sys-
tem 600 operates in the capacity of a server or as a client
user computer in a server-client user network environ-
ment, or as a peer computer system in a peer-to-peer (or
distributed) network environment. The computer system
600 can also be implemented as or incorporated into
various devices, such as a workstation that includes a
controller, a stationary computer, a mobile computer, a
personal computer (PC), a laptop computer, a tablet
computer, or any other machine capable of executing a
set of software instructions (sequential or otherwise) that
specify actions to be taken by that machine. The com-
puter system 600 can be incorporated as or in a device
thatin turn is in an integrated system that includes addi-
tional devices. In an embodiment, the computer system
600 can be implemented using electronic devices that
provide voice, video or data communication. Further,
while the computer system 600 is illustrated in the sin-
gular, the term "system" shall also be taken to include any
collection of systems or sub-systems that individually or
jointly execute a set, or multiple sets, of software instruc-
tions to perform one or more computer functions.
[0068] Asillustratedin Fig. 6, the computer system 600
includes a processor 610. The processor 610 may be
considered a representative example of a processor of a
controller and executes instructions to implement some
or all aspects of methods and processes described here-
in. The processor 610 is an article of manufacture and/or
a machine component. The processor 610 is configured
to execute software instructions to perform functions as
described in the various embodiments herein. The pro-
cessor 610 may be a general-purpose processor or may
be part of an application specific integrated circuit (ASIC).
The processor 610 may also be a microprocessor, a
microcomputer, a processor chip, a controller, a micro-
controller, a digital signal processor (DSP), a state ma-
chine, or a programmable logic device. The processor
610 may also be a logical circuit, including a program-
mable gate array (PGA), such as a field programmable
gate array (FPGA), or another type of circuit that includes
discrete gate and/or transistor logic. The processor 610
may be a central processing unit (CPU), a graphics
processing unit (GPU), or both. Additionally, any proces-
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sor described herein may include multiple processors,
parallel processors, or both. Multiple processors may be
included in, or coupled to, a single device or multiple
devices.

[0069] The term "processor" as used herein encom-
passes an electronic component able to execute a pro-
gram or machine executable instruction. References to a
computing device comprising "a processor" should be
interpreted to include more than one processor or pro-
cessing core, as in a multi-core processor. A processor
may also refer to a collection of processors within a single
computer system or distributed among multiple computer
systems. The term computing device should also be
interpreted to include a collection or network of comput-
ing devices each including a processor or processors.
Programs have software instructions performed by one
or multiple processors that may be within the same
computing device or which may be distributed across
multiple computing devices.

[0070] The computer system 600 further includes a
main memory 620 and a static memory 630, where
memories in the computer system 600 communicate with
each other and the processor 610 via a bus 608. Either or
both of the main memory 620 and the static memory 630
may be considered representative examples of a mem-
ory of a controller, and store instructions used to imple-
ment some or all aspects of methods and processes
described herein. Memories described herein are tangi-
ble storage mediums for storing data and executable
software instructions and are non-transitory during the
time software instructions are stored therein. As used
herein, the term "non-transitory" is to be interpreted not
as an eternal characteristic of a state, but as a character-
istic of a state that will last for a period. The term "non-
transitory" specifically disavows fleeting characteristics
such as characteristics of a carrier wave or signal or other
forms that exist only transitorily in any place at any time.
The main memory 620 and the static memory 630 are
articles of manufacture and/or machine components.
The main memory 620 and the static memory 630 are
computer-readable mediums from which data and ex-
ecutable software instructions can be read by a computer
(e.g., the processor 610). Each of the main memory 620
and the static memory 630 may be implemented as one
or more of random access memory (RAM), read only
memory (ROM), flash memory, electrically programma-
ble read only memory (EPROM), electrically erasable
programmable read-only memory (EEPROM), registers,
a hard disk, a removable disk, tape, compact disk read
only memory (CD-ROM), digital versatile disk (DVD),
floppy disk, blu-ray disk, or any other form of storage
medium known in the art. The memories may be volatile
or non-volatile, secure and/or encrypted, unsecure an-
d/or unencrypted.

[0071] "Memory" is an example of a computer-read-
able storage medium. Computer memory is any memory
which is directly accessible to a processor. Examples of
computer memory include, but are not limited to RAM
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memory, registers, and register files. References to
"computer memory" or "memory" should be interpreted
as possibly being multiple memories. The memory may
for instance be multiple memories within the same com-
puter system. The memory may also be multiple mem-
ories distributed amongst multiple computer systems or
computing devices.

[0072] As shown, the computer system 600 further
includes a video display unit 650, such as a liquid crystal
display (LCD), an organic light emitting diode (OLED), a
flat panel display, a solid-state display, or a cathode ray
tube (CRT), for example. Additionally, the computer sys-
tem 600 includes an input device 660, such as a key-
board/virtual keyboard or touch-sensitive input screen or
speech input with speech recognition, and a cursor con-
trol device 670, such as a mouse or touch-sensitive input
screen or pad. The computer system 600 also optionally
includes a disk drive unit 680, a signal generation device
690, such as a speaker or remote control, and/or a net-
work interface device 640.

[0073] Inanembodiment, as depictedin Fig. 6, the disk
drive unit 680 includes a computer-readable medium 682
in which one or more sets of software instructions 684
(software) are embedded. The sets of software instruc-
tions 684 are read from the computer-readable medium
682 to be executed by the processor 610. Further, the
software instructions 684, when executed by the proces-
sor 610, perform one or more steps of the methods and
processes as described herein. In an embodiment, the
software instructions 684 reside all or in part within the
main memory 620, the static memory 630 and/or the
processor 610 during execution by the computer system
600. Further, the computer-readable medium 682 may
include software instructions 684 or receive and execute
software instructions 684 responsive to a propagated
signal, so that a device connected to a network 601
communicates voice, video or data over the network
601. The software instructions 684 may be transmitted
or received over the network 601 via the network inter-
face device 640.

[0074] In an embodiment, dedicated hardware imple-
mentations, such as application-specific integrated cir-
cuits (ASICs), field programmable gate arrays (FPGAs),
programmable logic arrays and other hardware compo-
nents, are constructed to implement one or more of the
methods described herein. One or more embodiments
described herein may implement functions using two or
more specific interconnected hardware modules or de-
vices with related control and data signals that can be
communicated between and through the modules. Ac-
cordingly, the present disclosure encompasses software,
firmware, and hardware implementations. Nothing in the
present application should be interpreted as being im-
plemented orimplementable solely with software and not
hardware such as a tangible non-transitory processor
and/or memory.

[0075] Inaccordance with various embodiments of the
present disclosure, the methods described herein may
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be implemented using a hardware computer system that
executes software programs. Further, in an exemplary,
non-limited embodiment, implementations can include
distributed processing, component/object distributed
processing, and parallel processing. Virtual computer
system processing may implement one or more of the
methods or functionalities as described herein, and a
processor described herein may be used to support a
virtual processing environment.

[0076] Accordingly, dynamic medical imaging duration
warning enables ultrasound devices and systems to alert
uses as to how long they have spent using the ultrasound
devices and systems, such as when performing the FAST
exam. The teachings herein are applicable to ultrasound
devices and systems used at point of care for trauma and
similar scenarios. Ultrasound users and managers of
ultrasound users may be enabled to set timing limits that
will trigger on screen warnings that the user has ex-
ceeded a pre-established scan time limit, and the timing
limits may be varied for different scenarios. As a result,
the likelihood of ultrasound devices and systems from
being used too long when inexperienced users are scan-
ning patients who are in need of urgent medical attention
may be reduced by automatically timing how long the
user is scanning and by displaying the scan time on the
ultrasound system user interface.

[0077] Although dynamic medical imaging duration
warning has been described with reference to several
exemplary embodiments, it is understood that the words
that have been used are words of description and illus-
tration, rather than words of limitation. Changes may be
made within the purview of the appended claims, as
presently stated and as amended, without departing from
the scope of dynamic medical imaging duration warning
in its aspects. Although dynamic medical imaging dura-
tion warning has been described with reference to parti-
cular means, materials and embodiments, dynamic med-
ical imaging duration warning is notintended to be limited
to the particulars disclosed; rather dynamic medical ima-
ging duration warning extends to all functionally equiva-
lent structures, methods, and uses such as are within the
scope of the appended claims.

[0078] The illustrations of the embodiments described
herein are intended to provide a general understanding of
the structure of the various embodiments. The illustra-
tions are not intended to serve as a complete description
of all of the elements and features of the disclosure
described herein. Many other embodiments may be ap-
parent to those of skill in the art upon reviewing the
disclosure. Other embodiments may be utilized and de-
rived from the disclosure, such that structural and logical
substitutions and changes may be made without depart-
ing from the scope of the disclosure. Additionally, the
illustrations are merely representational and may not be
drawn to scale. Certain proportions within the illustrations
may be exaggerated, while other proportions may be
minimized. Accordingly, the disclosure and the figures
are to be regarded as illustrative rather than restrictive.
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[0079] The preceding description of the disclosed em-
bodiments is provided to enable any person skilled in the
art to practice the concepts described in the present
disclosure. As such, the above disclosed subject matter
is to be considered illustrative, and not restrictive, and the
appended claims are intended to cover all such modifica-
tions, enhancements, and other embodiments which fall
within the scope of the present disclosure. Thus, to the
maximum extent allowed by law, the scope of the present
disclosure is to be determined by the broadest permis-
sible interpretation of the following claims and their
equivalents and shall not be restricted or limited by the
foregoing detailed description.

[0080] The reference signs in the claims shall not be
construed as limiting the claims. Measures recited in
mutually dependent claims may advantageously be used
in combination.

Claims

1. An ultrasound system (100), comprising:
a processor (152, 252) configured to:

detect (S325) when the ultrasound system starts
a scan for an ultrasound examination;

obtain (S380) a plurality of ultrasound images;
track (S345) an amount of time the ultrasound
system is scanning once the scan starts;
compare (S360) a tracked amount of time to a
predetermined threshold; and

display (S390), on a display, the plurality of
ultrasound images with the tracked amount of
time overlaid on each of the plurality of ultra-
sound images.

2. The ultrasound system of claim 1, further compris-
ing:

an ultrasound cart (120) comprising the proces-
sor; and

adisplay (180) configured to display the plurality
of ultrasound images with the tracked amount of
time overlaid on each of the plurality of ultra-
sound images.

3. The ultrasound system of claim 1, further compris-
ing:
a portable transducer (213) comprising the proces-
sor, wherein the portable transducer is configured to
link to an external device for the ultrasound exam-
ination via an application installed on the external
device comprising the display.

4. The ultrasound system of any one of the preceding
claims, wherein the processor is further configured
to:
display (S370) a warning when the tracked amount
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of time exceeds the predetermined threshold.

The ultrasound system of any one of the preceding
claims, wherein the processor is further configured
to:

detect (S320) when an ultrasound probe is
placed on a body of a subject of the ultrasound
examination; and

identify (S330) a part of the body being scanned,;
and

detect (S325) that the ultrasound system starts
the scan for the ultrasound examination based
on detecting when the ultrasound probe is
placed on the body of the subject.

The ultrasound system of claim 5, wherein the pro-
cessor is further configured to:

apply atrained machine learning model to detect
when the ultrasound probe is placed on the body
of the subject and to identify a part of the body
being scanned; and

reset the amount of time being tracked when the
part of the body being scanned is changed.

A computer-implemented method for ultrasound
imaging, the method comprising:

detecting (S325) when an ultrasound system
starts a scan for an ultrasound examination;
receiving (S380) a plurality of ultrasound
images;

tracking (S345) an amount of time the ultra-
sound system is scanning once the scan starts;
comparing (S360) a tracked amount of time to a
predetermined threshold; and

displaying (S390) on a display the plurality of
ultrasound images with the tracked amount of
time overlaid on each of the plurality of ultra-
sound images.

The method of claim 7, further comprising:
generating (S370) a warning when the tracked
amount of time exceeds the predetermined thresh-
old, wherein optionally the warning is displayed on a
display.

The method of claim 7 or 8, further comprising:
receiving the predetermined threshold as a variable
input set by a user.

The method of any one of claims 7 to 9, further
comprising:

detecting (S320) when an ultrasound probe is
placed on a body of a subject of the ultrasound
examination; and
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identifying (S330) a part of the body being
scanned; and

detecting (S325) that the ultrasound system
starts the scan for the ultrasound examination
based on detecting when the ultrasound probeis
placed on the body of the subject.

11. The method of claim 10, further comprising:

applying a trained machine learning model to
detect when the ultrasound probe is placed on
the body of the subject and to identify a part of
the body being scanned; and

resetting the amount of time being tracked when
the part of the body being scanned is changed.

12. A computer program product that includes instruc-

tions, which when executed by a processor, cause
the processor to carry out the method of any one of
claims 7 to 11.
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