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Description

BACKGROUND

Field

[0001] The present disclosure is generally related to EV batteries, and more specifically, to battery management
systems.

Related Art

[0002] In related art systems, it can be necessary to put a residual economic value on a EV battery pack without taking
the system apart to access its internal components. Consider as a use case retired or end‑ of-life EV battery pack
management, where an OEM looks for opportunities for repurposing/refurbishing/recycling (Re*) retired batteries. To
maximize the recovery value of a battery pack that canbeextracted fromRe* providers, accurate estimation of the number
of goodbattery cells ormodules inside thepack is desirable.While only theSOH (state of health) of thebattery pack canbe
measured, there is a need to estimate the SOH of battery cells or modules without disassembling the pack.
[0003] Most EV batteries comewith a battery management system (BMS) that is designed tomonitor the overall health
of a battery.ManyBMS’s canmonitor and report theSOHat thepack level but seldomat the cell ormodule level, especially
for large battery packs containing thousands of cells.
[0004] Therearealso caseswhere theSOHcannot beobtained throughaBMS, not evenat thepack level. For example,
the BMS may not be capable of sharing data with the external environment. In these cases, there are external testing
instruments designed tomeasure the SOH of a battery pack, but not the SOHof the cells inside the pack. Even if a battery
pack can be disassembled into cells, using these instruments to test all individual cells would be prohibitively time
consuming and would not scale with high volumes of retired batteries.

SUMMARY

[0005] In the related art, there are no implementations for inferring cell-level ormodule-level SOH frompack-level SOH.
[0006] As a common situation, the SOH (state of health) of a system as a whole (composite system) can be assessed
externally, but the internal partsof thesystem(components)arenotdirectlyobservableoraccessibleandyet theirSOHstill
needs to be assessed. When the composite structure is known, we can leverage this knowledge to infer the SOH of the
parts given the SOH of the whole system. This problem arises in end-of-life electric vehicle (EV) battery remaining
economic value assessment use case,where theSOHof battery packmaybemeasurable but theSOHof the battery cells
inside the pack is not directly measurable without disassembling the pack. While the SOH of the battery cells cannot be
known precisely, a prior probability distribution of their SOH is assumed. In the most conservative case when no
information about these cells are available, a uniform prior probability distribution can be used.
[0007] To appreciate the challenges this problem raises, consider the following potential solution methods:
[0008] Inferring theSOHofparts of a system(components), given theSOHof thesystemasawhole (composite), canbe
framed as computing a conditional probability of component health given composite health. For example, given a system
Zcomposed of parts X and Y, the expected number of good cells in Z can be expressed as:

where x, y, z denote capacities, goodcells (x, y) denotes the number of good cells in Z, ha (X, Y) denotes the SOH of
composite (X,Y), andPr(x, y |ha(x, y)=z) denotes theconditional joint density of (X,Y) givenha(X,Y)=z. Findingaclosed-
formsolution for this conditional joint density problem is a very appealing idea. For the parallel case, a closed-formsolution
for Pr(x, y | (x + y) = z) exists under some assumption: ifX andY are jointly normal withmean µ and covariance Σ, then the

conditional joint density we are looking for is also normal with mean and covariance

, where T= (1,1)’. However, without this normality assumption, it is not known whether a
closed-form solution still exists. For the serial case, the existence of a closed-form solution for Pr(x,y | Min(x,y) = z) is
alsoanopenproblem.So,while theprospect of a closed-formsolution isappealing, theexistenceof a closed-formsolution
does not look very promising, even for the simplest cases. Furthermore, even if a closed-form solution for the density
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exists, a closed-form solution for its continuous integration may not exi st.
[0009] Alternatively, consider an approach that makes no assumptions about the probability distribution of cell
capacities and that accepts any function ha (. ) that is computable. Inspired by the Monte-Carlo simulation class of
methods, capacity values for all cells are randomly generated and the corresponding values for ha(.) and goodcells(.) can
be derived. FIG. 1 illustrates an example of the Monte-Carlo-based approach to good cell count estimation in the related
art.
[0010] First compute data pairs [z = ha(x, y), k= goodcells(x, y)] from randomly generated x and y values. The collection
of thesepairs [z, k] is thenused to train thegoodcell count estimator, a regressionpredictivemodelwith zaspredictor and k
as outcome.
[0011] While this Monte-Carlo-based approach is very general and completely data-driven - the more data generated
and used to build the model, the more accurate the estimation will be - it can be prohibitively expensive to compute and
therefore ruled out for use in practical applications.
[0012] Example implementations described herein involve a probabilistic method for inferring the SOH of the parts of a
system (components) from the SOH of the system as a whole (composite), based on the composite structure, which is
assumed to be known. As an example of inference, the probability distribution for the number of good battery cells (good
can be defined as saySOH>=80%) can be determined given the SOHof the battery pack.Most EV battery packs follow a
simpleseries-parallel designscheme.FIG.2 illustratesanexampleof theseries/parallel structureofaS4P30batterypack,
in accordance with an example implementation.
[0013] The example implementations described herein assume that the structure of the composite system is known.
Regarding the components whose SOH need to be inferred, the prior SOH probability distribution is also presumed to be
known. In the absence of any information, a uniform distribution to represent this lack of information is utilized.
[0014] Example implementations described herein can be used to infer the SOH of the battery cells or modules such as
good cell count and good module count, given the SOH of the battery pack. Although the example implementations
describedhereinaredirected to estimatebatterySOH, theexample implementationsdescribedherein canalsobeused to
estimatebatterydischarge ratewhichcanbeused toassessbatteryperformanceand tooptimizecell balancingstrategies.
[0015] Aspects of the present disclosure can involve amethod, which can involve determining a structure of the battery
pack (e.g., by looking upaproduct design catalog) andastate of health (SOH)of the battery pack (e.g., usingBMS, battery
test equipment, or data-driven predictionmethod); for the state of health of the battery pack beingwithin a first range of the
viable range, determining a posterior distribution of viable cell count for the battery pack from the structure of the battery
pack, theSOHof thebattery pack, andaprior probability distribution of aSOHof cells in the battery pack; andproviding the
posterior distribution of viable cell count and instructions to refurbish; for the state of health of the battery pack beingwithin
a second range of the viable range, the second range being higher than the first range, determining a posterior distribution
of viablemodule count for thebatterypack from thestructureof thebatterypack, thebatterypackstateof health, andaprior
probability distribution of SOH of modules in the battery pack; and/or providing the posterior distribution of viable module
count and instructions to repurpose.
[0016] Aspects of the present disclosure can involve a computer program, which can involve instructions involving
determining a structure of the battery pack and a state of health (SOH) of the battery pack; for the state of health of the
battery pack being within a first range of the viable range, determining a posterior distribution of viable cell count for the
battery pack from thestructure of thebattery pack, theSOHof thebattery pack, andaprior probability distribution of aSOH
of cells in the battery pack; and providing the posterior distribution of viable cell count and instructions to refurbish; for the
state of health of the battery pack being within a second range of the viable range, the second range being higher than the
first range, determining a posterior distribution of viablemodule count for the battery pack from the structure of the battery
pack, the battery pack state of health, and a prior probability distribution of SOH of modules in the battery pack; and/or
providing the posterior distribution of viable module count and instructions to repurpose. The computer program and
instructions can be stored on a non-transitory computer readable medium and executed by one or more processors.
[0017] Aspects of the present disclosure can involve a system, which can involve means for determining a structure of
the battery pack anda state of health (SOH) of the battery pack; for the state of health of the battery pack beingwithin a first
range of the viable range, means for determining a posterior distribution of viable cell count for the battery pack from the
structure of the battery pack, theSOHof the battery pack, and a prior probability distribution of aSOHof cells in the battery
pack; and means for providing the posterior distribution of viable cell count and instructions to refurbish; for the state of
health of the battery pack being within a second range of the viable range, the second range being higher than the first
range, means for determining a posterior distribution of viable module count for the battery pack from the structure of the
battery pack, the battery pack state of health, and a prior probability distribution of SOH of modules in the battery pack;
and/or means for providing the posterior distribution of viable module count and instructions to repurpose.
[0018] Aspects of the present disclosure can involve an apparatus, which can involve a processor, configured to
determineastructureof thebattery packandastateof health (SOH)of thebatterypack; for thestate of health of thebattery
pack beingwithin a first range of the viable range, determine a posterior distribution of viable cell count for the battery pack
from thestructureof thebatterypack, theSOHof thebatterypack, andaprior probability distributionof aSOHof cells in the
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battery pack; andprovide the posterior distribution of viable cell count and instructions to refurbish; for the state of health of
the battery pack being within a second range of the viable range, the second range being higher than the first range,
determine a posterior distribution of viable module count for the battery pack from the structure of the battery pack, the
battery pack state of health, and a prior probability distribution of SOH of modules in the battery pack; and/or provide the
posterior distribution of viable module count and instructions to repurpose.

BRIEF DESCRIPTION OF THE DRAWINGS

[0019]

FIG. 1 is an illustration of the Monte-Carlo-based approach to good cell count estimation, in accordance with the
related art.

FIG. 2 illustrates an example of the series/parallel structure of a S4P30 battery pack, in accordance with an example
implementation.

FIG. 3 illustrates the discrete representation for state-of-health random variables, in accordance with an example
implementation.

FIG. 4 illustrates the structural induction over battery part-whole hierarchy for inference, in accordance with an
example implementation.

FIG. 5 illustrates the dynamic programming method to solve the problem in a bottom-up fashion, using a simple
layering strategy, in accordance with an example implementation.

FIG. 6 illustrates the dynamic programming to solve the problem in a computation sequence, using amore elaborate
layering strategy, in accordance with an example implementation.

FIG. 7 illustrates the tensor formulation to parallelize computations, in accordance with an example implementation.

FIG. 8 illustrates a flowchart for an algorithm to estimate good cell counts using a simple dynamic programming linear
layering strategy, in accordance with an example implementation.

FIG. 9 illustrates the estimated good cell count and the good module count as a function of the pack-level SOH, in
accordance with an example implementation.

FIG. 10 illustrates an example processing system for a battery pack, in accordance with an example implementation.

FIG. 11 illustrates an example computing environment with an example computer device suitable for use in some
example implementations.

DETAILED DESCRIPTION

[0020] The following detailed description provides details of the figures and example implementations of the present
application. Reference numerals and descriptions of redundant elements between figures are omitted for clarity. Terms
used throughout the description are provided as examples and are not intended to be limiting. For example, the use of the
term "automatic" may involve fully automatic or semi-automatic implementations involving user or administrator control
over certain aspects of the implementation, depending on the desired implementation of one of the ordinary skills in the art
practicing implementations of the present application. Selection can be conducted by a user through a user interface or
other inputmeans, or canbe implemented throughadesiredalgorithm.Example implementationsasdescribedherein can
be utilized either singularly or in combination, and the functionality of the example implementations can be implemented
through any means according to the desired implementations.
[0021] The notation for the present disclosure is given as follows.
[0022] For the battery use case,SmPn is used to denote a battery pack that consists of nmodules connected in parallel,
where each module consists of m cells connected in series. The running example uses S8P4 to denote a pack including
four parallel modules where each module includes eight cells in series.
[0023] X,Y, Z is used to denote batteries (i.e. battery composites that have a state of health (SOH)). They can be battery
components at any level: cell, module, or pack. When Z is stated to be composed of X and Y, this decomposition can be
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physical (e.g., Z is abattery pack that involves twomodulesXandYconnected in parallel) or logical (e.g., Z represents five
cells connected in series and can be viewed as composed of X and Y connected in series, where X represents two cells
connected in series and Y represents three cells connected in series). This logical way to decompose a system allows the
conducting of reasoning about any part of a composite system.
[0024] WhileX is used todenote abattery,weuse the samenotationXherein to denotea randomvariable for theSOHof
battery X. The meaning of the notation should be clear enough based on the context of use throughout the present
disclosure.
[0025] Example implementations described herein involve four elements: (1) Use of a discrete representation for state-
of-health random variables, (2) use of structural induction over battery part-whole hierarchy for inference, (3) use of
dynamic programming to solve problem in a bottom-up fashion, and (4) use of tensor formulation to parallelize
computations. The details of these four elements are described as follows.
[0026] FIG. 3 illustrates thediscrete representation for state-of-health randomvariables, in accordancewithanexample
implementation. A discrete formulation is usedwhere all state-of-health randomvariables of interest, such asX andY, are
discretized.Thishelps toavoidsolvingcontinuous integrationproblemswhichmayhavenosolution.Any resolutioncanbe
used for discretization. In representing battery SOH as a percentage value, precision at the fractional level is not needed,
so SOH can be represented as integer values 0, 1, ···, 100.
[0027] In any case, the validity of the method is independent of the chosen resolution. Let ha(x, y) be a generic health-
aggregate function.WhenXandYare connected in series,ha(x, y) =min (x, y).WhenXandYare connected in parallel,ha
(x, y) = mean (x, y) for the special case where X and Y have identical rated capacities. In the general case, ha(x, y) =
weightedMean(x, y) where the weights are the rated capacities.
[0028] For a battery X, px(x) is used to denote the probability distribution of its SOH variable X, (i.e., the probability that
SOH X = x) and x denotes a SOH value expressed as a percentage in the example shown in FIG. 3. Let NX be a random

variable that represents the number of good cells in battery X and be the expected number of
good cells in X conditionedonSOHX= x. This specific randomvariable is usedonly to illustrate themethod.Other random
variables (such asmodule counts) and other statistics (such as standard deviation) could also be used in accordancewith
the desired implementation, and the present disclosure is not limited thereto.
[0029] In the second element, there is a use of structural induction over a part-whole hierarchy, leveraging on the
knowledge of the internal structure of a composite battery system.
[0030] FIG. 4 illustrates the structural induction over battery part-whole hierarchy for inference, in accordance with an
example implementation. In structural induction, there is a need to specify a base case and an inductive step:
[0031] Base case where X is a battery cell: px(x) is assumed to be given. If nothing is known, use a uniform discrete
distribution, that is, for x = 0, 1, ... , 100: px(x) = 1/101.
[0032] nx(x) = 1x≥80, the characteristic function for x ≥ 80.
[0033] Inductive step where Z has components X and Y: with x, y, z taking on integer values 0, 1, ... , 100, pz(z) can be
expressed in terms of px (x) and py(y) as follows:

[0034] In a third element, there is ause of dynamic programming to solve theproblem from thebottom-up. This helpsnot
only cut down the combinatorics, but also achieve computation sequences of length Log in the number of parts. Using a
S8P4 battery structure as an example, the computation can be sequenced in multiple ways.
[0035] FIG. 5 illustrates the dynamic programming to solve problem in a bottom-up fashion, in accordance with an
example implementation. In the simplestway, a linear dynamic programming layering strategy is usedas illustrated inFIG.
5.
[0036] Using this simple layering strategy, a O(m + n) linear time complexity is achieved for a SmPn battery.
[0037] FIG. 6 illustrates the dynamic programming to solve the problem in a computation sequence, in accordancewith
an example implementation, using a more efficient balanced layering strategy to carry out dynamic programming.
[0038] Using this more elaborate layering strategy, anO(log (m) + log (n)) log time complexity for a SmPn battery can be
achieved.
[0039] FIG. 7 illustrates the tensor formulation to parallelize computations, in accordancewith an example implementa-
tion. In an example of the fourth element, there is the use of tensor formulation to parallelize computations. By computing
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onvectors andmatrices insteadof sequentially on individual dataelements, theoverall computationsarenot only spedup,
but the example implementations also minimize the dependency of time complexity on the resolution used for discretiza-
tion. Referring to the matrix examples shown under dynamic programming, an entire row of 101 values is a vector which
can be computed in one shot. The example of FIG. 7 shows a tensor flow graph for the estimation of vectors pz and nz in a
tensor formulation, where nodes represent tensor operators that operate on vectors and matrices.
[0040] FIG. 8 illustrates a flowchart for an algorithm to estimate good cell counts using a simple dynamic programming
linear layering strategy, in accordance with an example implementation.
[0041] At first at 800, the battery pack structure is provided from a scan of the battery pack as described in FIG. 10. The
battery pack structure will be composed of Nmodule modules, each composed of Ncell cells.
[0042] At801, the flow initializesbattery cellC. Statistics includepriorSOHdistributionpCandconditional expectation of
good cell count nC.
[0043] From 802 to 806, themodule is processed in an iterativemanner through adding cells iteratively. At 802, the flow
starts with a module initialized with one cell. The statistics for the module are inherited from the cell as the module is
composed only of the cell. At 803, a check is made as to whether the cell count for a module has exceeded the number of
cells in the structure. If so (No), then processing of themodule is completed and the flow proceeds to 807, otherwise (Yes)
the flow proceeds to 804 to add a cell to the module in series to result in a new cell. At 805, the new cell statistics are
computed from the statistics of the cell and from themodule. At 806, the newmodule is then used as the module, and the
flow reiterates from 803 to add another cell. From this manner, the statistics of the module are computed in a bottom up
manner from the statistics of the cells as added one by one.
[0044] From807 to 811, the battery pack is processed in an iterativemanner through addingmodules iteratively. At 807,
the flow initializes battery packPwith only onemodule as computed from the flow from 802 to 806. The statistics from the
pack are inherited from the module as the pack is initialized with only the single module.
[0045] At 808, a determination is made as to whether the module count for the battery pack exceeds the number of
modules in the structure. If so (No) the processing of the battery pack is completed and the statistics for all of the pack level
SOHs is provided at 812.Otherwise (Yes), the flowproceeds to 809 toaddamodule to thepack in parallel to result in a new
battery pack. At 810, the statistics are computed for the new battery pack from the module statistics and the battery pack
statistics. At 811, the new battery pack is then used as the battery pack, and the flow reiterates from 808 to add another
module. In this manner, the statistics of the battery pack are computed in a bottom up manner from the statistics of the
modules as added one by one.
[0046] In the context of EVbattery circular economyandbattery repurposing in particular, the example implementations
described herein allow the user to quickly determine the market value of a battery pack by estimating the number of good
cells or modules inside, given the SOH of the pack, without requiring the pack to be disassembled. The latter is important
because it saves bothwork (manual disassembly and reassembly can be time consuming and cannot be easily scaled up)
and the technical skills needed (batteries may not be designed for ease of disassembly and thus requires disassembly
instructions which may not be readily available).
[0047] FIG. 9 illustrates the estimated good cell count and the goodmodule count as a function of the pack-level SOH, in
accordance with an example implementation. The proposed method can be used to estimate the number of good
components at any level of the battery part-whole hierarchy. For example, if a battery pack involvesmodules andamodule
involves cells, thenumber of good cells aswell as thenumber of goodmodules canbeestimated. Asanexample, consider
the S8P4 battery pack to illustrate how example implementations can be applied to determining Re* opportunities. If the
pack-level SOH falls between 60%and 69%, the example implementations can be used to estimate number of good cells
(cell SOH ≥ 80%), as needed in the refurbishing use case. Assuming uniform prior cell SOH distribution, the top graph of
FIG. 9 shows the estimated good cell count as a function of the pack-level SOH.
[0048] However, if the pack-level SOH falls between 70% and 79%, an opportunity of repurposing the battery presents
itself and requires an estimate of the number of good modules (module SOH ≥ 80%), which can be found by the example
implementations described herein. Assuming uniform prior module SOH distribution, the bottom graph of FIG. 9 depicts
the estimated good module count as a function of the pack‑ level SOH.
[0049] Moreover, the example implementations described herein allow for routing of the high-remaining-value EOL
batteries directly from dealers/repair shops to repurposing/refurbishing providers, hence reducing transportation, hand-
ling, and storage costs compared to the current processwhereEOLbatteries are first brought to anOEM’swarehouseand
then shipped to Recycling or repurposing providers.
[0050] The example implementations can be extended to the estimation of other useful statistics as follows. One
example is good cell count variance, to express point estimation uncertainties using 95% prediction intervals. Another
example is the expected market value of cells when a pricing model for used cells is available. Another example is the
means and variances for module counts, expected market value for modules.
[0051] Other statistical inferences that canbedevelopedusing theexample implementations describedherein. Further,
the applicability of the example implementations described herein can be broadened to composite systems other than
batteries and to estimating KPIs (Key Performance Indicators) other than SOH, such as any composite systems (not
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necessarily batteries) that have a hierarchical structure and KPI metrics (instead of SOH for batteries) that can be
composed.
[0052] In an example, there can be a use case involving battery KPIs other than SOH, such as temperature, to detect
thermal runaway at cell-level from temperature measurements at pack level. Another example KPI is a battery discharge
rate, whose estimate can be used to assess battery performance and to optimize cell balancing strategies.
[0053] Besides the circular economyusecaseof end-of-lifeEVbatterymanagement, theexample implementations can
also be applied to other use cases, such as Grid-level BESS applications (instead of EV applications), market value
estimation for used car parts and EV batteries for dismantlers, and insurance premium pricing applications.
[0054] FIG. 10 illustrates an example processing system for a battery pack, in accordance with an example imple-
mentation. In theexampleprocessingsystemofFIG.10, abatterypackcanbe transported (e.g., viaconveyorbelt, via cart,
etc.) under a scanner to scan information regarding the battery pack. The scanner will scan the battery pack (e.g. a bar
code, an RFID tag, etc.) to identify the manufacturer and OEM information, from which a database can be referenced to
obtain the structure of the battery pack, including cell and module information and the prior SOH probability distribution
informationof the cell ormodules,which can thenbeprovided to a server suchas the computer deviceas illustrated inFIG.
11. In another example implementation, the scanning can involveusing a camera (e.g., the scanner is a camera) to identify
the product IDwhichwill be used to lookup adesign database for the battery structure. In another example implementation
a battery tester can be connected to the battery pack to measure the pack-level SOH.
[0055] The battery pack itself may also store information regarding the SOH of the battery pack, by means of a battery
management system,which can also be read out and provided to the server. In example implementations, a database can
be maintained to manage all known probability distributions and structures of battery packs based on OEM information,
and can also store SOH information from scanned batteries according to their battery identifier.
[0056] FIG. 11 illustrates anexample computing environmentwith anexample computer device suitable for use in some
example implementations. Computer device 1105 in computing environment 1100 can include one or more processing
units, cores, or processors 1110, memory 1115 (e.g., RAM, ROM, and/or the like), internal storage 1120 (e.g., magnetic,
optical, solid state storage, and/or organic), and/or I/O interface 1125, any of which can be coupled on a communication
mechanism or bus 1130 for communicating information or embedded in the computer device 1105. I/O interface 1125 is
also configured to receive images from cameras or provide images to projectors or displays, depending on the desired
implementation.
[0057] Computer device 1105 can be communicatively coupled to input/user interface 1135 and output device/interface
1140.Either oneorboth input/user interface1135andoutputdevice/interface1140canbeawiredorwireless interfaceand
can be detachable. Input/user interface 1135may include any device, component, sensor, or interface, physical or virtual,
that can be used to provide input (e.g., buttons, touch-screen interface, keyboard, a pointing/cursor control, microphone,
camera, braille, motion sensor, optical reader, and/or the like). Output device/interface 1140 may include a display,
television, monitor, printer, speaker, braille, or the like. In some example implementations, input/user interface 1135 and
output device/interface 1140 can be embedded with or physically coupled to the computer device 1105. In other example
implementations, other computer devicesmay function as or provide the functions of input/user interface 1135 and output
device/interface 1140 for a computer device 1105.
[0058] Examples of computer device 1105may include, but are not limited to, highlymobile devices (e.g., smartphones,
devices in vehicles and other machines, devices carried by humans and animals, and the like), mobile devices (e.g.,
tablets, notebooks, laptops, personal computers, portable televisions, radios, and the like), and devices not designed for
mobility (e.g., desktop computers, other computers, information kiosks, televisions with one or more processors
embedded therein and/or coupled thereto, radios, and the like).
[0059] Computer device 1105 can be communicatively coupled (e.g., via I/O interface 1125) to external storage 1145
and network 1150 for communicating with any number of networked components, devices, and systems, including one or
more computer devices of the same or different configurations. Computer device 1105 or any connected computer device
canbe functioningas, providing servicesof, or referred to asa server, client, thin server, generalmachine, special-purpose
machine, or another label.
[0060] I/O interface 1125 can include, but is not limited to, wired and/or wireless interfaces using any communication or
I/O protocols or standards (e.g., Ethernet, 802.11x, Universal System Bus, WiMax, modem, a cellular network protocol,
and the like) for communicating information to and/or from at least all the connected components, devices, and network in
computing environment 1100. Network 1150 can be any network or combination of networks (e.g., the Internet, local area
network, wide area network, a telephonic network, a cellular network, satellite network, and the like).
[0061] Computer device 1105 can use and/or communicate using computer-usable or computer-readable media,
including transitory media and non-transitory media. Transitory media include transmission media (e.g., metal cables,
fiber optics), signals, carrier waves, and the like. Non-transitory media include magnetic media (e.g., disks and tapes),
optical media (e.g., CD ROM, digital video disks, Blu-ray disks), solid state media (e.g., RAM, ROM, flash memory, solid-
state storage), and other non-volatile storage or memory.
[0062] Computer device 1105 can be used to implement techniques, methods, applications, processes, or computer-
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executable instructions in some example computing environments. Computer-executable instructions can be retrieved
from transitory media, and stored on and retrieved from non-transitory media. The executable instructions can originate
from one or more of any programming, scripting, and machine languages (e.g., C, C++, C#, Java, Visual Basic, Python,
Perl, JavaScript, and others).
[0063] Processor(s) 1110 can execute under any operating system (OS) (not shown), in a native or virtual environment.
One ormore applications can be deployed that include logic unit 1160, application programming interface (API) unit 1165,
input unit 1170, output unit 1175, and inter-unit communicationmechanism1195 for thedifferent units to communicatewith
eachother,with theOS,andwithotherapplications (not shown).Thedescribedunitsandelementscanbevaried indesign,
function, configuration, or implementation andare not limited to the descriptions provided. Processor(s) 1110 canbe in the
form of hardware processors such as central processing units (CPUs) or in a combination of hardware and software units.
[0064] In some example implementations, when information or an execution instruction is received by API unit 1165, it
may be communicated to one or more other units (e.g., logic unit 1160, input unit 1170, output unit 1175). In some
instances, logic unit 1160 may be configured to control the information flow among the units and direct the services
provided by API unit 1165, input unit 1170, output unit 1175, in some example implementations described above. For
example, theflowofoneormoreprocessesor implementationsmaybecontrolledby logic unit 1160aloneor in conjunction
with API unit 1165. The input unit 1170 may be configured to obtain input for the calculations described in the example
implementations, and the output unit 1175may be configured to provide output based on the calculations described in the
example implementations.
[0065] Processor(s) 1110 can be configured to execute amethod or computer instructions for processing a battery pack
as illustrated in FIG. 8 to FIG. 10, which can involve determining a structure of the battery pack and a state of health (SOH)
of the battery pack. The determination of the structure of the battery pack can be conducted for example, as described in
FIG. 10 by scanning the barcode or QR code of the battery pack to lookup a database to associate the battery ID to its
structure. In another example implementation, if the battery pack can involve a modern battery management system, the
battery pack state of health canbeobtaineddirectly from thebatterymanagement system.For theSOHof thebattery pack
being within a first range of the viable range, processor(s) 1110 can be configured to execute a method or instructions
involving determining a posterior distribution of viable cell count for the battery pack from the structure of the battery pack
(e.g., a number of modules connected in parallel and a number of cells connected in series), the SOH of the battery pack,
and a prior probability distribution of aSOHof cells in the battery pack; and providing the posterior distribution of viable cell
count and instructions to refurbish. The first range of the viable range for refurbishing can be set according to the battery
chemistry and the current refurbishingmarket. As an example, the first range can be 60%‑70%. For theSOHof the battery
packbeingwithin asecond rangeof the viable range, the second rangebeinghigher than the first range, processor(s) 1110
canbe configured to execute amethod or instructions involving determining aposterior distribution of viablemodule count
for the battery pack from the structure of the battery pack (e.g., a number ofmodules connected in parallel), theSOHof the
battery pack, and a prior probability distribution of SOH of modules in the battery pack; and providing the posterior
distribution of viable module count and instructions to repurpose. The second range for repurposing can be set based on
the battery chemistry and the current repurposing market. As an example, the second range can be 70‑80%. Further, the
instructions to repurposemodules can include integrating themodules into a refurbishedpack, or reusing themodules in a
second life application such as a golf cart, e-scooter, e-bike, or otherwise in accordance with the desired implementation.
[0066] Processor(s) 1110 can be configured to execute the method or instructions as described above, and further
involve, for theSOHof thebatterypackbeingbelow theviable range,providing instructions to recycle thebatterypack.The
lower threshold of the viable range can be set based on battery chemistry and the current recycling market. For example,
below the viable range can mean <60%.
[0067] Processor(s) 1110 can be configured to execute the method or instructions as described above, and further
involve, for theSOHof the battery pack being above the viable range, providing instructions to reuse the battery pack as-is
and an estimated end of life. If the battery pack has a range above the viable range, it indicates that the battery pack is still
usable for its current purpose, and can therefore be reused. The estimated endof life can be calculated in accordancewith
any known desired implementation based on the distribution of SOH of modules in the battery pack.
[0068] Processor(s) 1110 can be configured to execute the method or instructions as described above, wherein the
determining the posterior distribution of viable cell count and the determining the posterior distribution of viable module
count is determined from a discrete representation of the distribution of viable cell count and the distribution of viable
module count based on the structure of the battery pack, the SOH of the battery pack, and the prior probability distribution
of the SOH of the cells or the modules in the battery pack as described with respect to FIGS. 3 and 4.
[0069] Processor(s) 1110 can be configured to execute the method or instructions as described above, wherein the
determining the posterior distribution of viable cell count and the determining the posterior distribution of viable module
count is conducted froman inductive process that determines probability of viability of the cells in the battery pack from the
prior probability distributionsof theSOHof thecellsand theSOHof thebatterypack, probability of viability of themodules in
the battery pack from the prior probability distributions of the SOH of the modules and the SOH of the battery pack, the
inductive process being based on the structure of the battery pack as described with respect to FIG. 4.
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[0070] Processor(s) 1110 can be configured to execute the method or instruction as described above, wherein the
determining the posterior distribution of viable cell count and the determining the posterior distribution of viable module
count is determined from a tensor formulation with the distribution of viable cell count and the distribution of viablemodule
count being in a form of vectors, with nodes of a tensor graph of the tensor formulation representing tensor operators that
operate on the vectors and matrix representations of the (a) probability distribution of the SOH of the cells, the modules,
andother substructures in thebatterypackand (b)expectedviable cell countor viablemodule count in substructuresof the
battery pack as described with respect to FIG. 7.
[0071] Processor(s) 1110 can be configured to execute the method or instructions as described above, wherein the
determining the posterior distribution of viable cell count and the determining the posterior distribution of viable module
count is conducted throughadynamicprogrammingprocesscan involve initializingamodulewithacell; addingacell to the
module inseries to formulateanew largermoduleandcomputingstatistics for thenewmodulegiven thestateof healthand
statistics for the cell until a defined number of cells is reached; initializing the battery pack with a module having the
probability distribution of the SOH of themodule and the expected viable cell count in themodule; adding a module to the
battery pack in parallel to formulate a new larger battery pack and computing statistics for the new battery pack given the
stateofhealthandstatistics for themoduleand for thenew largerbatterypackuntil adefinednumberofmodules is reached
as described with respect to FIGS. 5 and 6.
[0072] Some portions of the detailed description are presented in terms of algorithms and symbolic representations of
operations within a computer. These algorithmic descriptions and symbolic representations are themeans used by those
skilled in the data processing arts to convey the essence of their innovations to others skilled in the art. An algorithm is a
series of defined steps leading to a desired end state or result. In example implementations, the steps carried out require
physical manipulations of tangible quantities for achieving a tangible result.
[0073] Unless specifically stated otherwise, as apparent from the discussion, it is appreciated that throughout the
description, discussions utilizing terms such as "processing," "computing," "calculating," "determining," "displaying," or
the like, can include the actions and processes of a computer system or other information processing device that
manipulates and transforms data represented as physical (electronic) quantities within the computer system’s registers
and memories into other data similarly represented as physical quantities within the computer system’s memories or
registers or other information storage, transmission or display devices.
[0074] Example implementations may also relate to an apparatus for performing the operations herein. This apparatus
may be specially constructed for the required purposes, or it may include one or more general-purpose computers
selectively activated or reconfigured by one or more computer programs. Such computer programs may be stored in a
computer readable medium, such as a computer-readable storage medium or a computer-readable signal medium. A
computer-readable storage medium may involve tangible mediums such as, but not limited to optical disks, magnetic
disks, read-onlymemories, randomaccessmemories, solid state devicesanddrives, or anyother typesof tangible or non-
transitory media suitable for storing electronic information. A computer readable signal medium may include mediums
such as carrier waves. The algorithms and displays presented herein are not inherently related to any particular computer
or other apparatus. Computer programs can involve pure software implementations that involve instructions that perform
the operations of the desired implementation.
[0075] Various general-purpose systems may be used with programs and modules in accordance with the examples
herein, or itmay prove convenient to construct amore specialized apparatus to performdesiredmethod steps. In addition,
the example implementations are not described with reference to any particular programming language. It will be
appreciated that a variety of programming languages may be used to implement the techniques of the example
implementations as described herein. The instructions of the programming language(s) may be executed by one or
more processing devices, e.g., central processing units (CPUs), processors, or controllers.
[0076] As is known in the art, the operations described above can be performed by hardware, software, or some
combination of software and hardware. Various aspects of the example implementations may be implemented using
circuits and logic devices (hardware), while other aspects may be implemented using instructions stored on a machine-
readablemedium(software),which if executedbyaprocessor,would cause theprocessor toperformamethod tocarryout
implementations of the present application. Further, some example implementations of the present application may be
performed solely in hardware, whereas other example implementations may be performed solely in software. Moreover,
the various functions described can be performed in a single unit, or can be spread across a number of components in any
number of ways.When performed by software, themethodsmay be executed by a processor, such as a general-purpose
computer, based on instructions stored on a computer-readable medium. If desired, the instructions can be stored on the
medium in a compressed and/or encrypted format.
[0077] Moreover, other implementations of the present application will be apparent to those skilled in the art from
consideration of the specification and practice of the techniques of the present application. Various aspects and/or
components of the described example implementations may be used singly or in any combination. It is intended that the
specification and example implementations be considered as examples only, with the true scope and spirit of the present
application being indicated by the following claims.
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Claims

1. A method for processing an electric vehicle (EV) battery pack, comprising:

determining a structure of the battery pack and a state of health (SOH) of the battery pack;
for the SOH of the battery pack being within a first range of the viable range:

determining a posterior distribution of viable cell count for the battery pack from the structure of the battery
pack, the SOH of the battery pack, and a prior probability distribution of the SOH of cells in the battery pack;
and
providing the posterior distribution of viable cell count and instructions to refurbish; and

for the SOH of the battery pack being within a second range of the viable range, the second range being higher
than the first range:

determining a posterior distribution of viable module count for the battery pack from the structure of the
battery pack, the SOH of the battery pack, and a prior probability distribution of the SOH of modules in the
battery pack; and
providing the posterior distribution of viable module count and instructions to repurpose.

2. Themethod of claim 1, wherein for the SOHof the battery pack being below the viable range, providing instructions to
recycle the battery pack.

3. Themethod according to at least one of the previous claims, wherein for the SOH of the battery pack being above the
viable range, providing instructions to reuse the battery pack and an estimated end of life.

4. The method of according to at least one of the previous claims, wherein the determining the posterior distribution of
viable cell count and the determining the posterior distribution of viable module count is determined from a discrete
representation of the distribution of viable cell count and the distribution of viablemodule count based on the structure
of the battery pack, the SOH of the battery pack, and the prior probability distribution of the SOH of the cells or the
modules in the battery pack.

5. The method of according to at least one of the previous claims, wherein the determining the posterior distribution of
viable cell count and the determining the posterior distribution of viable module count is conducted from an inductive
process that determines probability of viability of the cells in the battery pack from the prior probability distributions of
theSOHof the cells and theSOHof the battery pack, probability of viability of themodules in the battery pack from the
prior probability distributions of the SOH of themodules and the SOHof the battery pack, the inductive process being
based on the structure of the battery pack.

6. The method of according to at least one of the previous claims, wherein the determining the posterior distribution of
viable cell count and the determining the posterior distribution of viable module count is determined from a tensor
formulation with the distribution of viable cell count and the distribution of viable module count being in a form of
vectors, with nodes of a tensor graph of the tensor formulation representing tensor operators that operate on the
vectors and matrix representations of the (a) probability distribution of the SOH of the cells, the modules, and other
substructures in the battery pack and (b) expected viable cell count or viable module count in substructures of the
battery pack.

7. Themethod of according to at least one of the previous claims, the determining the posterior distribution of viable cell
count and the determining the posterior distribution of viable module count is conducted through a dynamic
programming process comprising:

initializing a module with a cell;
adding a cell to the module in series to formulate a new larger module and
computing statistics for the newmodulegiven the state of health and statistics for the cell until a definednumber of
cells is reached;
initializing the battery pack with a module having the probability distribution of the SOH of the module and the
expected viable cell count in the module;
adding amodule to the battery pack in parallel to formulate a new larger battery pack and computing statistics for
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the newbattery packgiven the state of health and statistics for themodule and for thenew larger battery pack until
a defined number of modules is reached.

8. A non-transitory computer readable medium, storing instructions for processing a battery pack, the instructions
comprising:

determining a structure of the battery pack and a state of health (SOH) of the battery pack;
for the SOH of the battery pack being within a first range of the viable range:

determining a posterior distribution of viable cell count for the battery pack from the structure of the battery
pack, theSOHof thebattery pack, and aprior probability distribution of aSOHof cells in the battery pack; and
providing the posterior distribution of viable cell count and instructions to refurbish; and

for the SOH of the battery pack being within a second range of the viable range, the second range being higher
than the first range:

determining a posterior distribution of viable module count for the battery pack from the structure of the
battery pack, theSOHof the battery pack, and a prior probability distribution of SOHofmodules in the battery
pack; and
providing the posterior distribution of viable module count and instructions to repurpose.

9. The non-transitory computer readable medium of claim 8, wherein for the SOH of the battery pack being below the
viable range, providing instructions to recycle the battery pack.

10. The non-transitory computer readablemedium according to at least one of the claims 8 and 9, wherein for the SOHof
thebatterypackbeingabove theviable range, providing instructions to reuse thebatterypackandanestimatedendof
life.

11. The non-transitory computer readable medium of according to at least one of the claims 8 to 10, wherein the
determining the posterior distribution of viable cell count and the determining the posterior distribution of viable
module count is determined fromadiscrete representation of the distribution of viable cell count and the distribution of
viable module count based on the structure of the battery pack, the SOH of the battery pack, and the prior probability
distribution of the SOH of the cells or the modules in the battery pack.

12. Thenon-transitory computer readablemediumaccording to at least one of claims 8 to 11,wherein the determining the
posterior distribution of viable cell count and the determining the posterior distribution of viable module count is
conducted froman inductiveprocess thatdeterminesprobability of viabilityof thecells in thebatterypack from theprior
probability distributionsof theSOHof the cells and theSOHof thebattery pack, probability of viability of themodules in
the battery pack from the prior probability distributions of theSOHof themodules and theSOHof the battery pack, the
inductive process being based on the structure of the battery pack.

13. Thenon-transitory computer readablemediumaccording to at least oneof claims8 to 12,wherein thedetermining the
posterior distribution of viable cell count and the determining the posterior distribution of viable module count is
determined from a tensor formulation with the distribution of viable cell count and the distribution of viable module
count being in a form of vectors, with nodes of a tensor graph of the tensor formulation representing tensor operators
that operate on the vectors and matrix representations of the (a) probability distribution of the SOH of the cells, the
modules, and other substructures in the battery pack and (b) expected viable cell count or viable module count in
substructures of the battery pack.

14. The non-transitory computer readable medium according to at least one of claims 8 to 13, the determining the
posterior distribution of viable cell count and the determining the posterior distribution of viable module count is
conducted through a dynamic programming process comprising:

initializing a module with a cell;
adding a cell to the module in series to formulate a new larger module and
computing statistics for the newmodulegiven the state of health and statistics for the cell until a definednumber of
cells is reached;
initializing the battery pack with a module having the probability distribution of the SOH of the module and the
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expected viable cell count in the module;
adding amodule to the battery pack in parallel to formulate a new larger battery pack and computing statistics for
the newbattery packgiven the state of health and statistics for themodule and for thenew larger battery pack until
a defined number of modules is reached.

15. An apparatus for processing a battery pack, comprising:
a processor, configured to:
perform the method according to at least one of claims 1 to 7.
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