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(57) The subject-matter of the present disclosure
relates to a computer-implementedmethod of estimating
cutting element wear of a personal care appliance. The
computer-implemented method comprises: receiving
(S200), from a sensor of the personal care appliance,
physical parameters associated with operating the per-
sonal care appliance; estimating (S203), using a ma-
chine learning model, cutting element wear based on
the sensed physical parameters; and sending (5204) a
signal indicating the estimated cutting element wear.
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Description

FIELD OF THE INVENTION

[0001] The subject-matter of the present disclosure
relates to estimating wear of a cutting element of a
personal care appliance, estimating a degree of wear
for a user of a personal care appliance, training a ma-
chine learning model to estimate wear of a cutting ele-
ment of a personal care appliance, transitory, or non-
transitory, computer-readable media, and personal care
appliances including cutting elements.

BACKGROUND OF THE INVENTION

[0002] Currently, to understand cutting element wear,
personal care appliances rely on either a pad print to
show up or a prolonged period of shaves, e.g. 170
minutes. Both methods have their drawbacks, resulting
in either not accommodating the individualistic charac-
teristics of the beard of a particular user or not covering a
number of ways in which the personal care appliance
might be used. Therefore, they may be providing inac-
curate information on the wear of the cutting element,
thus leading to a suboptimal shaving experience.
[0003] It is an aim of the subject-matter of the present
disclosure to improve on the prior art.

SUMMARY OF THE INVENTION

[0004] According to a first aspect of the present inven-
tion, there is provided a computer-implemented method
of estimatingwear of a cutting element of a personal care
appliance, the computer-implemented method compris-
ing: receiving, from a sensor of the personal care appli-
ance, physical parameters associated with operating the
personal care appliance; estimating, using a machine
learning model, cutting element wear based on the
sensed physical parameters; and sending a signal indi-
cating the estimated cutting element wear. Estimating
cutting element wear in this way provides a more perso-
nalised estimationwhich is based on the actual shaves of
the user. For example, the user’s bear length and sensi-
tivity is taken into account. In this way, the users have a
more consistent shaving experience and have knowl-
edge of when to replace their cutting elements, thereby,
reducing the risk of having to go throughpainful shaves in
order to understand when a change of a cutting element
is needed.
[0005] In an embodiment, the physical parameters
include current and/or power of a motor used to drive
the cutting element.
[0006] In an embodiment, the computer-implemented
method further comprises calculating a plurality of pre-
dictors using the physical parameters, and wherein the
estimating cutting element wear based on the sensed
physical parameters comprises inputting, to themachine
learning model, the plurality of predictors.

[0007] In an embodiment, the plurality of predictors are
selected from a list of predictors including: a binned
distribution of motor power of a last use, an average
motor current of last use, a binned distribution of motor
power of a last use minus one, a maximum power of the
last use minus one, an average motor current of the last
use minus one, a binned distribution of motor power of a
last useminus two,anabsolutemaximumcurrent of a last
useminus two, amaximumpowerofa last useminus two,
an averagemotor current of last useminus two, a binned
distribution of a difference between motor power be-
tween a last use and a first three uses, a binned distribu-
tion of motor power averaged over first three uses, an
average absolute maximum current of the last three
uses, a maximum power ratio between last use and an
average from the first three uses, amaximumpower from
amongst the last threeuses,anaveragemaximumpower
of the last three uses, a difference between a last use and
the previous use’s average motor current, a different of
last use’s average motor current and average motor
current averaged over first three uses, a ratio of last use’s
average motor current and average motor current aver-
aged over first three uses, and an average motor current
averaged over first three uses.
[0008] A use may be a shave in some embodiments.
Thebinneddistributionmaybevisualisedasahistogram.
[0009] In an embodiment, the machine learning model
is a random forest regressor trained to output a numerical
value denoting an estimate of cutting element wear.
[0010] In an embodiment, the random forest regressor
include three estimators, has a maximum depth of 12,
and has a minimum samples leaf of 2.
[0011] According to an aspect of the present invention,
there is provided a computer-implemented method of
estimating a degree of wear of a cutting element for a
user of a personal care appliance, the computer-imple-
mented method comprising: estimating cutting element
wear using the computer-implemented method of any
precedingclaim,wherein themachine learningmodel is a
first machine learningmodel; classifying sensitivity of the
user by: receiving, from the sensor, data representing
physical parameters associated with operating the per-
sonal care appliance, and assigning, using a second
machine learning model, a user to a classification of
sensitivity to the cutting element of the personal care
appliance based on the received data; determining a
maximum cutting element wear value of a user based
on their classification; calculating a degree of cutting
elementwear based on the determinedmaximumcutting
element wear value and the estimated cutting element
wear; and sending a signal indicating the calculated
degree of cutting element wear.
[0012] In thisway, thedegreeof cuttingelementwear is
personalised to the user and their pattern of shaving.
[0013] In an embodiment, the calculating the degree of
cutting element wear comprises using:
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where D is the degree or cutting element wear, cRPS
denotes the estimated cutting element wear, and EoL
RPS denotes the maximum cutting element wear of a
user.
[0014] According to an aspect of the present invention,
there is provided a computer-implemented method of
training a machine learning model to estimate wear of
a cutting element of a personal care appliance, the com-
puter-implemented method comprising: receiving a data
set including a plurality of predictors derived from physi-
cal parameters sensed by a sensor of the personal care
appliance, and values corresponding to estimates of
cutting element wear, the physical parameters asso-
ciated with operation of the personal care appliance;
constructing the machine learning model using at least
some data from the data set; and optimising themachine
learning model to improve accuracy in predicting the
values corresponding to estimates of cutting element
wear.
[0015] In an embodiment, the machine learning model
is a random forest regressor, wherein the constructing
the machine learning model using at least some data
from the data set comprises: iteratively excluding data
associated with one personal care appliance from
amongst a plurality of personal care appliances upon
which the data set is based; and constructing the random
forest regressor by bootstrapping non-excluded data
from the data set.
[0016] In an embodiment, the optimising the machine
learning model comprises: applying k-fold cross-valida-
tion using the excluded data.
[0017] In an embodiment, the data set including pre-
dictors in columns, and estimated cutting element wear
values in rows.
[0018] In an embodiment, the physical parameters
include current and/or power of a motor used to drive
the cutting element. Using such parameters is useful
since each user would have a different gradient of in-
crease ofmotor current, and thereby, the cutting element
wear esimtate, each of them would have different rate of
wear,making itmorepersonal than theexisting solutions.
[0019] In an embodiment, the plurality of predictors are
selected from a list of predictors including: a binned
distribution of motor power of a last use, an average
motor current of last use, a binned distribution of motor
power of a last use minus one, a maximum power of the
last use minus one, an average motor current of the last
use minus one, a binned distribution of motor power of a
last useminus two,anabsolutemaximumcurrent of a last
useminus two, amaximumpowerofa last useminus two,
an averagemotor current of last useminus two, a binned
distribution of a difference between motor power be-
tween a last use and a first three uses, a binned distribu-
tion of motor power averaged over first three uses, an
average absolute maximum current of the last three

uses, a maximum power ratio between last use and an
average from the first three uses, amaximumpower from
amongst the last threeuses,anaveragemaximumpower
of the last three uses, a difference between a last use and
the previous use’s average motor current, a different of
last use’s average motor current and average motor
current averaged over first three uses, a ratio of last use’s
average motor current and average motor current aver-
aged over first three uses, and an average motor current
averaged over first three uses.
[0020] According to an aspect of the present invention,
there isprovideda transitory, or non-transitory, computer-
readable medium, having instructions stored thereon
that, when executed by a processor, cause the processor
to perform the computer-implemented method of any
preceding aspect or embodiment.
[0021] According to an aspect of the present disclo-
sure, there is provided a personal care appliance, com-
prising: an attachment for attaching to a cutting element;
a sensor for sensingphysical parametersassociatedwith
operating the personal care appliance; and a controller
having a processor and storage, the storage having
instructions stored thereon that, when executed by the
processor, cause the processor to perform the computer-
implemented method of any preceding aspect or embo-
diment.
[0022] These and other aspects of the present inven-
tionwill beapparent fromandelucidatedwith reference to
the embodiment(s) described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0023] The embodiments of the present inventions
may be best understood with reference to the accom-
panying figures, in which:

Fig. 1 shows a schematic view of a personal care
appliance according to one or more embodiments;
Fig. 2 shows a flow chart summarising a computer-
implemented method of estimating wear of a cutting
element of the personal care appliance from Fig. 1,
according to one or more embodiments;
Fig. 3 shows a flow chart summarising a computer-
implemented method of training a machine learning
model to estimate wear of a cutting element of the
personal care appliance from Fig. 1, according to
one or more embodiments;
Fig. 4 shows a flowchart summarising the computer-
implemented method of Fig. 3 in a different way,
according to one or more embodiments;
Fig. 5 shows a flow chart summarising a computer-
implemented method of classifying sensitivity of a
user to a treatment head of an appliance, according
to one or more embodiments;
Fig. 6 shows a decision tree, according to one or
more embodiments;
Fig. 7 shows a flow chart summarising a computer-
implemented method of training the machine learn-
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ing model from Fig. 5, according to one or more
embodiments;
Fig. 8 shows a flow chart summarising in a different
way the computer-implemented method of training
themachine learningmodel fromFig. 5, according to
one or more embodiments; and
Fig. 9 shows a flow chart summarising a computer-
implementedmethodof calculatingadegreeof treat-
ment hear wear of an appliance according to one or
more embodiments.

DETAILED DESCRIPTION OF THE EMBODIMENTS

[0024] At least some of the example embodiments
described herein may be constructed, partially or wholly,
using dedicated special-purpose hardware. Terms such
as ’component’, ’module’ or ’unit’ used herein may in-
clude, but are not limited to, a hardware device, such as
circuitry in the form of discrete or integrated components,
a Field Programmable Gate Array (FPGA) or Application
Specific Integrated Circuit (ASIC), which performs cer-
tain tasks or provides the associated functionality. In
some embodiments, the described elements may be
configured to reside on a tangible, persistent, addressa-
ble storagemediumandmaybeconfigured toexecuteon
one or more processors. These functional elements may
in some embodiments include, by way of example, com-
ponents, such as software components, object-oriented
software components, class components and task com-
ponents, processes, functions, attributes, procedures,
subroutines, segments of program code, drivers, firm-
ware, microcode, circuitry, data, databases, data struc-
tures, tables, arrays, and variables. Although the exam-
ple embodiments have been described with reference to
the components, modules and units discussed herein,
such functional elements may be combined into fewer
elements or separated into additional elements. Various
combinations of optional features have been described
herein, and it will be appreciated that described features
may be combined in any suitable combination. In parti-
cular, the features of any one example embodiment may
be combined with features of any other embodiment, as
appropriate, except where such combinations are mu-
tually exclusive. Throughout this specification, the term
"comprising" or "comprises" means including the com-
ponent(s) specified but not to the exclusion of the pre-
sence of others.
[0025] With reference to Fig. 1, a personal care appli-
ance 10 including a cutting element 12 and a handle 14.
The personal care appliance 10 may be a grooming
appliance such as a hair cutting appliance. Hair cutting
appliances generally involve hair trimmers, shavers, epi-
lators, and combined devices. The personal care appli-
ance 10 may be used for trimming and shaving.
[0026] Thecuttingelement 12 comprisesa stator anda
moveable blade each comprising teeth. The moveable
blade moves relative to the stator to cut hair between the
teeth.

[0027] The handle 14 is elongate and has an attach-
ment 15 for attaching to the cutting element. In other
words, the attachment 15 is for attaching the cutting
element 12 to the handle. The personal care appliance
10 further comprises amotor 16, a sensor 18, a controller
20, and an energy storage unit 22.
[0028] The motor 16 may be an electric motor 16 and
may be connected to the cutting element to drive the
blade. The motor 16 is powered by energy from the
storage unit 22. The sensor may be a sensor 18 is
configured to sense physical parameters associatedwith
operating the personal care appliance. The physical
parameters include current and/or power of themotor 16.
[0029] The controller 20 comprises a processor 24 and
storage 26. The storage 26 has instructions stored there-
on that, when executed by the processor 24, cause the
processor to perform any of the methods described be-
low.Thestoragemay thus formnon-transitory, computer-
readable media having instructions stored thereon that
when executed by the processor cause the processor to
perform any of the methods described herein. The in-
structions may also be provided on transitory computer-
readable media that can be added to the storage when,
for example, an update is required.
[0030] With reference to Fig. 2, a computer-implemen-
ted method of estimating wear of the cutting element of
the personal care appliance is summarised as having
steps including: receiving S200, from a sensor of the
personal care appliance, physical parameters asso-
ciated with operating the personal care appliance; esti-
mating S202, using a machine learning model, cutting
element wear based on the sensed physical parameters;
and sending S204 a signal indicating the estimated cut-
ting elementwear. Themachine learningmodelmay be a
first machine learning model.
[0031] In other words, during inference, the machine
learning model is used to estimate wear of the cutting
element based on the sensor data, e.g. motor current,
power, etc., of a new use, or shave. The blade wear
estimation output by the machine learning model may
be a numerical value. The numerical valuemay be called
a robot pulling score (RPS). The robot pulling score
obtained during a current shave is called a current robot
pulling score cRPS, which is an objective representation
of the state of the cutting element or anestimation ofwear
of the cutting element.
[0032] In this way, themachine learningmodel may be
a random forest regressor trained to output the numerical
value denoting an estimate of cutting element wear. In
order to obtain the numerical value from the random
forest regressor, first a plurality of predictors are calcu-
lated using the physical parameters (e.g. motor current
and/or power). Theplurality of predictors are then input to
the machine learning model.
[0033] The plurality of predictorsmay be selected from
a list of predictors including: a binneddistributionofmotor
power of a last use, an averagemotor current of last use,
a binned distribution of motor power of a last use minus
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one, a maximum power of the last use minus one, an
averagemotor current of the last useminusone, abinned
distribution of motor power of a last use minus two, an
absolute maximum current of a last use minus two, a
maximum power of a last use minus two, an average
motor current of last use minus two, a binned distribution
of a difference between motor power between a last use
and a first three uses, a binned distribution of motor
power averaged over first three uses, an average abso-
lute maximum current of the last three uses, a maximum
power ratio between last use and an average from the
first three uses, amaximum power from amongst the last
three uses, an average maximum power of the last three
uses, a difference between a last use and the previous
use’s average motor current, a different of last use’s
average motor current and average motor current aver-
aged over first three uses, a ratio of last use’s average
motor current and average motor current averaged over
first three uses, and an average motor current averaged
over first three uses.
[0034] The random forest regressor may include three
estimators, have a maximum depth of 12, and have a
minimum samples lead of 2.
[0035] With reference to Fig. 3, a computer-implemen-
ted method of training the machine learning model to
estimate wear of a cutting element of a personal care
appliance is summarised as having steps including: re-
ceiving S300 a data set including a plurality of predictors
derived from physical parameters sensed by a sensor of
the personal care appliance, and values corresponding
to estimates of cutting element wear, the physical para-
meters associated with operation of the personal care
appliance; constructing S302 themachine learningmod-
el using at least some data from the data set; and opti-
mising S304 the machine learning model to improve
accuracy in predicting the values corresponding to esti-
mates of cutting element wear.
[0036] With reference to Fig. 4, step S300 may be
divided into S300A and S300B. Step S300A may be
collecting sensor data associated with physical para-
meters, and then computing the plurality of predictors.
The predictors may be the same as described above for
the machine learning model during inference. Step
S300B may be collecting lab test results including RPS
values. The RPS values will be associated with the
sensor data since an RPS value for each use of the
personal care appliance can be obtained and associated
with the sensor data for that use. In addition, the users
may fill in a questionnaire scoring various aspects of the
shave.
[0037] Steps S302 and S304 of Fig. 3 may be equated
in a single block in Fig. 4. The constructing the machine
learning model may include iteratively excluding data
associated with one personal care appliance from
amongst a plurality of personal care appliances based,
and constructing the random forest regressor by boot-
strapping non-excluded data from the data set. The
optimising the machine learning model may comprise

applying k-fold cross-validation using the excluded data.
[0038] It should be noted that when pre-processing the
data for training themachine learningmodel, the data set
is processed to include the predictors in columns and the
estimated wear values of the cutting element (RPS va-
lues) in rows.
[0039] StepS306 of Fig. 4 corresponds to stepS204 of
Fig. 2, namely sending a signal indicating the estimated
cutting element wear. This signal may include the RPS
value. Using the RPS value, further inference can be
obtained to classify a user according to a particular rate of
wear. There may be three rate of wear segments that a
user can be classified in. Those three segments may
include: segment 1, slow wear (e.g. when there is a
difference of 0.03 in RPS value between uses); segment
2, steady wear (e.g. when there is a difference between
0.03 and 0.05 in RPS value between uses); and segment
3, fast wear (e.g. when there is a difference between 0.05
in RPS value between uses).
[0040] With reference to Fig. 5, according to one or
more further embodiments, a computer-implemented
method of classifying sensitivity of a user to a treatment
head of an appliance may be summarised to have steps
including: receivingS500, fromasensorof theappliance,
data representing physical parameters associated with
operating the appliance; assigning S502, using a ma-
chine learning model, a user to a classification of sensi-
tivity to a treatment head of the appliance based on the
received data; and sending S504 a signal indicating the
assigned classification.
[0041] The appliance may be a personal care appli-
ance, such as the personal care appliance of Fig. 1. The
treatment headmaybe the cutting element. Themachine
learning model of this embodiment may be a second
machine learning model.
[0042] The physical parameters in this embodiment
may include current and/or power of the motor used to
drive the treatment head.
[0043] In this embodiment, the machine learning mod-
el may be a decision tree.
[0044] The assigning the user to the classificationmay
comprise calculating a plurality of predictors using the
data representing the physical parameters, inputting the
plurality of predictors to inputs of the decision tree and
outputting from the decision tree the classification of the
user to the sensitivity to the treatment head of the appli-
ance. Thepredictors in this embodimentmaybe selected
from a different list of descriptors than previous embodi-
ments. The list of descriptors for this embodiment may
include a binned distribution of motor power values from
first three uses, a binned distribution of motor power of a
first use, a binned distribution of motor power values of
each use from amongst first to third uses, and a binned
distribution of power values of a last use.
[0045] A first class may be used for non-sensitive
users, a second class may be used for normal-sensitive
users, and a third class may be used for sensitive users.
The terms first to third do not denote any particular order
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of classification but are used to distinguished between
the classes.
[0046] With reference to Fig. 6, the decision tree 30
includes a plurality of nodes 32. Each node 32 is either a
branch node or a leaf node. The branch node provides a
split leading to two new nodes. The leaf nodes are output
nodes outputting a classifying sensitivity of a user to a
treatment head of an appliance. The splits are different
for each level of the tree, and eachbranchof the tree. The
splits may be numerical values and may be decided by
training the machine learning model as explained below.
One of the predictors 38 is applied after each branch
node. The predictor 38 applied at each branch may be
different. All of the foregoing predictors may be used at
some point of the decision tree 30. The value of the
predictor is compared to the split and if the predictor is
less than or equal to the split, a first branch is taken. If the
predictor is greater than the split, a second branch is
taken. In Fig. 6, the first branch is a left branch, and the
second branch is a right branch. This convention may be
altered in other embodiments.
[0047] The three classes output at the leaf nodes may
be a first class 34may be used for non-sensitive users, a
second class 35may be used for normal-sensitive users,
and a third class 36may be used for sensitive users. The
terms first to third do not denote any particular order of
classification, but are used to distinguished between the
classes.
[0048] With reference to Fig. 7, a computer-implemen-
ted method of training the machine learning model (i.e.
the secondmachine learningmodel) to assign a user to a
classification of sensitivity to a treatment head of an
appliancemaybesummarisedashaving steps including:
receiving S600 a data set including a plurality of classi-
fications, and a plurality of predictors derived from data
sensed from a sensor of the appliance, the data repre-
senting physical parameters associated with operating
the appliance; inputting S602 the plurality of predictors to
the machine learning model to assign the user to a
classification according to one of the plurality of classi-
fications; and optimising S604 the machine learning
model to reduce error between the assigned classifica-
tion and the classification in the data set.
[0049] Again, the classifications include a first class for
non-sensitive users, a second class for normal sensitive
users, and a third class for sensitive users. The machine
learning model may be the machine learning model out-
lined above with reference to Fig. 5, namely the second
machine learning model. The predictors may be the
same as those outlined above with reference to Fig. 5.
The physical parameters may include current and/or
power of a motor used to drive the treatment head.
[0050] Theoptimising themachine learningmodelmay
be performed using a classification and regression tree
algorithm, CART algorithm. The CART algorithm may
generate the splits identified above in relation to second
machine learningmodel referencedwhendiscussingFig.
5.

[0051] The plurality of classifications may be gener-
ated by receiving scores from a user for each aspect of
using the appliance, and calculating thresholds for each
classification based on differences between subseg-
ments of users. The aspects may include overall perfor-
mance, comfort during a use, pulling hairs during a use, a
burning feeling during a use, and redness during the use.
These aspectsmay be input manually by a user to a user
interface device (not shown) in response to a question-
naire during the lab testswhen obtaining the training data
set.
[0052] Fig. 8 shows a different way of summarising the
embodiment of Figs. 5 and 6.
[0053] With reference toFig. 8, stepS600maybe input
to the secondmachine learningmodel in addition to Step
700. Step 700 includes responses to a questionnaire to
gather user data and feedback for each user. The feed-
back may include the aspects described above. The
questionnaire may be populated after each shave during
a training period, optionally in a lab setting.
[0054] Steps S602 and S604 are combined in one
block in Fig. 8. Step S702 may correspond to obtaining
the class of the user (e.g. first to third class). Step S704
may involve adjusting an end of life blade wear value
based on the class of the user. The end-of-life bladewear
value may be a RPS value (EoL RPS or end-of-life robot
pulling score value) as in the above embodiments and
may be predetermined. The EoL RPS may be a max-
imum treatment headwear value of a user based on their
classification. In other words, there may be a predeter-
mined maximum blade wear value, which is adjusted
based on the user’s sensitivity class. On reaching the
end-of-life blade wear value, a signal is sent to a display
device to signal to the user that the blade, or treatment
head, needs to be replaced.
[0055] With reference to Fig. 9, the foregoing embodi-
ments may be combined in holistic method of calculating
a degree of treatment head wear of an appliance. The
method may be a computer-implemented method and
may include the following steps: receiving S200, from a
sensor of the personal care appliance, physical para-
meters associated with operating the personal care ap-
pliance; estimatingS202, using amachine learningmod-
el, cutting element wear based on the sensed physical
parameters; and sending S204 a signal indicating the
estimated cutting element wear. The method also com-
prises the steps of receiving questionnaire data S800
from a user interface device 802, to train the second
machine learning mode. The methodmay also comprise
assigning S502, using the second machine learning
model, a user to a classification of sensitivity to a treat-
ment head (e.g. a cutting element), of the appliance (e.g.
personal care appliance), based on the received sensor
data. The method may also comprise calculating S704,
and sending, the maximum treatment head (e.g. cutting
element) wear value, EoL RPS, of a user based on their
classification.
[0056] The method also comprises calculating S804 a
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degree of treatment head (e.g. cutting element) wear
based on the determined maximum treatment head
(e.g. cutting element) wear value and the estimated
treatment head (e.g. cutting element) wear. The method
also comprises sending S806 a signal indicating the
calculated degree of treatment head wear to a user inter-
face device 802 or a display of the appliance 10.
[0057] In some embodiments, the calculating the de-
gree of treatment head wear comprises using:

where D is the degree or treatment head wear, cRPS
denotes the estimated treatment head wear, and EoL
RPS denotes the maximum treatment head wear of a
user.
[0058] While the invention has been illustrated and
described in detail in the drawings and foregoing descrip-
tion, such illustration and description are to be consid-
ered illustrative or exemplary and not restrictive; the
invention is not limited to the disclosed embodiments.
[0059] Other variations to the disclosed embodiments
can be understood and effected by those skilled in the art
in practicing the claimed invention, from a study of the
drawings, the disclosure, and the appended claims. In
the claims, the word "comprising" does not exclude other
elements or steps, and the indefinite article "a" or "an"
does not exclude a plurality. A single processor or other
unit may fulfil the functions of several items recited in the
claims. Themere fact that certainmeasuresare recited in
mutually different dependent claims does not indicate
that a combination of these measured cannot be used
to advantage. Any reference signs in the claims should
not be construed as limiting the scope.
[0060] The following clauses may be used to under-
stand various aspects of the present disclosure.
[0061] Clause 1. A computer-implemented method of
classifying sensitivity of a user to a treatment head of a
appliance, the computer-implemented method compris-
ing: receiving, from a sensor of the appliance, data re-
presenting physical parameters associated with operat-
ing the appliance; assigning, using a machine learning
model, a user to a classification of sensitivity to a treat-
ment head of the appliance based on the received data;
and sending a signal indicating the assigned classifica-
tion.
[0062] Clause 2. The computer-implemented method
of Clause 1, wherein the physical parameters include
current and/or power of a motor used to drive the treat-
ment head.
[0063] Clause 3. The computer-implemented method
of Clause 1 or Clause 2, wherein the machine learning
model is a decision tree.
[0064] Clause 4. The computer-implemented method
of Clause 3, wherein the assigning, using a machine
learningmodel, the user to the classification of sensitivity
to the treatment head of the appliance based on the

received data comprises: calculating a plurality of pre-
dictors using the data representing the physical para-
meters; inputting the plurality of predictors to inputs of the
decision tree; and outputting, from the decision tree, the
classification of the user to the sensitivity to the treatment
head of the appliance.
[0065] Clause 5. The computer-implemented method
of Clause 4, wherein the plurality of predictors is selected
from a list of predictors including: a binned distribution of
motor power values from first three uses, a binned dis-
tributionofmotor powerof afirst use, abinneddistribution
of motor power values of each use from amongst first to
third uses, and a binned distribution of power values of a
last use.
[0066] Clause 6. The computer-implemented method
of Clause 5,wherein a first class is used for non-sensitive
users, a second class is used for normal-sensitive users,
and a third class is used for sensitive users.
[0067] Clause 7. A computer-implemented method of
calculating a degree of treatment head wear of a appli-
ance, comprising: assigning a user to a classification of
sensitivity using the method of any preceding clause,
wherein themachine learningmodel is a secondmachine
learning model; determining a maximum treatment head
wear value of a user based on their classification; esti-
mating a treatment head wear by: receiving, from the
sensor, physical parameters associated with operating
the appliance, estimating, using a first machine learning
model, treatment head wear based on the sensed phy-
sical parameters; calculating the degree of treatment
headwear based on the determinedmaximum treatment
headwear value and the estimated treatment headwear;
and sending a signal indicating the calculated degree of
treatment head wear.
[0068] Clause 8. The computer-implemented method
of Clause 7, wherein the calculating the degree of treat-
ment head wear comprises using:

, where D is the degree
or treatment head wear, cRPS denotes the estimated
treatment head wear, and EoL RPS denotes the max-
imum treatment head wear of a user.
[0069] Clause 9. A computer-implemented method of
training a machine learning model to assign a user to a
classification of sensitivity to a treatment head of an
appliance, the computer-implemented method compris-
ing: receiving a data set including a plurality of classifica-
tions, and a plurality of predictors derived from data
sensed from a sensor of the appliance, the data repre-
senting physical parameters associated with operating
the appliance; inputting the plurality of predictors to the
machine learning model to assign the user to a classifi-
cation according to one of the plurality of classifications;
and optimising the machine learning model to reduce
error between the assigned classification and the classi-
fication in the data set.
[0070] Clause10. Thecomputer-implementedmethod
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of Clause 9, wherein the classifications including a first
class for non-sensitive users, a second class for normal
sensitive users, and a third class for sensitive users.
[0071] Clause 11. The computer-implementedmethod
of Clause 9 or Clause 10, wherein the machine learning
model is a decision tree.
[0072] Clause12. Thecomputer-implementedmethod
of Clause 11, wherein the optimising the machine learn-
ing model is performed using a classification and regres-
sion tree algorithm.
[0073] Clause13. Thecomputer-implementedmethod
of any of Clauses 9 to 12, wherein the physical para-
meters includes current and/or power of a motor used to
drive the treatment head.
[0074] Clause14. Thecomputer-implementedmethod
of Clause 13, wherein the plurality of predictors is se-
lected from a list of predictors including: a binned dis-
tribution of motor power values from first three uses, a
binned distribution of motor power of a first use, a binned
distribution of motor power values of each use from
amongst first to third uses, and a binned distribution of
power values of a last use.
[0075] Clause15. Thecomputer-implementedmethod
of any of Clauses 9 to 14, comprising generating the
plurality of classifications by receiving scores froma user
for each aspect of using the appliance, and calculating
thresholds for each classification based on differences
between subsegments of users, wherein optionally the
aspects include overall performance, comfort during a
use, pulling hairs during a use, a burning feeling during a
use, and redness during the use.
[0076] Clause16. Thecomputer-implementedmethod
of any preceding claim, wherein the appliance is a per-
sonal care appliance and optionally wherein the treat-
ment head is a cutting element.
[0077] Clause 17. A transitory, or non-transitory, com-
puter-readablemedium having instructions stored there-
on that, when executed by a processor, cause the pro-
cessor to perform the computer-implemented method of
any preceding clause.
[0078] Clause 18. An appliance, including: an attach-
ment for attaching a treatment head thereto; a sensor for
sensing physical parameters associated with operating
the appliance; and a controller including a processor and
storage, the storage having instructions stored thereon
that when executed by the processor cause the proces-
sor to perform the computer‑ implementedmethod of any
of Clauses 1 to 8.

Claims

1. Acomputer-implementedmethodofestimatingwear
of a cuttingelement (12) of a personal careappliance
(10), the computer-implemented method compris-
ing:

receiving (S200), from a sensor of the personal

care appliance, physical parameters associated
with operating the personal care appliance;
estimating (S202), using a machine learning
model, cutting element wear based on the
sensed physical parameters; and
sending (S204) a signal indicating the estimated
cutting element wear.

2. The computer-implemented method of Claim 1,
wherein the physical parameters include current
and/or power of amotor (16) used to drive the cutting
element.

3. The computer-implemented method of Claim 2,
further comprisingcalculatingapluralityof predictors
using the physical parameters, and wherein the es-
timating cutting element wear based on the sensed
physical parameters comprises inputting, to the ma-
chine learning model, the plurality of predictors.

4. The computer-implemented method of Claim 3,
wherein the plurality of predictors are selected from
a list of predictors including:
a binned distribution of motor power of a last use, an
average motor current of last use, a binned distribu-
tion of motor power of a last use minus one, a max-
imum power of the last use minus one, an average
motor current of the last use minus one, a binned
distribution of motor power of a last use minus two,
an absolute maximum current of a last use minus
two, a maximum power of a last use minus two, an
average motor current of last use minus two, a
binned distribution of a difference between motor
power between a last use and a first three uses, a
binned distribution of motor power averaged over
first three uses, an average absolute maximum cur-
rent of the last three uses, a maximum power ratio
between last use and an average from the first three
uses, amaximumpower fromamongst the last three
uses, an average maximum power of the last three
uses, a difference between a last use and the pre-
vious use’s average motor current, a different of last
use’s average motor current and average motor
current averaged over first three uses, a ratio of last
use’s average motor current and average motor
current averaged over first three uses, and an aver-
age motor current averaged over first three uses.

5. The computer-implemented method of any preced-
ing claim, wherein the machine learning model is a
random forest regressor trained to output a numer-
ical value denoting an estimate of cutting element
wear.

6. The computer-implemented method of Claim 5,
wherein the random forest regressor include three
estimators, has a maximum depth of 12, and has a
minimum samples leaf of 2.
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7. A computer-implemented method of estimating a
degree of cutting element wear for a user of a per-
sonal care appliance, the computer-implemented
method comprising:

estimating cutting element wear using the com-
puter-implemented method of any preceding
claim, wherein the machine learning model is
a first machine learning model;
classifying sensitivity of the user by:

receiving (S500), from the sensor, data re-
presenting physical parameters associated
with operating the personal care appliance,
and
assigning (S502), using a second machine
learning model, a user to a classification of
sensitivity to the cutting element of the per-
sonal care appliance based on the received
data;

determining (S704) amaximum cutting element
wear value of a user based on their classifica-
tion;
calculating (S804) a degree of cutting element
wear basedon thedeterminedmaximumcutting
element wear value and the estimated cutting
element wear; and
sending (S806) a signal indicating the calcu-
lated degree of cutting element wear.

8. The computer-implemented method of Claim 7,
wherein the calculating thedegreeof cuttingelement
wear comprises using:

whereD is the degree or cutting elementwear, cRPS
denotes the estimated cutting element wear, and
EoL RPS denotes the maximum cutting element
wear of a user.

9. A computer-implemented method of training a ma-
chine learning model to estimate cutting element
wear of a personal care appliance, the computer-
implemented method comprising:

receiving (S300) a data set including a plurality
of predictors derived from physical parameters
sensed by a sensor of the personal care appli-
ance, and values corresponding to estimates of
cutting element wear, the physical parameters
associated with operation of the personal care
appliance;
constructing (S302) themachine learningmodel
using at least some data from the data set; and

optimising (S304) themachine learningmodel to
improve accuracy in predicting the values cor-
responding to estimates of cutting element
wear.

10. The computer-implemented method of Claim 9,
wherein the machine learning model is a random
forest regressor, wherein the constructing the ma-
chine learning model using at least some data from
the data set comprises:

iteratively excluding data associated with one
personal care appliance from amongst a plur-
ality of personal care appliances uponwhich the
data set is based; and
constructing the random forest regressor by
bootstrapping non-excluded data from the data
set.

11. The computer-implemented method of Claim 10,
wherein the optimising the machine learning model
comprises:
applying k-fold cross-validation using the excluded
data.

12. Thecomputer-implementedmethodof anyofClaims
9 to 11, wherein the data set including predictors in
columns, andestimated cutting elementwear values
in rows.

13. Thecomputer-implementedmethodof anyofClaims
9 to 12, wherein the physical parameters include
current and/or power of a motor used to drive the
cutting element.

14. Thecomputer-implementedmethodof anyofClaims
9 to 13, wherein the plurality of predictors are se-
lected from a list of predictors including:
a binned distribution of motor power of a last use, an
average motor current of last use, a binned distribu-
tion of motor power of a last use minus one, a max-
imum power of the last use minus one, an average
motor current of the last use minus one, a binned
distribution of motor power of a last use minus two,
an absolute maximum current of a last use minus
two, a maximum power of a last use minus two, an
average motor current of last use minus two, a
binned distribution of a difference between motor
power between a last use and a first three uses, a
binned distribution of motor power averaged over
first three uses, an average absolute maximum cur-
rent of the last three uses, a maximum power ratio
between last use and an average from the first three
uses, amaximumpower fromamongst the last three
uses, an average maximum power of the last three
uses, a difference between a last use and the pre-
vious use’s average motor current, a different of last
use’s average motor current and average motor
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current averaged over first three uses, a ratio of last
use’s average motor current and average motor
current averaged over first three uses, and an aver-
age motor current averaged over first three uses.

15. A personal care appliance (10), comprising:

an attachment for attaching to a cutting element
(12);
a sensor (18) for sensing physical parameters
associated with operating the personal care ap-
pliance; and
a controller (20) having a processor (22) and
storage (24), the storage having instructions
stored thereon that, when executed by the pro-
cessor, cause theprocessor to perform the com-
puter-implemented method of any preceding
claim.
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