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(57) A further coding efficiency increase may be
achieved if for a current block of a picture, for which
the bit stream signals one of supported partitioning pat-
terns, a reversal of the partitioning by block merging is
avoided. In particular, if the signaled oneof the supported
partitioning patterns specifies a subdivision of the block
into two or more further blocks, a removal of certain
coding parameter candidates for all further blocks, ex-
cept a first further block of the further blocks in a coding

order, is performed. In particular, those coding parameter
candidatesare removed from theset of codingparameter
candidates for the respective further block, the coding
parameters of which are the same as coding parameters
associated with any of the further blocks which, when
being merged with the respective further block, would
result in one of the supported partitioning pattern. By this
measure, redundancy between partitioning coding and
merging coding is avoided.
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Description

[0001] The present application concerns picture and/or video coding and in particular codecs supporting block
partitioning and block merging.
[0002] Manypicture and/or video codecs treat the pictures in units of blocks. For example, predictive codecsuse ablock
granularity in order to achieve a good compromise between very precisely set prediction parameters set at a high spatial
resolution with, however, spending too much side information for the prediction parameters on the one hand and too
coarsely set predictionparameters, causing theamount of bits necessary toencode theprediction residual to increasedue
to the lower spatial resolution of the prediction parameters, on the other hand. In effect, the optimum setting for the
prediction parameters lies somewhere between both extremes.
[0003] Several attempts have been made in order to obtain the optimum solution for the above-outlined problem. For
example, instead of using a regular subdivision of a picture into blocks regularly arranged in rows and columns, multi-tree
partitioning subdivision seeks to increase the freedom of subdividing a picture into blocks at a reasonable demand for
subdivision information. Nevertheless, evenmulti-tree subdivision necessitates the signalization of a remarkable amount
of data and the freedom in subdividing a picture is quite restricted even in case of using such multi-tree subdivisioning.
[0004] In order to enable a better tradeoff between the amount of side information necessary in order to signalize the
picture subdivisionon theonehandand the freedom insubdividing thepictureon theother hand,mergingof blocksmaybe
used in order to increase the number of possible picture subdivisionings at a reasonable amount of additional data
necessary in order to signalize the merging information. For blocks being merged, the coding parameters need to be
transmitted within the bitstream in full merely once, similarly as if the resulting merged group of blocks was a directly sub-
divided portion of the picture.
[0005] However, there is still a need for achieving better coding efficiency, due to remaining redundancies newly caused
by the combination of block merging and block subdivisioning.
[0006] Thus, the object of the present invention is to provide a coding concept having an increased coding efficiency.
This object is achieved by the pending independent claims.
[0007] The idea underlying the present invention is that a further coding efficiency increase may be achieved if for a
current block of a picture, for which the bit stream signals one of supported partitioning patterns, a reversal of the
partitioning by blockmerging is avoided. In particular, if the signaled one of the supported partitioning patterns specifies a
subdivision of the block into two or more further blocks, a removal of certain coding parameter candidates for all further
blocks, except a first further blockof the further blocks in acodingorder, is performed. In particular, those codingparameter
candidates are removed from the set of coding parameter candidates for the respective further block, the coding
parameters of which are the same as coding parameters associated with any of the further blocks which, when being
merged with the respective further block, would result in one of the supported partitioning pattern. By this measure,
redundancy between partitioning coding and merging coding is avoided and the signaling overhead for signaling the
merge information may additionally be reduced by exploiting the reduced size of the set of coding parameter candidates.
Moreover, the positive effects of combining block partitioningwith blockmerging aremaintained. That is, due to combining
theblock partitioningwith theblockmerging, the variety of achievable partitioning patterns is increased relative to the case
without block merging. The increase in signalization overhead is kept in reasonable limits. Lastly, block merging enables
uniting further blocks beyond the boundary of the current block, thereby offering granularities which would not be possible
without block merging.
[0008] Applying a slightly different view of the set of merge candidates, the above-explained idea manifests itself, in
accordance with a further aspect of the present invention, in a decoder configured to decode a bit stream signaling one of
supported partitioning patterns for a current block of a picture with the decoder being configured to remove, if the signaled
one of the supported partitioning patterns specifies a subdivision of the block into two ormore further blocks, for all further
blocks except a first further block of the further blocks in a cording order, from a set of candidate blocks for the respective
further blocks, candidate blocks which would, when being merged with the respective further blocks, result in one of the
supported partitioning patterns.
[0009] Advantageous implementations of the present invention are the subject of the attached dependent claims.
[0010] Preferred embodiments of the present application are described in the following inmore detail with respect to the
figures among which:

Fig. 1 shows a block diagram of an encoder according to an embodiment;

Fig. 2 shows a block diagram of a decoder according to an embodiment;

Fig. 3 shows a block diagram of a possible internal structure of the encoder of Fig. 1;

Fig. 4 shows a block diagram of a possible internal structure of the decoder of Fig. 2;
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Fig. 5a shows schematically a possible subdivision of a picture into tree-root blocks, coding units (blocks) and
prediction units (partitions);

Fig. 5b shows a subdivision tree of the tree-root block shown in Fig. 5a, down to the level of the partitions, in ac-
cordance with an illustrative example;

Fig. 6 shows an embodiment for a set of possible supported partitioning patterns in accordance with an embodi-
ment;

Fig. 7 shows possible partitioning patterns which effectively result from combining block merging and block par-
titioning when using the block partitioning in accordance with Fig. 6;

Fig. 8 schematically shows candidate blocks for a SKIP/DIRECT mode in accordance with an embodiment;

Fig. 9‑11 show syntax portions of a syntax in accordance with an embodiment; and

Fig. 12 schematically shows the definition of neighboring partitions for a partition in accordance with an embodi-
ment.

[0011] With respect to the following description, it is noted that whenever the same reference sign is used in connection
with different figures, the explanationswith regard to the respective element presentedwith respect to one of these figures
shall equally apply to theother figures, provided that such transferring of explanations fromonefigure to theother doesnot
conflict with the remaining description of this other figure.
[0012] Fig. 1showsanencoder10according toanembodiment of thepresent invention.Theencoder10 is configured to
encode a picture 20 into a bit stream30.Naturally, picture 20 could be part of a video inwhich case the encoderwould be a
video encoder.
[0013] Thepicture20comprisesablock40which is currently tobeencodedbyencoder10.Asshown inFig. 1, picture20
may comprise more than one block 40. For example, the picture 20 may be sub-divided into a regular arrangement of
blocks 40 so that the blocks 40 are arranged in rows and columns as exemplarily shown in Fig. 1. However, any other
subdivision of the picture 20 into blocks 40 may also be possible. In particular, subdivision of the picture 20 into blocks 40
may be fixed, i.e., known to the decoder by default ormay be signaledwithin the bit stream30 to the decoder. In particular,
blocks 40 of picture 20 may vary in size. For example, a multi-tree subdivision such as a quad-tree subdivision may be
applied to picture 20 or to a regular pre-subdivisioning of picture 20 into regularly arranged tree-root blocks so as to obtain
blocks 40 which, in this case, form the leaf blocks of the multi-tree subdivision.
[0014] In any case, the encoder 10 is configured to signal within the bit stream 30 one of supported partitioning patterns
for the current block 40. That is, encoder 10 decides as to whether it is in some, for example, rate-distortion optimization
sense better to further partition block 40, and as to which of supported partitioning patterns should be used for a current
block40 inorder toadapt thegranularityatwhichcertain codingparametersaresetwithin thecurrent block40ofpicture20.
Aswill be outlined inmore detail below, the coding parametersmay, for example, represent prediction parameters suchas
inter prediction parameters. Such inter prediction parameters may, for example, comprise a reference picture index, a
motionvectorand the like.Thesupportedpartitioningpatternsmay, for example, compriseanon-partitioningmode, i.e., an
option according to which the current block 40 is not further partitioned, a horizontally partitioning mode, i.e., an option
according towhich the current block 40 is sub-divided along a horizontally extending line into an upper or top portion and a
bottomor lower portionandavertically partitioningmode, i.e., anoptionaccording towhich the current block40 is vertically
sub-divided along a vertically extending line into a left portion and a right portion. Beyond this, the supported partitioning
patterns may also comprise an option according to which the current block 40 is further regularly sub-divided into four
further blocks each assuming one quarter of current block 40. Further, the partitioning may pertain all blocks 40 of the
picture 20ormerely aproper subset thereof suchas thosehavinga certain codingmodeassociated therewith, suchas the
inter prediction mode. Moreover, the set of possible blocks, for which merging is to be applied for the block’s partition(s)
may additionally be confined by bitstream signalization for each block 40 for which merging could be performed, as to
whethermergingshall beavailable for theblock’spartitionsor not.Naturally, suchsignalizationcouldalsobedone for each
potential merge candidate partition individually. Further, different subsets of the supported partitioning modes may be
available for blocks 40, depending, for example, on the block size, the subdivision level of the block 40 in case of the same
being a multi-tree subdivision leaf block, in combination or individually.
[0015] That is, while the subdivision of picture 20 into blocks so as to obtain, inter alias, block 40maybe fixedor signaled
within thebit stream, thepartitioning pattern to beused for current block 40 is signaledwithin the bit stream30 in the formof
partitioning information. Accordingly, the partitioning information may, thus, be thought of as being a kind of extension of
the subdivision of picture 20 into blocks 40. On the other hand, an additional relevance of the original granularity of
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subdivision of picture 20 into blocks 40may still remain. For example, the encoder 10maybe configured to signalizewithin
thebit stream30 the codingmode tobeused for the respectiveportionor block 40of picture 20at thegranularity definedby
block 40 while the encoder 10 is configured to vary the coding parameters of the respective coding mode within the
respective block 40 at an increased (finer) granularity defined by the respective partitioning pattern chosen for the
respective block 40. For example, the codingmode signaled at the granularity of blocks 40may distinguish between intra
predictionmode, interpredictionmodeand the like, suchas temporal interpredictionmode, inter-viewpredictionmodeetc.
The sort of coding parameters associatedwith the one ormore sub-blocks (partitions) resulting from the partitioning of the
respective block 40, then depends on the coding mode assigned to the respective block 40. For example, for an intra-
codedblock40, thecodingparametersmaycompriseaspatial directionalongwhichpicture content of previouslydecoded
portions of picture 20are used to fill the respective block40. In caseof an inter-codedblock 40, the codingparametersmay
comprise, inter alias, a motion vector for motion-compensated prediction.
[0016] Fig. 1 exemplarily shows the current block 40 as being sub-divided into two further (smaller) blocks 50 and 60. In
particular, a vertically partitioningmode is exemplarily shown. The smaller blocks 50 and60mayalso be called sub-blocks
50and60or partitions 50and60or predictionunits 50and60. In particular, theencoder 10 is configured to remove, in such
caseswhere the signaled one of the supported partitioning patterns specifies a subdivision of the current block 40 into two
ormore further blocks 50 and 60, for all further blocks except a first further block of the further blocks 50 and 60 in a coding
order, from a set of coding parameter candidates for the respective further block, coding parameter candidates having
coding parameters which are the sameas coding parameters associatedwith any of the further blockswhichwould, when
beingmergedwith the respective further blocks, result in oneof the supportedpartitioningpatterns. Tobemoreprecise, for
each of the supported partitioning patterns a coding order is defined among the resulting one ormore partitions 50 and 60.
In thecaseofFig. 1, thecodingorder is exemplarily illustratedbyanarrow70, defining that the left partition50 is codedprior
to the right partition 60. In case of a horizontally partitioningmode, it could be defined that the upper partition is coded prior
to the lower partition. In any case, the encoder 10 is configured to remove for the second partition 60 in coding order 70,
from the set of coding parameter candidates for the respective second partition 60, coding parameter candidates having
coding parameters which are the same as coding parameters associated with the first partition 50 in order to avoid the
result of this merging, namely the fact that both partitions 50 and 60 would have the same coding parameters associated
therewith which, in fact, could equally yield by choosing the non-partitioning mode for current block 40 at a lower coding
rate.
[0017] To be more precise, encoder 10 is configured to use block merging in an effective way along with block
partitioning. As far as the block merging is concerned, encoder 10 determines for each partition 50 and 60, a respective
set of codingparameter candidates.Theencodermaybeconfigured todetermine thesetsof codingparameter candidates
for each of the partitions 50 and 60 based on coding parameters associated with previously decoded blocks. In particular,
at least someof the coding parameter candidateswithin the sets of coding parameter candidatesmaybe equal to, i.e.may
be adopted from, the coding parameters of previously decoded partitions. Additionally or alternatively, at least someof the
coding parameter candidates may be derived from coding parameter candidates associated with more than one
previously coded partition, by way of a suitable combination such as a median, mean or the like. However, since the
encoder 10 is configured to perform the determination of the reduced set of coding parameter candidates and, ifmore than
one such coding parameter candidate remains after removal, the choice among the remaining non-removed coding
parameter candidates, for each of the non-first partitions 60 in order to set coding parameters associated with the
respective partition depending on the one non-removed or chosen coding parameter candidate, the encoder 10 is
configured to perform the removal such that coding parameter candidates which would lead, effectively, to a re-uniting of
partitions 50 and 60, are removed. That is, syntax constellations are effectively avoided according to which an effective
partitioning situation is coded more complex than in case of directly signaling this partitioning merely by use of the
partitioning information alone.
[0018] Moreover, as the sets of coding parameter candidates gets smaller, the amount of side information necessary to
encode the merging information into the bit stream 30 may decrease due to the lower number of elements in these
candidate sets. In particular, as the decoder is able to determine and subsequently reduce the sets of coding parameter
candidates in the same way as the encoder of Fig. 1 does, the encoder 10 of Fig. 1 is able to exploit the reduced sets of
coding parameter candidates by, for example, using less bits in order to insert a syntax element into the bit stream 30,
specifying which of the non-removed coding parameter candidates is to be employed for merging. Naturally, the
introduction of the syntax element into bit stream 30 may be completely suppressed in case the number of non-removed
coding parameter candidates for the respective partition is merely one. In any case, due to the merging, i.e., setting the
coding parameters associated with the respective partition dependent on the remaining one, or chosen one, of the non-
removed coding parameter candidates, the encoder 10 is able to suppress the completely anew insertion of coding
parameters for the respective partition into bit stream30, thereby reducing the side information aswell. In accordancewith
some embodiments of the present application, the encoder 10 may be configured to signalize within the bit stream 30
refinement information for refining the remainingone, or chosenoneof the codingparameter candidates for the respective
partitions.
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[0019] In accordancewith thedescriptionof Fig. 1 as set out above, the encoder 10 is configured todetermine themerge
candidates to be removed by way of a comparison of their coding parameters with the coding parameters of the partition,
the merging with which would yield another supported partitioning pattern. This way of treating the coding parameter
candidateswould,effectively, removeat least onecodingparameter candidate in the illustrativecaseofFig. 1, for example,
provided that the coding parameters of the left partition 50 form one element of the set of coding parameter candidates for
the right partition 60. Further coding parameter candidates may, however, also be removed in case they are equal to the
coding parameters of left partition 50. In accordancewith another embodiment of the present invention, however, encoder
10 could be configured to determine a set of candidate blocks for each second and following partition in coding order, with
removing that or those candidate blocks from this set of candidate blocks, which would, when being merged with the
respective partition, result in one of the supported partitioning patterns. In some sense, this means the following. The
encoder 10 may be configured to determine merge candidates for a respective partition 50 or 60 (i.e. the first and the
followingones in coding order) such that eachelement of the candidate set hasexactly onepartition of the current block 40
or any of the blocks 40 previously coded, associated therewith in that the candidate adopts the respective coding
parameters of the associated partition. For example, each element of the candidate set could be equal to, i.e. adopted
from,oneof suchcodingparametersof previously codedpartitions,or couldat least bederived from thecodingparameters
of merely one such previously coded partition such as by additionally scaling or refinement using additionally sent
refinement information. The encoder 10 could, however, also be configured to accompany such candidate set with further
elements or candidates, namely coding parameter candidates which have been derived from a combination of coding
parameters of more than one previously coded partition, or which have been derived - by modification - from coding
parameters of onepreviously codedpartition suchasby takingmerely the codingparameters of onemotionparameter list.
For the "combined" elements, there is no 1:1 association between the coding parameters of the respective candidate
element and a respective partition. In accordancewith the first alternative of the description of Fig. 1, the encoder 10 could
be configured to remove all candidates from the whole candidate set, the coding parameters of which equal the coding
parameters of partition 50. In accordance with the latter alternative of the description of Fig. 1, the encoder 10 could be
configured to remove merely the element of the candidate set which is associated with partition 50. Harmonizing both
points of views, the encoder 10 could be configured to remove candidates from the portion of the candidate set, showing a
1:1 association to some (e.g. neighboring) previously coded partitions, with not extending the removal (and search for
candidateshavingequal codingparameters) to the remainingportionof the candidate set having codingparameters being
obtained by combination. But of course, if one combination also would lead to redundant representation, this could be
solved by removing redundant coding parameters from the list or by performing the redundancy check for the combined
caniddates as well.
[0020] After having described an encoder according to an embodiment of the present invention, referring to Fig. 2, a
decoder 80 according to an embodiment is described. The decoder 80 of Fig. 2 is configured to decode the bit stream 30
which, as described above, signals one of supported partitioning patterns for a current block 40 of picture 20. The decoder
80 is configured to, if the signaled one of the supported partitioning pattern specifies a subdivision of the current block 40
into twoormorepartitions 50and60, remove for all partitionsexcept the first partition50of thepartitions in codingorder 70,
i.e. for partition 60 in the illustrated example of Figs. 1 and 2, from a set of coding parameter candidates for the respective
partition coding parameter candidates having coding parameters which are the same as, or equal to, coding parameters
associated with any of the partitions, which would, when being merged with the respective partition, result in one of the
supported partitioning patterns, namely one not having been signalized within the bit stream 30 but being, nevertheless,
one of the supported partitioning patterns.
[0021] That is, the decoder functionality largely coincides with that of the encoder described with respect to Fig. 1. For
example, the decoder 80may be configured to, if a number of the non-removed coding parameter candidates is non-zero,
set coding parameters associated with the respective partition 60 depending on one of the non-removed parameter
candidates. For example, the decoder 80 sets the coding parameters of partition 60 so as to be equal to one of the non-
removed coding parameter candidate, with or without additional refinement and/or with or without scaling in accordance
with a temporal distance towhich the coding parameters refer, respectively. For example, the coding parameter candidate
to merge with out of the non-removed candidates, may have another reference picture index associated therewith than a
referencepicture indexexplicitly signaledwithin thebit stream30 for partition60. In that case, the codingparameters of the
coding parameter candidates may define motion vectors, each related to a respective reference picture index, and the
decoder 80maybeconfigured to scale themotion vector of the finally chosennon-removedcodingparameter candidate in
accordancewith the ratio betweenboth referencepicture indices. Thus, inaccordancewith the just-mentionedalternative,
the coding parameters being subject to merging, would encompass the motion parameters, whereas reference picture
indices would be separate therefrom. However, as indicated above, in accordance with alternative embodiments, the
reference picture indices could also be a part of the coding parameters being subject to merging.
[0022] It equally applies for the encoder of Fig. 1 and the decoder of Fig. 2 that the merge behavior may be restricted to
inter-predicted blocks 40. Accordingly, the decoder 80 and the encoder 10 may be configured to support intra and inter
prediction modes for the current block 40 and perform merging and removal of candidates merely in case of the current
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block 40 being coded in inter prediction mode. Accordingly, merely the coding/prediction parameters of such inter-
predicted previously coded partitions may be used to determine/construct the candidate list.
[0023] As already discussed above, the coding parameters may be prediction parameters and the decoder 80 may be
configured to use the prediction parameters of the partitions 50 and 60 in order to derive a prediction signal for the
respective partition. Naturally, the encoder 10 performs the derivation of the prediction signal in the same way, too. The
encoder 10, however, additionally sets the prediction parameters alongwith all the other syntax elementswithin bit stream
30 in order to achieve some optimization in a suitable optimization sense.
[0024] Further, as already described above, the encodermay be configured to insert an index to a non-removed coding
parameter candidate merely in case the number of non-removed coding parameter candidate for a respective partition is
greater than one. Accordingly, the decoder 80 may be configured to, depending on the number of non-removed coding
parameter candidates for, for example, partition 60, merely expect the bitstream 30 to comprise a syntax element
specifying which of the non-removed coding parameter candidate is employed formerging, if the number of non-removed
coding parameter candidates is greater than one. However, the case of the candidate set getting smaller in number than
two, could be generally excluded from occurring by extending, as described above, the list/set of candidates using
combined coding parameters, i.e. parameters having been derived by combination of the coding parameters ofmore than
one -ormore than two - previously codedpartitions,with restricting theperformanceof the candidate set reduction to those
candidates having been obtained by adopting, or derivation from, the coding parameters of exactly one previously coded
partition. The opposite is possible as well, i.e. generally removing all coding parameter candidates having the same value
as those of the partition resulting in another supported partitioning pattern.
[0025] Regarding the determination, the decoder 80 acts as encoder 10 does. That is, decoder 80may be configured to
determine the set of coding parameter candidates for the partition or the partitions following the first partition 50 in coding
order 70 based on coding parameters associated with previously decoded partitions. That is, a coding order is not only
defined among the partitions 50 and 60 of a respective block 40, but also among blocks 40 of picture 20 itself. All the
partitions having been coded prior to partition 60 may, thus, serve the basis for the determination of the set of coding
parameter candidates for any of the subsequent partitions, such as partition 60 in case of Fig. 2. As is also described
above, the encoder and decodermay restrict the determination of the set of coding parameter candidates to partitions in a
certain spatial and/or temporal neighborhood. For example, the decoder 80 may be configured to determine the set of
coding parameter candidates for a non-first partition 60 based on the coding parameters associated with previously
decoded partitions neighboring the respective non-first partition, wherein such partitions may lay outside and inside the
current block 40. Naturally, the determination of merge candidates may also be performed for the first partition in coding
order. Merely the removal is not performed.
[0026] Coinciding with the description of Fig. 1, the decoder 80 may be configured to determine the set of coding
parameter candidates for the respectivenon-first partition60out of an initial set of previouslydecodedpartitions, excluding
ones being coded in an intra prediction mode.
[0027] Further, in case of the encoder introducing subdivision information into the bitstream in order to subdivide picture
20 into the blocks 40, the decoder 80may be configured to recover the subdivision of picture 20 into such coding blocks 40
according to the subdivision information in the bitstream 30.
[0028] With regard to Fig. 1 and Fig. 2, it should be noted that the residual signal for current block 40may be transmitted
via bitstream 30 in a granularity which may differ from the granularity defined by the partitions with regard to the coding
parameters. For example, encoder 10 of Fig. 1 may be configured to subdivide the block 40 into one or more transform
blocks in a way parallel to, or independent from, the partitioning into partitions 50 and 60. The encoder may signalize the
respective transformblock subdivision for block 40 byway of further subdivision information. The decoder 80, in turn,may
be configured to recover this further subdivision of block 40 into one or more transform blocks according to the further
subdivision information in the bitstream, and to derive a residual signal of the current block 40 from the bitstream in units of
these transform blocks. The significance of the transform block partitioningmay be that the transform, such asDCT, in the
encoder and the corresponding inverse transform such as IDCT in the decoder are performedwithin each transformblock
of block 40 individually. In order to reconstruct picture 20 as block 40, the encoder 10 then combines, such as adds, the
prediction signal derived by applying the coding parameters at the respective partitions 50 and 60, and the residual signal,
respectively. However, it is noted that the residual coding may not involve any transform and inverse transform
respectively, and that the prediction residuum is coded in the spatial domain instead, for example.
[0029] Before describing further possible details of further embodiments below, a possible internal structure of encoder
and decoder of Figs. 1 and 2, shall be described with respect to Figs. 3 and 4. Fig. 3 shows exemplarily as to how encoder
10 may be constructed internally. As shown, encoder 10 may comprise a subtracter 108, a transformer 100, and a
bitstream generator 102, which may, as indicated in Fig. 3, perform an entropy coding. Elements 108, 100 and 102 are
serially connected between an input 112 receiving picture 20, and an output 114 outputting the afore-mentioned bitstream
30. In particular, subtractor 108 has its non-inverting input connected to input 112 and transformer 100 is connected
between an output of subtractor 108 and a first input of bitstream generator 102 which, in turn, has an output connected to
output 114. The encoder 10 of Fig. 3 further comprises an inverse transformer 104 and an adder 110 serially connected, in
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the order mentioned, to the output of transformer 100. Encoder 10 further comprises a predictor 106, which is connected
between an output of adder 110 and a further input of adder 110 and the inverting input of subtractor 108.
[0030] The elements of Fig. 3 interact as follows: Predictor 106 predicts portions of picture 20 with the result of the
prediction, i.e., the prediction signal, being applied to the inverting input of subtracter 108. The output of subtractor 108, in
turn, represents the difference between the prediction signal and the respective portion of picture 20, i.e. a residual signal.
The residual signal is subject to transform coding in transformer 100. That is, transformer 100may perform a transforma-
tion, such as a DCT or the like, and a subsequent quantization on the transformed residual signal, i.e. the transform
coefficients, so as to obtain transform coefficient levels. The inverse transformer 104 reconstructs the final residual signal
output by transformer 100 to obtain a reconstructed residual signal which corresponds to the residual signal input into
transformer 100 except for the information loss due to the quantization in transformer 100. The addition of the
reconstructed residual signal and the prediction signal as output by predictor 106 results in a reconstruction of the
respective portion of picture 20 and is forwarded from the output of adder 110 to the input of predictor 106. Predictor 106
operates in different modes as described above, such as an intra prediction mode, inter prediction mode and the like.
Prediction mode and the corresponding coding or prediction parameters applied by predictor 106 in order to obtain the
prediction signal, are forwarded by predictor 106 to entropy encoder 102 for insertion into the bitstream.
[0031] Apossible implementation of the internal structure of decoder 80 of Fig. 2, corresponding to the possibility shown
in Fig. 3 with respect to the encoder, is shown in Fig. 4. As shown therein, the decoder 80 may comprise a bitstream
extractor 150 which may, as shown in Fig. 4, be implemented as an entropy decoder, an inverse transformer 152 and an
adder 154, which are, in the ordermentioned, connected between an input 158 and an output 160 of the decoder. Further,
the decoder of Fig. 4 comprises a predictor 156 connected between anoutput of adder 154 anda further input thereof. The
entropy decoder 150 is connected to a parameter input of predictor 156.
[0032] Briefly describing the functionality of the decoder of Fig. 4, the entropy decoder 150 is for extracting all the
information contained in the bitstream 30. The entropy coding scheme used may be variable length coding or arithmetic
coding. By this, entropy decoder 150 recovers from the bitstream transformation coefficient levels representing the
residual signal and forwards same to the inverse transformer 152. Further, entropy decoder 150 recovers from the
bitstream all the coding modes and associated coding parameters and forwards same to predictor 156. Additionally, the
partitioning information and merging information is extracted from the bitstream by extractor 150. The inversely
transformed, i.e., reconstructed residual signal and the prediction signal as derived by predictor 156 are combined, such
asadded, byadder 154which, in turn, outputs the thus-recovered reconstructed signal at output 160and forwardssame to
the predictor 156.
[0033] Asbecomes clear fromcomparingFigs. 3 and4, elements 152, 154and156 functionally correspond to elements
104, 110 and 106 of Fig. 3.
[0034] In the above description of Fig. 1 to 4, several different possibilities have been presented with regard to possible
subdivisions of picture 20 and the corresponding granularity in varying some of the parameters involved in coding picture
20.One suchpossibility is again describedwith respect to Fig. 5a andFig. 5b. Fig. 5a showsaportion out of a picture 20. In
accordance with the embodiment of Fig. 5a, encoder and decoder are configured to firstly sub-divide picture 20 into tree-
root blocks 200. One such tree-root block is shown in Fig. 5a. The subdivision of picture 20 into tree-root blocks is done
regularly in rows and columns as illustrated by dotted lines. The size of the tree-root blocks 200 may be selected by the
encoder and signaled to the decoder by bitstream 30. Alternatively, the size of these tree-root blocks 200may be fixed by
default. The tree-root blocks 200 are sub-divided by use of quad-tree partitioning in order to yield the above-identified
blocks 40whichmay be called coding blocks or coding units. These coding blocks or coding units are drawnwith thin solid
lines in Fig. 5a. By this, the encoder accompanies each tree-root block 200 with subdivision information and inserts the
subdivision information into the bitstream. This subdivision information indicates as to how the tree-root block 200 is to be
sub-divided into blocks 40. At a granularity of, and in units of, these blocks 40, the predictionmode varieswithin picture 20.
As indicated above, each block 40 - or each block having a certain prediction mode such as inter prediction mode - is
accompanied by partitioning information as to which supported partitioning pattern is used for the respective block 40. In
the illustrative case of Fig. 5a, for many coding blocks 40, the non-partitioning mode has been chosen so that the coding
block40spatially coincideswith the correspondingpartition. In otherwords, the codingblock40 is, concurrently, a partition
having a respective set of prediction parameters associated therewith. The sort of prediction parameters, in turn, depends
on the mode associated with the respective coding block 40. Other coding blocks, however, are exemplarily shown to be
further partitioned. The coding block 40 at the top right-hand corner of the tree-root block 200, for example, is shown to be
partitioned into four partitions, whereas the coding block at the bottom right-hand corner of the tree-root block 200 is
exemplarily shown to be vertically sub-divided into two partitions. The subdivision for partitioning into partitions is
illustrated by dotted lines. Fig. 5a also shows the coding order among the partitions thus defined. As shown, a depth-
first traversal order is used. Across the tree-root block borders, the coding order may be continued in a scan order
according towhich the rowsof tree-root blocks200arescanned row-wise from top tobottomofpicture20.By thismeasure,
it is possible to have amaximum chance that a certain partition has a previously coded partition adjacent to its top border
and left-hand border. Each block 40 - or each block having a certain prediction mode such as inter prediction mode - may
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have a merge switch indicator within the bitstream indicating as to whether merging is activated for the corresponding
partitions therein or not. It should be noted that the partitioning of the blocks into partitions/prediction units could be
restricted to a partitioning ofmaximally twopartitions,withmerely anexception of this rule being onlymade for the smallest
possible block size of blocks 40. This could, in case of using quad-tree subdivision in order to obtain blocks 40, avoid
redundancy between subdivision information for subdividing picture 20 into block 40 and partitioning information for
subdividing block 40 into partitions. Alternatively,merely partitionings into one or twopartitions could be allowed, including
or not including asymmetric ones.
[0035] Fig. 5b shows a subdivision tree. With solid lines, the subdivision of tree-root block 200 is illustrated, whereas
dotted lines symbolize the partitioning of the leaf blocks of the quad-tree subdivisioning, which are the coding blocks 40.
That is, the partitioning of the coding blocks represents a kind of extension of the quad-subdivision.
[0036] As already noted above, each coding block 40 may be parallely subdivided into transform blocks so that
transform blocks may represent a different subdivision of the respective coding block 40. To each of these transform
blocks, which are not shown in Figs. 5a and 5b, a transformation in order to transform the residual signal of the coding
blocks may be performed separately.
[0037] In the following, further embodiments of the present invention are described. While the above embodiments
concentrated on the relation between the blockmerging on the one hand and the block partitioning on the other hand, the
following description also includes aspects of the present application relating to other coding principles known in present
codecs, such as SKIP/DIRECT modes. Nevertheless, the subsequent description shall not be regarded as merely
describing separate embodiments, i.e., embodiments separated from those described above. Rather, the description
below also reveals possible implementation details for the embodiments described above. Accordingly, the description
below uses reference signs of the figures already described above, so that a respective possible implementation
described below, shall define possible variations of embodiments described above, too. Most of these variations may
be individually transferred to the above embodiments.
[0038] Inotherwords, embodimentsof thepresentapplicationdescribemethods for reducing theside information rate in
image and video coding applications by merging the syntax elements associated with particular sets of samples, i.e.
blocks, for the purpose of transmitting associated coding parameters. Embodiments of the present application are
particularly able to consider the combinationofmerging syntax elementswith apartitioningof parts of a picture into various
partitioning patterns and the combination with SKIP/DIRECT modes, in which coding parameters are inferred from a
spatial and/or temporal neighborhood of a current block. Insofar, the above described embodiments may be modified to
implement merging for sets of samples, i.e. blocks, in combination with different partitioning patterns and SKIP/DIRECT
modes.
[0039] Further, before describing these variations and further details, an overview over picture and video codecs is
presented.
[0040] In image and video coding applications, the sample arrays associated with a picture are usually partitioned into
particular sets of samples (or sample sets), whichmay represent rectangular or quadratic blocks or any other collection of
samples includingarbitrarily shaped regions, triangles, or anyother shapes. Thesubdivisionof the samplesarraysmaybe
fixed by the syntax or the subdivision is (at least partly) signaled inside the bitstream. To keep the side information rate for
signaling the subdivision information small, the syntax usually allows only a limited number of choices resulting in simple
partitioning such as the subdivision of blocks into smaller blocks. An often used partitioning scheme is the partitioning of
square block into four smaller square blocks, or into two rectangular blocks of the same size, or into two rectangular blocks
ofdifferent sizes,where theactually employedpartitioning is signaled inside thebitstream.Thesamplesetsareassociated
with particular codingparameters,whichmayspecify prediction information or residual codingmodes, etc. In video coding
applications, a partitioning is often done for the purpose of motion representation. All samples of a block (inside a
partitioning pattern) are associatedwith the same set ofmotion parameters, whichmay include parameters specifying the
type of prediction (e.g., list 0, list 1, or bi-prediction; and/or translational or affine prediction or a prediction with a different
motionmodel), parameters specifying the employed reference pictures, parameters specifying themotion with respect to
the reference pictures (e.g., displacement vectors, affine motion parameter vectors, or motion parameter vectors for any
other motion model), which are usually transmitted as a difference to a predictor, parameters specifying the accuracy of
motion parameters (e.g., half-sample or quarter-sample accuracy), parameters specifying the weighting of the reference
sample signal (e.g., for the purpose of illumination compensation), or parameters specifying the interpolation filter that is
employed for deriving the motion compensated prediction signal of the current block. It is assumed that for each sample
set, individual coding parameters (e.g., for specifying the prediction and/or residual coding) are transmitted. In order to
achieve an improved coding efficiency, this invention presents a method and particular embodiments for merging two or
moresamplesets into so-calledgroupsof samplesets.All samplesetsof suchagroupshare thesamecodingparameters,
whichcanbe transmitted togetherwithoneof the samplesets in thegroup.Bydoingso, the codingparametersdonot need
to be transmitted for each sample set of the group of sample sets individually, but instead the coding parameters are
transmitted only once for the whole group of sample sets. As a result the side information rate for transmitting the coding
parameters is reduced and the overall coding efficiency is improved. As an alternative approach, an additional refinement
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for one or more of the coding parameters can be transmitted for one or more of the sample sets of a group of sample sets.
The refinement can be either applied to all sample sets of a group or only to the sample set for which it is transmitted.
[0041] Embodiments of the present invention particularly concern the combination of the merging process with a
partitioning of a block into various sub-blocks 50, 60 (as mentioned above). Usually, image or video coding systems
support various partitioning patterns for a block 40. As an example, a square block can be either not be partitioned or it can
be partitioned into four square blocks of the same size, or into two rectangular blocks of the same size (where the square
block can be vertically or horizontally divided), or into rectangular blocks of different sizes (horizontally or vertically). The
described exemplary partition patterns are illustrated in Fig. 6. In addition to the above description, the partitioning may
involve even more than one level of partitioning. For example, the square sub-blocks may optionally also be further
partitioned using the samepartitioning patterns. The issue that ariseswhen such a partitioning process is combinedwith a
merging process that allows themerging of a (square or rectangular) block with, for example, one of its neighbor blocks is
that the same resulting partitioning can be achieved by different combinations of the partitioning patterns and merging
signals. Hence, the same information can be transmitted in the bitstream using different codewords, which is clearly sub-
optimalwith respect to the codingefficiency.Asa simpleexample,we consider a squareblock that is not further partitioned
(as illustrated in the top-left corner of Fig. 6. This partitioning can be directly signaled by sending a syntax element that this
block 40 is not subdivided. But, the same pattern can also be signaled by sending a syntax element that specifies that this
block is, for example, subdivided into two vertically (or horizontally) aligned rectangular blocks 50, 60. Then we can
transmit merging information that specify that the second of these rectangular blocks is merged with the first rectangular
block, which results in exactly the same partitioning as when we signal that the block is not further divided. The same can
also be achieved by first specifying that the block is subdivided in four square sub-blocks and then transmit merging
information that effectively merges all these four blocks. This concept is clearly suboptimal (since we have different
codewords for signaling the same thing).
[0042] Embodiments of the present invention describe a concept and possibilities for reducing the side information rate
and thus increasing the codingefficiency for a combination of the concept ofmergingwith the concept of providingdifferent
partitioning patterns for a block. If we look at the example partitioning patterns in Fig. 6, the "simulation" of the not further
divided block by any of the partitioning patterns with two rectangular blocks can be avoided when we forbid (i.e., exclude
from the bitstream syntax specification) the case that a rectangular block is merged with a first rectangular block. When
more deeply looking at the issue, it is also possible to "simulate" the not subdivided pattern by merging the second
rectangular with any other neighbor (i.e., not the first rectangular block) that is associatedwith the same parameters (e.g.,
information for specifying the prediction) as the first rectangular block. Embodiments of the present invention condition the
sending of merging information in a way that the sending of particular merging parameters is excluded from the bitstream
syntax when these merging parameters result in a pattern that can also be achieved by signaling one of the supported
partitioningpatterns.Asanexample, if thecurrent partitioningpatternspecifies thesubdivision into two rectangular blocks,
as shown in Fig. 1 and 2, for example, before sending themerging information for the second block, i.e. 60 in case of Fig. 1
and2, it canbecheckedwhichof thepossiblemergecandidateshas the sameparameters (e.g., parameters for specifying
the prediction signal) as the first rectangular block, i.e. 50 in case of Fig. 1 and 2. And all candidates that have the same
motion parameters (including the first rectangular block itself) are removed from the set of merge candidates. The
codewords or flags that are transmitted for signaling themerging information are adapted to the resulting candidate set. If
the candidate set becomes empty due to the parameter checking, no merging information is transmitted. If the candidate
set consists of just one entry, it is only signaled whether the block is merged or not, but the candidate does not need to be
signaled since it can be derived at the decoder side, etc. For the above example, the same concept is also employed to the
partitioning pattern that divides a square block into four smaller square blocks. Here, the sending of merging flags is
adapted in a way that neither the partitioning pattern that specifies no subdivision nor any of the two partitioning patterns
specify a subdivision into two rectangular blocks of the same size can be achieved by a combination of merging flags.
Although, we described the concept most on the above example with specific partitioning patterns, it should be clear that
the same concept (avoiding the specification of a particular partitioning pattern by a combination of another partitioning
pattern and corresponding merging information) can be employed for any other set of partitioning patterns.
[0043] The advantage of the described invention with respect to a concept in which only partitioning is allowed is that a
much greater freedom is provided for signaling the partitioning of a picture into parts that are associated with the same
parameters (e.g., for specifying the prediction signal). As an example, additional partitioning patterns that result from the
merging of square blocks that of a subdivided larger block are depicted in Fig. 7. It should, however, be noted that much
more resulting patterns can be achieved by the merging with further neighboring blocks (outside of the previously
subdivided block). With only a few codewords for signaling the partitioning and merging information, a variety of
partitioning possibilities is provided and an encoder can select the best option (for a given encoder complexity) in
rate-distortionsense (e.g., byminimizingaparticular rate-distortionmeasure).Theadvantagecompared toanapproach in
which only one partitioning pattern (e.g., a subdivision into four blocks of the samesize) is provided in combinationwith the
merging approach is that often used patterns (as for example rectangular shapes of different sizes) can be signaled by a
short codeword instead of several subdivision and merging flags.
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[0044] Another aspect that needs to be considered is that the merging concept is in some sense similar to the SKIP or
DIRECT modes that are found in video coding designs. In SKIP/DIRECT modes, basically no motion parameters are
transmitted for a current block, but are inferred from a spatial and/or temporal neighborhood. In a particular efficient
concept of the SKIP/DIRECT modes, a list of motion parameter candidates (reference frame indices, displacement
vectors, etc.) is created froma spatial and/or temporal neighborhood and an index into this list is transmitted that specifies
which of the candidate parameters is chosen. For bi-predicted blocks (or multi-hypothesis frames), a separate candidate
can be signaled for each reference list. Possible candidatesmay include the block to the top of the current block, the block
to the left of the current block, the block to the top-left of the current block, the block to the top-right of the current block, the
median predictor of various of these candidates, the co-located block in one or more previous reference frames (or any
other already coded block, or a combination obtained from already coded blocks). When combining the merge concept
with the SKIP/DIRECT mode, it should be ensured that both the SKIP/DIRECT mode and the merge mode should not
include the same candidates. This can be achieved by different configurations. It is possible to enable the SKIP/DIRECT
mode (e.g. with more candidates than themergemode) only for particular blocks (e.g. with a size greater than a specified
size, or only for square blocks, etc.) and not support themergemode for these blocks. Or the SKIP/DIRECTmode can be
removedandall candidates (including the parameters that represent a combination of parameters for the spatial/temporal
neighboring blocks) are added to themergemodeascandidates. This option hadalsobeenmentionedabovewith respect
to Figs. 1‑5. The increased candidate setmight only be used for particular blocks (with a size larger than a givenminimum
sizes, or square blocks, etc.), where for other blocks a reduced candidate set is used. Or as a further variant, the merge
mode is used with a reduced candidate set (e.g., only the top and left neighbor) and further candidates (e.g., the top-left
mode, the co-located block, etc.) are used for the SKIP/DIRECT mode. Also in such configurations, the SKIP/DIRECT
modes may only be allowed for particular blocks (with a size larger than a given minimum sizes, or square blocks, etc.),
whereas themergemode is allowed for a larger set of blocks. The advantage of such combinations is thatmultiple options
for signaling the re-usage of already transmitted parameters (e.g., for specifying the prediction) are provided for different
block sizes. As an example, for larger square blocks more options are provided, since here the additionally spend bit rate
providesan increase in rate-distortion efficiency. For smaller blocks, a smaller set of options is provided.An increaseof the
candidatesetwouldherenot bringanygains in rate-distortionefficiencydue to thesmall ratioof samplesperbit required for
signaling the selected candidate.
[0045] As mentioned above, embodiments of the present invention also provide an encoder with a greater freedom for
creating a bitstream, since the merging approach significantly increases the number possibilities for selecting a
partitioning for the sample arrays of a picture. Since the encoder can choose between more options, e.g., for minimizing
aparticular rate-distortionmeasure, thecodingefficiency canbe improved.Asanexample, someof theadditional patterns
that can be represented by a combination of sub-partitioning and merging (e.g., the patterns in Fig. 7) can be additionally
tested (using thecorrespondingblock sizes formotionestimationandmodedecision) and thebest of thepatternsprovided
by purely partitioning (Fig. 6) and by partitioning andmerging (Fig. 7) can be selected based on a particular rate-distortion
measure. In addition for each block it can be testedwhether amergingwith any of the already coded candidate sets yields
in decrease of a particular rate-distortion measure and then the corresponding merging flags are set during the encoding
process. In summary, there are several possibilities to operate an encoder. In a simple approach, the encoder could first
determine the best subdivision of the sample arrays (as in state-of-the-art coding schemes). And then it could check for
each sample set, whether a merging with another sample set or another group of sample sets reduces a particular rate-
distortion cost measure. At this, the prediction parameters associated with the merged group of sample sets can be re-
estimated (e.g., by performing a newmotion search) or the prediction parameters that have already be determined for the
current sample set and the candidate sample set (or group of sample sets) for merging could be evaluated for the
considered group of sample sets. In a more extensive approach, a particular rate-distortion cost measure could be
evaluated for additional candidate groups of sample sets. As a particular example, when testing the various possible
partitioning patterns (see Fig. 6 for example), some or all of the pattern that can be represented by a combination of
partitioning and merging (see Fig. 7 for example) can be additionally tested. I.e., for all of the patterns a specific motion
estimation and mode decision process is carried out and the pattern which yields the smallest rate-distortion measure is
selected. This process can also be combined with the low complexity process described above, so that for the resulting
blocks it is additionally tested whether amerging with already coded blocks (e.g., outside the patterns of Fig. 6 and Fig. 7)
yields a decrease in a rate-distortion measure.
[0046] In the following, somepossible detailed implementation for theembodiments outlinedabovearedescribed, such
as for the encoders in Figs 1 and 3 and the decoders of Figs. 2 and 4. As already noted above, same are usable in image
andvideocoding.Asdescribedabove, thepicturesor particular setsof samplearrays for thepicturesmaybedecomposed
intoblocks,whichareassociatedwithparticular codingparameters.Thepicturesusually consist ofmultiplesamplearrays.
In addition, a picture may also be associated with additional auxiliary samples arrays, which may, for example, specify
transparency information or depth maps. The sample arrays of a picture (including auxiliary sample arrays) can be
grouped into one or more so-called plane groups, where each plane group consists of one or more sample arrays. The
plane groups of a picture can be coded independently or, if the picture is associated with more than one plane group, with
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prediction from other plane groups of the same picture. Each plane group is usually decomposed into blocks. The blocks
(or the corresponding blocks of sample arrays) are predicted by either inter-picture prediction or intra-picture prediction.
The blocks can have different sizes and can be either quadratic or rectangular. The partitioning of a picture into blocks can
be either fixed by the syntax, or it can be (at least partly) signaled inside the bitstream. Often syntax elements are
transmitted that signal the subdivision for blocks of predefined sizes. Such syntax elementsmay specify whether and how
a block is subdivided into smaller blocks and being associated with coding parameters, e.g. for the purpose of prediction.
An example of possible partitioning patterns is shown in Fig. 6. For all samples of a block (or the corresponding blocks of
sample arrays) the decoding of the associated coding parameters is specified in a certainway. In the example, all samples
in a block are predicted using the same set of prediction parameters, such as reference indices (identifying a reference
picture in the set of already coded pictures), motion parameters (specifying a measure for the movement of a blocks
between a reference picture and the current picture), parameters for specifying the interpolation filter, intra prediction
modes, etc. Themotion parameters can be represented by displacement vectorswith a horizontal and vertical component
or by higher order motion parameters such as affine motion parameters consisting of six components. It is also possible
that more than one set of particular prediction parameters (such as reference indices and motion parameters) are
associated with a single block. In that case, for each set of these particular prediction parameters, a single intermediate
prediction signal for the block (or the corresponding blocks of sample arrays) is generated, and the final prediction signal is
build by a combination including superimposing the intermediate prediction signals. The corresponding weighting
parameters and potentially also a constant offset (which is added to the weighted sum) can either be fixed for a picture,
or a reference picture, or a set of reference pictures, or they can be included in the set of prediction parameters for the
corresponding block. The difference between the original blocks (or the corresponding blocks of sample arrays) and their
prediction signals, also referred to as the residual signal, is usually transformed and quantized. Often, a two-dimensional
transform isapplied to the residual signal (or thecorrespondingsamplearrays for the residual block).For transformcoding,
the blocks (or the corresponding blocks of sample arrays), for which a particular set of prediction parameters has been
used, canbe further split beforeapplying the transform.The transformblockscanbeequal toor smaller than theblocks that
are used for prediction. It is also possible that a transform block includes more than one of the blocks that are used for
prediction. Different transform blocks can have different sizes and the transform blocks can represent quadratic or
rectangular blocks. In the above example for Figs. 1‑5, it has been noted that it is possible that the leaf nodes of the first
subdivision, i.e. thecodingblocks40,mayparallelybe further partitioned into thepartitiondefining thegranularity of coding
parameters, on the one hand, and the transform blocks onto which the two-dimensional transform is applied individually,
on the other hand. After transform, the resulting transform coefficients are quantized and so-called transform coefficient
levels are obtained. The transform coefficient levels as well as the prediction parameters and, if present, the subdivision
information is entropy coded.
[0047] In state-of-the-art image and video coding standards, the possibilities for subdividing a picture (or a plane group)
into blocks that are provided by the syntax are very limited.Usually, it can only be specifiedwhether and (potentially how) a
block of a predefined size can be subdivided into smaller blocks. As an example, the largest block size in H.264 is 16x16.
The 16x16 blocks are also referred to as macroblocks and each picture is partitioned into macroblocks in a first step. For
each16x16macroblock, it canbesignaledwhether it is codedas16x16block,or as two16x8blocks, oras two8x16blocks,
or as four 8x8blocks. If a 16x16block is subdivided into four 8x8block, eachof these8x8blocks canbeeither codedasone
8x8 block, or as two 8x4 blocks, or as two 4x8 blocks, or as four 4x4 blocks. The small set of possibilities for specifying the
partitioning into blocks in state-of-the-art image and video coding standards has the advantage that the side information
rate for signaling the subdivision information can be kept small, but it has the disadvantage that the bit rate required for
transmitting the prediction parameters for the blocks can become significant as explained in the following. The side
information rate for signaling theprediction informationdoesusually representasignificantamountof theoverall bit rate for
a block. And the coding efficiency could be increased when this side information is reduced, which, for instance, could be
achieved by using larger block sizes. It is also possible to increase the set of supported partitioning patterns in comparison
toH.264. For example, the partitioningpatterns depicted inFig. 6 canbeprovided for squareblocks of all sizes (or selected
sizes). Real images or pictures of a video sequence consist of arbitrarily shaped objects with specific properties. As an
example, such objects or parts of the objects are characterized by a unique texture or a unique motion. And usually, the
same set of prediction parameters can be applied for such an object or part of an object. But the object boundaries usually
don’t coincide with the possible block boundaries for large prediction blocks (e.g., 16x16 macroblocks in H.264). An
encoder usually determines the subdivision (among the limited set of possibilities) that results in the minimum of a
particular rate-distortion costmeasure. For arbitrarily shapedobjects this can result in a large number of small blocks. This
statement remains also true when more partitioning patterns (as mentioned) above are provided. It should be noted that
the amount of partitioning patterns should not become too large, since then a lot of side information and/or encoder/de-
coder complexity is required for signaling and processing these patterns. So, arbitrarily shaped objects often result in a
large number of small blocks due to the partitioning. And since each of these small blocks is associated with a set of
prediction parameters, which need to be transmitted, the side information rate can become a significant part of the overall
bit rate. But since several of the small blocks still represent areas of the same object or part of an object, the prediction
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parameters for a number of the obtained blocks are the same or very similar. Intuitively, the coding efficiency could be
increased when the syntax is extended in a way that it does not only allow to subdivide a block, but also to merge two or
more of the blocks that are obtained after subdivision. As a result, one would obtain a group of blocks that are coded with
the same prediction parameters. The prediction parameters for such a group of blocks need to be coded only once. In the
above examples of Figs. 1‑5, for example, the coding parameters for the current clock 40 are not transmitted provided that
merging takes place, i.e. the reduced set of candidates does not vanish. That is, the encoder does not transmit the coding
parameters associated with the current block, and the decoder does not expect the bitstream 30 to contain coding
parameters for the current block 40. Rather, in accordance with its specific embodiments, merely refinement information
may be conveyed for themerged current block 40. As a determination of a candidate set and the reduction thereof as well
as themergingandso forth is alsoperformed for theother codingblocks40of picture 20. Thecodingblocks somehow form
groups of coding blocks along a coding chain, wherein the coding parameters for these groups are transmitted within the
bitstream in full merely once.
[0048] If the bit rate that is saved by reducing the number of coded prediction parameters is larger than the bit rate that is
additionally spend for coding themerging information, the describedmerging does result in increased coding efficiency. It
should further be mentioned that the described syntax extension (for the merging) provides the encoder with additional
freedom in selecting the partitioning of a picture or plane group into blocks. The encoder is not restricted to do the
subdivisionfirst and then tocheckwhether someof the resultingblockshave thesamesetof predictionparameters.Asone
simple alternative, the encoder could first determine the subdivision as in state-of-the-art coding techniques. And then it
could check for eachblock,whether amergingwith oneof its neighbor blocks (or the associatedalreadydeterminedgroup
of blocks) reduces a rate-distortion cost measure. At this, the prediction parameters associated with the new group of
blocks can be re-estimated (e.g., by performing a newmotion search) or the prediction parameters that have already been
determined for the current block and the neighboring block or group of blocks could be evaluated for the new group of
blocks. An encoder can also directly check (a subset of) the patterns that are provided by a combination of splitting and
merging; i.e., themotionestimationandmodedecisioncanbedonewith the resultingshapesasalreadymentionedabove.
Themerging informationcanbesignaledonablockbasis.Effectively, themergingcouldalsobe interpretedas inferenceof
the prediction parameters for a current block, where the inferred prediction parameters are set equal to the prediction
parameters of one of the neighboring blocks.
[0049] At this, it shouldbenoted that thecombinationofdifferent partitioningpatternsandmerging informationcan result
in the sameshapes (which areassociatedwith the sameparameters). This is clearly suboptimal, since the samemessage
canbe transmittedwithdifferent combinationsof codewords. In order to avoid (or reduce) this drawback, theembodiments
of the present invention describe a concept, which prohibits that the same shape (associated with a particular set of
parameters) canbesignaledbydifferent partitioningandmerging syntaxelements. Therefore, for all blocksof apreviously
subdividedblock - except thefirst in codingorder - it is checked inencodersanddecoderssuchas10and50, for allmerging
candidates whether a merging would result of a pattern that could be signaled by a partitioning without merging
information. All candidate blocks for which this is true are removed from the set ofmerging candidates and the transmitted
merging information is adapted to the resulting candidate set. If no candidate remains, no merging information is
transmitted; if one candidate remains only a flag which specifies whether the block is merged or not is transmitted,
etc. For further illustration of this concept, a preferred embodiment is described below. The advantage of the described
embodiments with respect to a concept in which only partitioning is allowed is that amuch greater freedom is provided for
signaling the partitioning of a picture into parts that are associated with the same parameters (e.g., for specifying the
prediction signal). The advantage compared to an approach in which only one partitioning pattern (e.g., a subdivision into
four blocks of the same size) is provided in combination with the merging approach is that often used patterns (as for
example rectangular shapes of different sizes) can be signaled by a short codeword instead of several subdivision and
merging flags.
[0050] State-of-the-art video coding standards as H.264 also contain particular inter code modes called SKIP and
DIRECTmode, in which the parameters specifying the prediction are completely inferred from spatially and/or temporally
neighboringblocks. ThedifferencebetweenSKIPandDIRECTis that theSKIPmode further signals that no residual signal
is transmitted. In variousproposed improvementsof theSKIP/DIRECTmode, insteadofa single candidate (as inH.264), a
list of possible candidates is inferred fromaspatial and/or temporal neighborhoodof thecurrent block.Possible candidates
may include the block to the top of the current block, the block to the left of the current block, the block to the top-left of the
current block, the block to the top-right of the current block, the median predictor of various of these candidates, the co-
located block in one ormore previous reference frames (or any other already coded block, or a combination obtained from
alreadycodedblocks).Foracombinationwith themergemode, it shouldbeensured thatboth theSKIP/DIRECTmodeand
the merge mode should not include the same candidates. This can be achieved by different configurations as mentioned
above. The advantage of the described combinations is that multiple options for signaling the re-usage of already
transmitted parameters (e.g., for specifying the prediction) are provided for different block sizes.
[0051] One advantage of the embodiments of the present invention is to reduce the bit rate that is required for
transmitting the prediction parameters by merging neighboring blocks into a group of blocks, where each group of blocks
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is associated with a unique set of coding parameters, e.g. prediction parameters or residual coding parameters. The
merging information is signaled inside the bitstream (in addition to the subdivision information, if present). In combination
with different splitting patterns and SKIP/DIRECTmodes it may be ensured that the SKIP/DIRECTmode and none of the
providedpatterns is "simulated" bysendingcorrespondingmerging information.Theadvantageof theembodimentsof the
present invention is an increased coding efficiency resulting from a decreased side information rate for the coding
parameters. The embodiments of the present invention are applicable in image and video coding applications, in which
sets of samples are associatedwith particular coding or prediction parameters. Themerging process presently described
also extends to a third dimension or more dimensions. For example, a group of blocks in several video pictures could be
merged into one group of blocks. It could also be applied to 4D compression in light-field coding. On the other hand, it can
also be used for compression in 1D signals, where the 1D signal is partitioned and given partitions are merged.
[0052] The embodiments of the present invention also relate to amethod for reducing the side information rate in image
and video coding applications. In image and video coding applications, particular sets of samples (which may represent
rectangular or quadratic blocksor arbitrarily shaped regionsor anyother collectionof samples) areusually associatedwith
a particular set of coding parameters. For each of these sample sets, the coding parameters are included in the bitstream.
The coding parameters may represent prediction parameters, which specify how the corresponding set of samples is
predicted using already coded samples. The partitioning of the sample arrays of a picture into sample setsmay be fixed by
the syntax ormaybe signaled by corresponding subdivision information inside thebitstream.Multiple partitioning patterns
for ablockmaybeallowed. Thecodingparameters for the sample setsare transmitted inapredefinedorder,which is given
by the syntax. The embodiments of the present invention also represent amethod bywhich it can be signaled for a current
set of samples that it is merged (e.g., for the purpose of prediction) with one or more other sample sets into a group of
sample sets. Therefore, the possible set of values for the corresponding merging information is adapted to the employed
partitioning pattern, in a way that particular partitioning patterns cannot be represented by a combination of other
partitioning patterns and corresponding merging data. The coding parameters for a group of sample sets need to be
transmitted only once. In a particular embodiment, the coding parameters of a current sample set are not transmitted if the
current sample set is merged with a sample set (or a group of sample sets) for which the coding parameters have already
been transmitted; instead, the coding parameters for the current set of samples are set equal to the coding parameters of
the sample set (or group of sample sets) with which the current set of samples is merged. As an alternative approach, an
additional refinement for one ormore of the coding parameters can be transmitted for a current sample set; the refinement
can be either applied to all sample sets of a group or only to the sample set for which it is transmitted.
[0053] In apreferredembodiment, for eachset of samples, theset of all previously codedsamplesets is called the "set of
causal sample sets". The sets of samples that can beused for themergingwith a current set of samples is called the "set of
candidate sample sets" and is always a subset of the "set of causal sample sets". The way how this subset is formed can
either be known to the decoder or it can be specified inside the bitstream. In any case, encoder 10 and decoder 80
determine the candidate set to be reduced. If a particular current set of samples is coded and its set of candidate sample
sets is not empty, it is signaled (or derived) whether the current set of samples ismergedwith one sample set out of this set
of candidate sample sets and if so, with which of them (if more then one candidates exist). Otherwise, themerging cannot
be used for this block. Candidate blocks for which amergingwould result in a shape that could also directly be specified by
a partitioning pattern are excluded from the candidate set, in order to avoid that the same shape can be represented by
different combinations of partitioning information and merging data. That is, the candidate set is reduced, by removal of
respective candidates as described above with respect to Figs. 1‑5.
[0054] In a preferred embodiment, a number of the set of candidate sample sets is zero ormore sample sets that contain
at least a particular non-zero number of samples (which may be one or two or even more) that represent direct spatial
neighbors of any sample inside the current set of samples. In another preferred embodiment of the invention, the set of
candidate sample setsmay additionally (or exclusively) include sets of samples that contain a particular non-zero number
of samples (which may be one or two or even more) that have the same spatial location, i.e. are comprised by both the
candidate sample sets and the current sample set currently subject of merging - but are contained in a different picture. In
another preferred embodiment of the invention, the set of candidate sample sets may be derived from previously
processed data within the current picture or in other pictures. The derivation method may include spatial directional
information suchas transformcoefficients, associatedwith aparticular direction and imagegradients of the current picture
or itmay include temporal directional information suchasneighboringmotion representations.Fromsuchdataavailable at
the receiver andother dataand side information (if present), the set of candidate sample setsmaybederived. The removal
of candidates (from the original candidate set) that would result in the same shape as could be represented by a particular
partitioning pattern is derived in the same way at encoder and decoder, so that encoder and decoder derive the final
candidate set for merging in exactly the same way.
[0055] In a preferred embodiment, the considered sets of samples are rectangular or quadratic blocks. Then, the
merged sets of samples represent a collection of rectangular and/or quadratic blocks. In another preferred embodiment of
the invention, the considered sets of samples are arbitrarily shaped picture regions and the merged sets of samples
represent a collection of arbitrarily shaped picture regions.
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[0056] In a preferred embodiment, one or more syntax elements are transmitted for each set of samples, which specify
whether the set of samples is merged with another sample set (which may be part of an already merged group of sample
sets) and which of the set of candidate sample sets is employed for merging. The syntax element is however not
transmitted if the candidate set is empty (e.g. due to a removal of the candidates that would produce a partitioning that
could be signaled by different partitioning pattern without merging).
[0057] In a preferred embodiment, one or two syntax elements are transmitted for specifying the merging information.
The first syntax element specifies whether the current set of samples is merged with another sample set. The second
syntax element, which is only transmitted if the first syntax element specifies that the current set of samples ismergedwith
another set of samples, specifies which of the sets of candidate sample sets is employed for merging. In a preferred
embodiment, the first syntax element is only transmitted if a derived set of candidate sample sets is not empty (after the
potential removal of the candidates thatwouldproduceapartitioning that could be signaledbydifferent partitioning pattern
without merging). In another preferred embodiment, the second syntax element is only transmitted if a derived set of
candidate sample sets containsmore than one sample set. In a further preferred embodiment of the invention, the second
syntax element is only transmitted if at least two sample sets of a derived set of candidate sample sets are associatedwith
different coding parameters.
[0058] In a preferred embodiment of the invention, the merging information for a set of samples is coded before the
prediction parameters (or,more generally, the particular coding parameters that are associatedwith the sample sets). The
predictionor codingparametersareonly transmitted if themerging informationsignals that thecurrent set of samples isnot
merged with another set of samples.
[0059] In another preferred embodiment, the merging information for a set of samples is coded after a subset of the
prediction parameters (or, more generally, the particular coding parameters that are associated with the sample sets) has
been transmitted. Thesubset of predictionparametersmayconsist of oneormore referencepicture indicesor oneormore
components of amotionparameter vector or a reference indexandoneormore components of amotionparameter vector,
etc. The already transmitted subset of prediction or coding parameters can be used for deriving a (reduced) set of
candidate sample sets. As an example, a differencemeasure between the already coded prediction or coding parameters
and the corresponding prediction or coding parameters of an original set of candidate sample sets can be calculated. And
only those sample sets, for which the calculated difference measure is smaller than or equal to a predefined or derived
threshold, are included in the final (reduced) set of candidate sample sets. The threshold may be derived based on the
calculated difference measures. Or as another example, only those sets of samples are selected for which the difference
measure is minimized. Or only one set of samples is selected based on the difference measure. In the latter case, the
merging information can be reduced in a way that it only specifies whether the current set of samples is merged with the
single candidate set of samples.
[0060] The following preferred embodiments are described for sets of samples that represent rectangular and quadratic
blocks, but it can be extended to arbitrarily shaped regions or other collections of samples in a straightforward way.

1. Derivation of the initial set of candidate blocks

[0061] Thederivation of the initial set of samplesdescribed in this sections concerns thederivation of an initial candidate
set. Some of all of the candidate blocks may be later removed by analyzing the associated parameters (e.g. prediction
information) and removal of thosecandidate blocks forwhichamergingwould result in a final partitioning that couldalsobe
obtained by using another partitioning patterns. This process is described in the next subsection.
[0062] In a preferred embodiment, the set of initial candidate blocks is formed as follows. Starting from the top-left
sample position of the current block, its left neighboring sample position and its top neighboring sample position is derived.
Theset of initial candidate blocks canhaveonly up to twoelements, namely thoseblocksout of the set of causal blocks that
contain one of the two sample positions. Thus, the set of initial candidate blocks can only have the two directly neighboring
blocks of the top-left sample position of the current block as its elements.
[0063] In another preferredembodiment of the invention, theset of initial candidate blocks is givenbyall blocks that have
been coded before the current block and contain one or more samples that represent direct spatial neighbors (the direct
spatial neighborsmay be restricted to direct left neighbors and/or direct top neighbors and/or direct right neighbors and/or
direct bottom neighbors) of any sample of the current block. In another preferred embodiment of the invention, the set of
initial candidate blocks does additionally (or exclusively) include blocks that contain one ormore samples that are located
at the same position as any of the samples of the current block but are contained in a different (already coded) picture. In
another preferred embodiment of the invention, the initial candidate set of blocks represents a subset of the above
described sets of (neighboring) blocks. The subset of candidate blocksmaybefixed, signaledor derived. Thederivation of
the subset of candidate blocks may consider decisions made for other blocks in the picture or in other pictures. As an
example, blocks that are associated with the same (or very similar) coding parameters than other candidate blocks might
not be included in the initial candidate set of blocks.
[0064] In a preferred embodiment of the invention, the set of initial candidate blocks is derived as for one of the
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embodiments described above, but with the following restriction: Only blocks usingmotion-compensated prediction (inter
prediction) can be elements of the set of candidate blocks. I.e., intra-codedblocks are not included in the (initial) candidate
set.
[0065] As has already been stated above, it is possible to extend the list of candidates by extra candidates for block
merging such as by combined bi-predictivemerging candidates , non-scaled bi-predictivemerging candidates and a zero
motion vector.
[0066] The derivation of the initial set of candidate blocks is performed by both, encoder and decoder in the same way.

2. Derivation of the final set of candidate blocks.

[0067] After deriving the initial candidate set, the associated parameters of the candidate blocks inside the initial
candidate set are analyzed and merging candidates for which a merging would result in a partitioning that could be
represented by using a different partitioning pattern are removed. If the sample arrays that can bemerged are of different
shape and or size, there may exist identical partitionings that can be described by at least two different codewords. For
example if the encoder decides to split a sample array into two sample arrays, this splitting would be reversed bymerging
the two sample arrays. To avoid such redundant descriptions, the set of candidate blocks for merging is constrained
depending on the particular block shapes and splittings that are allowed.On the other hand, the allowed shapes of sample
arrays can be constrained depending on the particular candidate lists used for merging. The two facilities of splitting and
merging have to be designed together so that in combination of the two, redundant descriptions are avoided.
[0068] In apreferredembodiment of the invention, the set of splittingmodes (or partitioningmodes) depicted inFig. 6 are
supported for square blocks. If a square block of a particular size is split into four smaller square blocks of the same size
(bottom-left pattern in Fig. 6), the sameset of partitioning patterns canbeapplied to the resulting four square blocks so that
a hierarchical partitioning can be specified.
[0069] After deriving the set of initial candidate blocks, the reduction of the candidate lists is done as follows.

- If the current block is not further partitioned (top-left pattern in Fig. 6), the initial candidate list is not reduced. I.e., all
initial candidates represent the final candidates for merging.

- If the current block is partitioned into exactly two blocks of arbitrary size, one of these two blocks is coded before the
other, which is determined by the syntax. For the first coded block, the initial candidate set is not reduced. But for the
second coded block, all candidate blocks that have the same associated parameters as the first block are removed
from the candidate set (this includes the first coded block).

- If a block is partitioned into four square blocks of the same size, the initial candidate list of the first three blocks (in
coding order) is not reduced. All blocks of the initial candidate list are also present in the final candidate list. But for the
fourth (last) block in coding order, the following applies:

- If the blocks that are in a different row (in the partitioning scheme as illustrated in the bottom-left of Fig. 6) than the
current block have the sameassociated parameters (e.g.,motion parameters), all candidates that have the same
motion parameters as the already coded block in the same row as the current block are removed from the
candidate set (this includes the block in the same row).

- If the blocks that are in a different column (in the partitioning scheme as illustrated in the bottom-left of Fig. 6) than
the current block have the same associated parameters (e.g., motion parameters), all candidates that have the
samemotion parameters as the already coded block in the same column as the current block are removed from
the candidate set. (this includes the block in the same column)

[0070] In a low-complexity variation of the embodiment (using the partitioning patterns of Fig. 6), the reduction of the
candidate lists is done as follows.

- If the current block is not further partitioned (top-left pattern in Fig. 6), the initial candidate list is not reduced. I.e., all
initial candidates represent the final candidates for merging.

- If the current block is partitioned into exactly two blocks of arbitrary size, one of these two blocks is coded before the
other, which is determined by the syntax. For the first coded block, the initial candidate set is not reduced. But for the
second coded block, the first coded block of the partitioning pattern is removed from the candidate set.

- If a block is partitioned into four square blocks of the same size, the initial candidate list of the first three blocks (in
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coding order) is not reduced. All blocks of the initial candidate list are also present in the final candidate list. But for the
fourth (last) block in coding order, the following applies:

- If for the block in the other row (than the current block) that is coded later, themerging information signals that it is
merged with the first coded block of that row, the block in the same row as the current block is removed from the
candidate set.

- If for theblock in theother column (than thecurrent block) that is coded later, themerging information signals that it
is merged with the first coded block of that column, the block in the same column as the current block is removed
from the candidate set.

[0071] In another preferred embodiment, the same partitioning patterns as depicted in Fig. 6 are supported, but without
the patterns that partition the square block into two rectangular blocks of the same size. The reduction of the candidate list
proceeds as described by any of the embodiments described above, with exception of the pattern that splits the block into
four square blocks.Here, either all initial candidates are allowed for all subblocks or only the candidate list of the last coded
subblock is constrained as follows. If the previously coded three blocks are associated with the same parameters, all
candidates that areassociatedwith theseparameters are removed from thecandidate list. In a low-complexity version, the
last coded subblock cannot be merged with any of the three previously coded subblocks if these three subblocks have
been merged together.
[0072] In another preferred embodiment, a different set of partitioning patterns for a block (or any other form of sample
arrayset) is supported.For samplearraysets that arenotpartitioned,all candidatesof the initial candidate lists canbeused
for the merging. If a sample array is partitioned into exactly two sample arrays, for the sample arrays that is first in coding
order all candidates of the initial candidate set are inserted into the final candidate set. For the second sample array in
coding order, all candidates that have the same associated parameters as the first sample array are removed. Or in a low-
complexity variation, only the first sample array is removed from the candidate set. For partitioning patterns that split a
sample array intomore than 2 sample arrays, the removal of candidates depends on whether another partitioning pattern
can be simulated with the current partition pattern and corresponding merging information. The process of candidate
removal follows the concept explicitly described above, but considers the actually supported candidate patterns.
[0073] In a further preferred embodiment, if the SKIP/DIRECT mode is supported for a particular block, the merging
candidates that are also present candidates for the SKIP/DIRECT modes are removed from the candidate list. This
removal can replace the removals of candidate blocks described above or used together with the removals of candidate
blocks described above.

3. Combination with SKIP/DIRECT modes

[0074] The SKIP/DIRECTmodesmay be supported for all or only a particular block sizes and/or block shapes. A set of
candidate blocks is used for the SKIP/DIRECT modes. The difference between SKIP and DIRECT is whether residual
information is sent or not. The parameters (e.g., for prediction) of SKIP and DIRECTare inferred to be equal to any of the
corresponding candidates. The candidate is chosen by transmitting an index into the candidate list.
[0075] In a preferred embodiment, the candidate list for SKIP/DIRECTmay contain different candidates. An example is
illustrated in Fig. 8. The candidate list may include the following candidates (the current block is denoted by Xi):

- Median (between Left, Above, Corner)
- Left block (Li)
- Above block (Ai)
- Corner blocks (In order: Above Right (Ci1), Below Left (Ci2), Above Left (Ci3))
- Collocated block in a different, but already coded picture

[0076] In a preferred embodiment, the candidates for merging include Li (Left block) and Ai (Above block). Choosing
these candidates formerging requires a small amount of side information for signalingwithwhich block the current block is
merged.
[0077] The following notation is used for describing following embodiments:

- set_mvp_ori is a set of candidates used for the SKIP/DIRECT mode. This set is composed of { Median, Left, Above,
Corner, Collocated }, where Median is the median (middle value in an ordered set of Left, Above and Corner), and
collocated is given by the nearest reference frame and is scaled according to temporal distance.

- set_mvp_comb isasetof candidatesused for theSKIP/DIRECTmode in combinationwith theblockmergingprocess.
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[0078] For the preferred embodiment, the combination between SKIP/DIRECT mode and block merging mode can be
processedwith the original set of candidates. Thismeans that the SKIP/DIRECTmode has the same set of candidates as
when it is activatedalone. The interest of combining this twomodescomes from their complementarity in signaling the side
information in inter frame. Despite the fact that both of these modes are using information of the neighbors in order to
improve the signalization of the current block, the block merging is processing only the left and the above neighbors and
SKIP/DIRECT mode is processing up to 5 candidates. The main complementarily resides in the different approach of
processing the neighbor information. The blockmerging process keeps the complete set of information of its neighbors for
all the reference lists. This means that block merging keeps the complete side information from these neighbors and not
only its motion vectors per reference list, whereas the SKIP/DIRECT mode separately processes the prediction
parameters for each reference lists and transmit an index into a candidate list for each reference list. I.e., for bi-predicted
pictures, two indexes are transmitted for signaling a candidate for reference list 0 and a candidate for reference list 1.
[0079] In another preferred embodiment, a combined set of candidates, called set_mvp_comb, can be found for the
SKIP/DIRECT mode in combination with the block merging mode. This combined set is a part of the original set
(set_mvp_ori) and allows a reduction of signalization for the SKIP/DIRECT mode, because of the reduction of the list
of candidates: set_mvp_comb. The candidates which should be removed from the original list (set_mvp_ori) are these
which could be redundant with the block merging process or are not often used.
[0080] Inanotherpreferredembodiment, thecombinationbetweenSKIP/DIRECTmodeandblockmergingprocesscan
be processed with the combined set of candidates (set_mvp_comb), which is the original set (set_mvp_ori) without the
Median. Because of a low efficiency observed for the Median for the SKIP/DIRECTmode, its reduction of the original list,
brings an improvement in coding efficiency.
[0081] In another preferred embodiment, the combination of the SKIP/DIRECT mode and block merging can be
processed with the combined set of candidates (set_mvp_comb), which is the original set (set_mvp_ori) only with the
Corner and/or with the Collocated as candidates.
[0082] In another preferredembodiment, the combinationof theSKIP/DIRECTmodeandblockmergingprocess canbe
processed with the combined set of candidates, which is the set_mvp_ori with only the Corner and the Collocated as
candidates. Despite the complimentarily between the SKIP/DIRECTmode and blockmerging, as alreadymentioned, the
candidates which should be removed from the list are these which could be redundant with the candidates of the block
merging process. These candidates are Left and Above. The combined set of candidates (set_mvp_comb) has been
reduced toonly twocandidates:CornerandCollocated.TheSKIP/DIRECTmodeusing this candidateset set_mvp_comb,
combined with the block merging process gives a high increase in efficiency of signaling the side information in inter
frames. In this embodiment, the SKIP/DIRECT mode and the merging mode do not share any candidate block.
[0083] In further embodiments, slightly different combination of the SKIP/DIRECTand merge mode can be used. It is
possible to enable the SKIP/DIRECT mode (e.g. with more candidates than the merge mode) only for particular blocks
(e.g. with a size greater than a specified size, or only for square blocks, etc.) and not support the merge mode for these
blocks. Or the SKIP/DIRECT mode can be removed and all candidates (including the parameters that represent a
combination of parameters for the spatial/temporal neighboring blocks) are added to themergemode as candidates. This
option has been described in Figs. 1 to 5. The increased candidate setmight only be used for particular blocks (with a size
larger than a givenminimumsizes, or square blocks, etc.), where for other blocks a reduced candidate set is used. Or as a
further variant, the merge mode is used with a reduced candidate set (e.g., only the top and left neighbor) and further
candidates (e.g., the top-left neighbor, the co-located block, etc.) are used for the SKIP/DIRECT mode. Also in such
configurations, the SKIP/DIRECT modes may only be allowed for particular blocks (with a size larger than a given
minimum sizes, or square blocks, etc.), whereas the merge mode is allowed for a larger set of blocks.

4. Transmission of merging information

[0084] For the preferred embodiment and, in particular, for embodiments of Fig. 1 to 5, the followingmayapply. Imagine,
only the twoblocks that contain the left and top neighbor sample of the top-left sample of the current blocks are considered
as candidates. If the set of final candidate blocks (after removal of candidates as described above) is not empty, one flag
calledmerge_flag is signaled, specifyingwhether thecurrent block ismergedwithanyof thecandidateblocks. If themerge
_flag is equal to 0 (for "false"), this block is not merged with one of its candidate blocks and all coding parameters are
transmittedordinarily. If themerge_flag isequal to1 (for "true"), the followingapplies. If theset of candidateblockscontains
one and only one block, this candidate block is used for merging. Otherwise the set of candidate blocks contains exactly
two blocks. If the prediction parameters of these two blocks are identical, these prediction parameters are used for the
current block. Otherwise (the two blocks have different prediction parameters), a flag calledmerge_left_flag is signaled. If
merge_left_flag is equal to 1 (for "true"), the block containing the left neighboring sample position of the top-left sample
position of the current block is selected out of the set of candidate blocks. If merge_left_flag is equal to 0 (for "false"), the
other (i.e., top neighboring) block out of the set of candidate blocks is selected. The prediction parameters of the selected
block are used for the current block. In another embodiment, a combined syntax element is transmitted that signals the
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merging process. In another embodiment, the merge_left_flag is transmitted regardless of whether the two candidate
blocks have the same prediction parameters.
[0085] It should be noted that the syntax elementmerge_left_flag could also by namedmerge_index as its function is to
index the chosen one among the non-removed candidates.
[0086] In another preferred embodiment, more than two blocks may be included in the set of candidate blocks. The
merging information (i.e., whether a block ismerged and, if yes, withwhich candidate block it ismerged) is signaled by one
ormore syntax elements. At this, the set of codewords depends on the number of candidates in the final candidate set and
is selected in the sameway at encoder and decoder. In one embodiment, themerging information is transmitted using one
syntax element. In another embodiment, one syntax element specifies whether the block is merged with any of the
candidate blocks (cp. the merge _flag described above). This flag is only transmitted, if the set of candidate blocks is not
empty. The second syntax element signals which of the candidate blocks is employed for merging; it is only transmitted if
the first syntax element signals that the current block is merged with one of the candidate blocks. In a preferred
embodiment of the invention, the second syntax element is only transmitted if the set of candidate blocks contains more
than one candidate block and/or if any of the candidate blocks has different prediction parameters than any other of the
candidate blocks. The syntax can be depending on how many candidate blocks are given and/or on how different
prediction parameters are associated with the candidate blocks.
[0087] It is possible to add a set of candidates for block merging as it was done for DIRECT mode.
[0088] Asdescribed in other preferredembodiments, the second syntaxelementmerge indexmayonly be transmitted if
the list of candidates contains more than one candidate. This requires to derive the list prior to parsing merge index,
preventing to carry out these two processes in parallel. To allow for an increased parsing throughput and to make the
parsing process more robust with regard to transmission errors, it is possible to remove this dependency by using a fixed
codeword for each index value and a fixed number of candidates. If this number may not be reached by a candidate
selection, it is possible to derive ancillary candidates to complete the list. These additional candidates may include so-
calledcombinedcandidates,whicharebuilt frommotionparametersof possibly different candidatesalready in the list, and
zero motion vectors
[0089] In another preferred embodiment, the syntax for signaling which of the blocks of the candidate set is simulta-
neously adaptedat encoder anddecoder. If for example, 3 choicesof blocks formerging aregiven, those three choicesare
onlypresent in thesyntaxandareconsidered forentropycoding.Theprobabilities forall other choicesareconsidered tobe
0 and the entropy codec is adjusted simultaneously at encoder and decoder.
[0090] The prediction parameters that are inferred as a consequence of the merging process may represent the
complete set of the prediction parameters that are associated with a block or they may represent of subset of these
prediction parameters (e.g., the prediction parameters for one hypothesis of a block forwhichmulti-hypotheses prediction
is used).
[0091] In a preferred embodiment, the syntax elements related to the merging information are entropy coded using
context modeling. The syntax elements may consist of the merge_flag and merge_left_flag described above.
[0092] In one preferred embodiment, one out of three context models is used for coding the merge_flag. The used
context model merge_flag_ctx is derived as follows. If the set of candidate blocks contains two elements, the value of
merge_flag_ctx is equal to the sum of the values of the merge _flag of the two candidate blocks. If the set of candidate
blocks contains oneelement element, the valueofmerge_flag_ctx is equal to two times the valueofmerge_flagof this one
candidate block.
[0093] In a preferred embodiment, the merge_left_flag is coded using a single probability model.
[0094] Different context models coding for merge_idx (merge_left_flag) may be used.
[0095] Inotherembodiments, different contextmodelsmight beused.Non-binarysyntaxelementsmaybemappedonto
a sequence of binary symbols (bins). The context models for some syntax elements or bins of syntax elements may be
derived based on already transmitted syntax elements of neighboring blocks or the number of candidate blocks or other
measures, while other syntax elements or bins of syntax elements may be coded with a fixed context model.

5. Encoder operation

[0096] The inclusion of themerging concept provides an encoder with a greater freedom for the creation of a bitstream,
since the merging approach significantly increases the number of possibilities for selecting a partitioning for the sample
arrays of a picture, at, of course, increased signalization overhead. Some or all of the additional patterns that can be
represented by a combination of sub-partitioning andmerging (e.g., the patterns in Fig. 7, when the partitioning pattern of
Fig. 6 are supported) can be additionally tested (using the corresponding block sizes for motion estimation and mode
decision) and thebest of thepatterns providedbypurely partitioning (Fig. 6) andbypartitioning andmerging (Fig. 7) canbe
selected based on a particular rate-distortion measure. In addition for each block it can be tested whether a merging with
any of the already coded candidate sets yields in decrease of a particular rate-distortion measure and then the
corresponding merging flags are set during the encoding process.
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[0097] In another preferred embodiment, the encoder could first determine thebest subdivision of the sample arrays (as
in state-of-the-art coding schemes). And then it could check for each sample set, whether a merging with another sample
set or another group of sample sets reduces a particular rate-distortion cost measure. At this, the prediction parameters
associated with the merged group of sample sets can be re-estimated (e.g., by performing a new motion search) or the
prediction parameters that have already been determined for the current sample set and the candidate sample set (or
group of sample sets) for merging could be evaluated for the considered group of sample sets.
[0098] In another preferred embodiment, particular rate-distortion cost measure could be evaluated for additional
candidate groups of sample sets. As aparticular example,when testing the various possible partitioning patterns (seeFig.
6, for example), someor all of the pattern that can be represented by a combination of partitioning andmerging (seeFig. 7,
for example) can be additionally tested. I.e., for all of the patterns a specificmotion estimation andmode decision process
is carried out and the pattern which yields the smallest rate-distortion measure is selected. This process can also be
combinedwith the lowcomplexity process described above, so that for the resulting blocks it is additionally testedwhether
a merging with already coded blocks (e.g., outside the patterns of Fig. 6 and Fig. 7) yields a decrease in a rate-distortion
measure.
[0099] In another preferred embodiment, the encoder tests the different patterns that can be represented by partitioning
andmerging in a priority order and it tests asmany patterns as possible by given real-time requirement. The priority order
can also be modified based on the already coded blocks and chosen partitioning patterns.
[0100] One way of transferring the above-outlined embodiments to a specific syntax is explained in the following with
respect to the following figures. In particular, Figs. 9‑11 show different portions of a syntax which takes advantage of the
above-outlined embodiments. In particular, in accordance with the below-outlined embodiment, picture 20 is firstly up-
divided into coding treeblocks thepicture content ofwhich is codedusing thesyntaxcoding_treeshown inFig. 9.Asshown
therein, for entropy_coding_mode_flag=1, which relates to, for example, context adaptive binary arithmetic coding or
another specific entropy codingmode, the quad-tree subdivision of the current coding tree block is signaled within syntax
portion coding_treebywayof theflagscalledsplit_coding_unit_flagatmark400.Asshown inFig.9, in accordancewith the
embodiment described hereinafter, the tree-root block is subdivided as signaled by split_coding_unit_flag in a depth-first
traversal order as shown in Fig. 9a. Whenever a leaf node is reached, same represents a coding unit which is coded right
awayusing the syntax function coding_unit. This canbe seen fromFig. 9when lookingat the if-clause at 402which checks
as to whether the current split_coding_unit_flag is set or not. If yes, function coding_tree is recursively called, leading to a
further transmission/extractionof a further split_coding_unit_flagat the encoder anddecoder, respectively. If not, i.e. if the
split_coding_unit_flag=0, the current sub-block of the tree-root block 200 of Fig. 5a is a leaf block and in order to code this
coding unit, the function coding_unit of Fig. 10 is called at 404.
[0101] In the currently described embodiment, the above-mentioned option is used according to which merging is
merely usable for pictures for which the inter prediction mode is available. That is, intra-coded slices/pictures do not use
merging anyway. This is visible fromFig. 10, where the flagmerge _flag is transmitted at 406merely in case of a slice type
being unequal to the intra-picture slice type. Merging relates, in accordance with the present embodiment, merely to the
prediction parameters related to inter prediction. In accordancewith the present embodiment, themerge _flag is signaled
for the whole coding unit 40 and also signals to the decoder a certain partitioningmode for the current coding unit, namely
the no partitioningmode. Accordingly, the function prediction_unit is called at 408 with denoting the current coding unit as
being a prediction unit. This is, however, not the only possibility for switching on the merging option. Rather, if the
merge_flag related to the whole coding unit is not set at 406, the prediction type of the coding unit of the non-intra-picture
slice is signaled at 410 by syntax element pred_type with, depending thereon, calling function prediction_unit for any
partition of the current coding unit at, for example, 412 in caseof the current codingunit being not further partitioned. In Fig.
10, merely four different partitioning options are shown, but the other partitioning options shown in Fig. 6may be available
aswell. Anotherpossibilitywouldbe that thepartitioningoptionPART_NxN isnot available, but theothers. Theassociation
between thenames for the partitioningmodesused inFig. 10 to thepartitioning options shown inFig. 6 is indicated inFig. 6
by respective subscripts below the individual partitioning options. The function prediction_unit is called for each partition,
such as partitions 50 and 60 in the coding order mentioned above. The function prediction_unit starts with checking the
merge _flagat 414. If themerge _flag is set, amerge_index inevitably followsat 416. The checkat step 414, is for checking
as towhether themerge_flag related to thewhole coding unit as signalized at 406 has been set or not. If not, amerge _flag
is signalized again at 418, and if the latter is set, amerge_index follows at 420which indicates themerge candidate for the
current partition. Again, merge _flag is signalized for the current partition at 418 merely in case of the current prediction
mode of the current coding unit is an inter prediction mode (see 422).
[0102] As is visible fromFig. 11, the transmission of the prediction parameters in use for the current prediction unit at 424
is, in accordance with the present embodiment, performed merely in case of merging not being used for the present
prediction unit.
[0103] Although the above description of the embodiment of Figs. 9‑11 already describe most of the functionality and
semantics, some further information is presented below.
[0104] merge_flag[ x0 ][ y0 ] specifieswhether the inter prediction parameters for the current prediction unit (see 50 and
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60 in the figures) are inferred fromaneighboring inter-predicted partition. The array indices x0, y0 specify the location ( x0,
y0 ) of the top-left luma sample of the considered prediction block (see 50 and 60 in the figures) relative to the top-left luma
sample of the picture (see 20 in the figures).
[0105] merge_idx[ x0 ][ y0 ] specifies themerging candidate index of themerging candidate list where x0, y0 specify the
location ( x0, y0 ) of the top-left luma sample of the considered prediction block relative to the top-left luma sample of the
picture.
[0106] Although not specifically indicated in the above description of Figs. 9‑11, the merging candidates or the list of
merging candidates is determined in this embodiment exemplarily using not only coding parameters or prediction
parameters of spatially neighboring prediction unit/partitions, but rather, a list of candidates is also formed by using
prediction parameters of temporally neighboring partitions of temporally neighboring and previously coded pictures.
Moreover, combinations of prediction parameters of spatially and/or temporally neighboring prediction units/partitions are
used and included into the list ofmerging candidates. Naturally,merely a subset thereofmay be used. In particular, Fig. 12
shows one possibility of determining spatial neighbors, i.e. spatially neighboring partitions or prediction units. Fig. 12
showsexemplarily a prediction unit or partition 60 andpixels B0 toB2 andA0 andA1which are located directly adjacent the
border 500 of partition 60, namely B2 being diagonally adjacent the top left pixel of partition 60, B1 being located vertically
above and adjacent the top right-hand pixel of partition 60, B0 being located diagonally to the top right-hand pixel of
partition 60,A1 being located horizontally to the left of, and adjacent the bottom left-hand pixel of partition 60, andA0being
located diagonally to the bottom left-hand pixel of partition 60. A partition that includes at least one of pixels B0 toB2 andA0
and A1 forms a spatial neighbor and the prediction parameters thereof form a merge candidate.
[0107] In order to perform the above-mentioned removal of those candidates which would lead to another partitioning
mode which would also have been available, the following functions could be used:

In particular, the candidate N, i.e. the coding/prediction parameters stemming from the prediction unit/partition
covering pixel N=( B0, B1, B2, A0, A1), i.e. position (xN, yN), is removed from the candidate list if any of the following
conditions is true (please see Fig. 6 for the partitioning mode PartMode and the corresponding partitioning index
PartIdx indexing the respective partition inside the coding unit):

- PartMode of the current prediction unit is PART_2NxN and PartIdx is equal to 1 and the prediction units covering
luma location (xP, yP - 1 ) ( PartIdx = 0 ) and luma location (xN, yN ) (Cand. N) have identical motion parameters:

- PartMode of the current prediction unit is PART_Nx2N and PartIdx is equal to 1 and the prediction units covering
luma location (xP - 1, yP ) ( PartIdx = 0 ) and luma location (xN, yN ) (Cand. N) have identical motion parameters:

- PartMode of the current prediction unit is PART_NxN and PartIdx is equal to 3 and the prediction units covering
luma location (xP - 1, yP ) ( PartIdx = 2 ) and luma location (xP - 1, yP - 1 ) ( PartIdx = 0) have identical motion
parameters:
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and the prediction units covering luma location (xP, yP - 1 ) ( PartIdx = 1 ) and luma location ( xN, yN ) (Cand. N)
have identical motion parameters:

- PartMode of the current prediction unit is PART_NxN and PartIdx is equal to 3 and the prediction units covering
luma location (xP, yP - 1 ) ( PartIdx = 1 ) and luma location ( xP - 1, yP - 1 ) ( PartIdx = 0 ) have identical motion
parameters:

and the prediction units covering luma location (xP - 1, yP ) ( PartIdx = 2 ) and luma location ( xN, yN ) (Cand. N)
have identical motion parameters:

[0108] In this regard, please note that position or location ( xP, yP ) denotes the uppermost pixel of the current
partition/prediction unit. That is, in accordancewith the first item, all codingparameter candidates are checkedwhich have
been derived by directly adopting the respective coding parameters of neighboring prediction units, namely prediction unit
N. The other additional coding parameter candidatesmay, however, be checked in the samemanner as to whether same
are equal to the coding parameters of the respective prediction unit emerging with which would result in obtaining another
partitioning pattern also supported by the syntax. In accordance with the embodiments just described, the equality of the
coding parameters encompasses a check of the equality of themotion vector, i.e. mvLX, the reference index, i.e. reflxLX,
and the prediction flag predFlagLX indicating that the parameters, i.e. motion vector and reference index, associated with
reference list X, with X being 0 or 1, are used in inter prediction.
[0109] Please note that the just-described possibility for removal of coding parameter candidates of neighboring
predictionunits/partitionswouldalsobeapplicable in caseof supportingasymmetric partitioningmodesshown in the right-
hand half of Fig. 6. In that case, the mode PART_2NxN could represent all horizontally subdividing modes and
PART_Nx2N could correspond to all vertically subdividing modes. Further, the mode PART_NxN could be excluded
from the supported partitioningmodes or partitioning patterns and in that case, merely the first two removal checks would
have to be performed.
[0110] Regarding the embodiment Figs. 9‑12, it should also be noted that it is possible to exclude the intra predicted
partitions from the list of candidates, i.e. their coding parameters are, naturally, not included into the list of candidates.
[0111] Further, it is noted that three contexts could be used for the merge _flag and the merge_index.
[0112] In the following, additional embodiments and aspects of the invention will be described which can be used
individually or in combination with any of the features and functionalities and details described herein.

1. Decoder (50) configured to decode a bitstream (30) signaling one of supported partitioning patterns for a current
block (40) of a picture (20), the decoder being configured to
if the signaled one of the supported partitioning patterns specifies a subdivision of the current block(40) into two or
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more further blocks (50, 60),
remove

for all further blocks except a first further block of the further bocks in a coding order (70),

from a set of coding parameter candidates for the respective further block (60),

coding parameter candidates having coding parameters which are the same as coding parameters associated
with anyof the further blocks,whichwould,whenbeingmergedwith the respective further block (60), result in one
of the supported partitioning patterns.

2. Decoder according to aspect 1, wherein the decoder (50) is configured to, if a number of the non-removed coding
parameter candidates is non-zero, set codingparameters associatedwith the respective further block (60) depending
on one of the non-removed coding parameter candidates.

3. Decoder according to aspect 1, wherein the decoder (50) is configured to, if a number of the non-removed coding
parameter candidates is non-zero, set coding parameters associatedwith the respective further block equal to one of
the non-removed codingparameter candidates,with orwithout an additional refinement and/orwith orwithout scaling
in accordance with a temporal distance.

4. Decoder according to any of aspects 2 to 3, wherein the decoder is configured to support intra and inter prediction
modes for the current block and to perform the merging and removal merely in case of the current block (40) being
coded in inter prediction mode.

5. Decoder according to any of aspects 2 to 4, wherein the coding parameters are prediction parameters and the
decoder is configured to use the prediction parameters of the respective further block (60) in order to derive a
prediction signal for the respective further block (60).

6. Decoder according to any of aspects 1 to 5, wherein the decoder is configured to, depending on a number of non-
removed coding parameter candidates for a respective further block, merely expect the bitstream (30) to comprise a
syntax element specifying which of the non-removed coding parameter candidates is employed for merging, if the
number of non-removed coding parameter candidates for the respective further block is greater than 1.

7. Decoder according to any of aspects 1 to 6, wherein the decoder (50) is configured to determine the set of coding
parameter candidates for the respective further block (60) based on coding parameters associated with previously
decoded blocks.

8. Decoder according to any of aspects 1 to 7, wherein the decoder (50) is configured to determine the set of coding
parameter candidates for the respective further block based on, at least partially, the coding parameters associated
with previously decoded blocks neighboring the respective further block, and lying outside and inside the current
block, respectively.

9. Decoder according to any of aspects 1 to 8, wherein the decoder (50) is configured to determine the set of coding
parameter candidates for the respective further block out of a initial set of previously decoded blocks excluding ones
being coded in an intra prediction mode.

10.Decoder according toanyof aspects1 to9,wherein thedecoder (50) is configured to subdivide thepicture (20) into
coding blocks according to subdivision information contained in the bitstream (30) , the coding blocks including the
current block.

11. Decoder according to aspect 10, wherein the decoder (50) is configured to further subdivide the current block (40)
into one ormore transformblocks according to further subdivision information contained in the bitstreamand to derive
a residual signal of the current block (40) from bitstream (30) in units of the transform blocks.

12. Decoder according to any of aspects 1 to 11, wherein the decoder is configured to, if the signaled one of the
supported partitioning patterns specifies a subdivision of the block into two further blocks, remove for a second further
block of the further bocks in a coding order, from the set of coding parameter candidates for the second further block,
coding parameter candidates having coding parameters which are the same as coding parameters associated with
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the first further block of the further bocks in a coding order.

13. Decoder according to any of aspects 1 to 12, wherein the supported partitioning patterns comprise a no-
partitioning mode, a horizontally partitioning mode and a vertically partitioning mode, and the decoder is configured
to, if the signaled one of the supported partitioning patterns specifies a subdivision of the block into four further blocks,

remove for the fourth blockof the further bocks in a codingorder, fromaset of codingparameter candidates for the
fourth further block, coding parameter candidates having coding parameters which are the same as coding
parameters associatedwithoneof the further blocks, being inasame rowas the fourth further block, provided that
the other twoof the further blocks being in a different rowhave coding parameters associated therewithwhich are
equal to each other, and .

remove for the fourth block from the set of coding parameter candidates for the fourth further block, coding
parameter candidates having coding parameters which are the same as coding parameters associated with one
of the further blocks, being in a same column as the fourth further block, provided that the other two of the further
blocks being in a different column have coding parameters associated therewith which are equal to each other.

14. Encoder (10) configured to encode a picture (20) into a bitstream (30), the encoder being configured to

signaling within a bitstream (30) one of supported partitioning patterns for a current block (40); and
if thesignaledoneof thesupportedpartitioningpatternsspecifiesasubdivisionof the current block (40) into twoor
more further blocks (50, 60),
remove

for all further blocks (60) except a first further block (50) of the further blocks in a coding order (70),

from a set of coding parameter candidates for the respective further block (60),

coding parameter candidates having coding parameters which are the same as coding parameters
associated with any of the further blocks, which would, when being merged with the respective further
block, result in one of the supported partitioning patterns.

15. Decoder configured to decode a bitstream signaling one of supported partitioning patterns for a current block of a
picture, the decoder being configured to
if the signaled one of the supported partitioning patterns specifies a subdivision of the block into two or more further
blocks,
remove

for all further blocks except a first further block of the further bocks in a coding order,

from a set of candidate blocks for the respective further block,

candidateblockswhichwould,whenbeingmergedwith the respective further block, result in oneof the supported
partitioning patterns.

16. Decoder according to aspect 15, wherein the decoder is configured to, if a number of the non-removed candidate
blocks is non-zero,merge the respective further blockwithoneof thenon-removedcandidate blocksby setting coding
parameters of the respective further block depending on coding parameters associated with the one candidate block

17. Decoder according to aspect 15, wherein the decoder is configured to, if a number of the non-removed candidate
blocks is non-zero,merge the respective further blockwithoneof thenon-removedcandidate blocksby setting coding
parametersof the respective further blockequal to codingparametersassociatedwith theonecandidateblock,withor
without an additional refinement and/or scaling according to a temporal distance.

18. Decoder according to any of aspects 16 to 17, wherein the decoder is configured to support intra and inter
prediction modes for the current block und to perform the merging and removal merely in case of the current block
being coded in inter prediction mode.
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19. Decoder according to any of aspects 16 to 18, wherein the coding parameters are prediction parameters and the
decoder is configured to use the prediction parameters of the respective further block in order to derive a prediction
signal for the respective further block.

20. Decoder according to any of aspects 15 to 19, wherein the decoder is configured to, depending on a number of
non-removed candidate blocks for a respective further block, merely expect the bitstream to comprise a syntax
element specifying which of the non-removed candidate blocks is employed for merging, if the number of non-
removed candidate blocks for the respective further block is greater than 1.

21. Decoder according to any of aspects 15 to 20, wherein the decoder is configured to determine the set of candidate
blocks for the respective further block out of previously decoded blocks.

22. Decoder according to any of aspects 15 to 21, wherein the decoder is configured to determine the set of candidate
blocks for the respective further block out of a initial set of previously decoded blocks neighboring the respective
further block, the initial set including neighboring blocks outside and inside the current block, respectively.

23. Decoder according to any of aspects 15 to 22, wherein the decoder is configured to determine the set of candidate
blocks for the respective further blockout of a initial set of previouslydecodedblocksexcludingonesbeing coded inan
intra prediction mode.

24. Decoder according to any of aspects 15 to 23, wherein the decoder is configured to subdivide the picture into
coding blocks according to subdivision information contained in the bitstream, the coding blocks including the current
block.

25. Decoder according to aspect 24, wherein the decoder is configured to further subdivide the current block into one
or more transform blocks according to further subdivision information and to derive a residual signal of the current
block from bitstream in units of the transform blocks.

26. Encoder configured to encode a picture (20) into a bitstream (30), the encoder being configured to

signaling within a bitstream (30) one of supported partitioning patterns for a current block (40); and

if the signaled one of the supported partitioning patterns specifies a subdivision of the block into two or more
further blocks,
remove

for all further blocks except a first further block of the further bocks in a coding order,

from a set of candidate blocks for the respective further block,

candidate blocks which would, when being merged with the respective further block, result in one of the
supported partitioning patterns.

27. Method for decoding a bitstream (30) signaling one of supported partitioning patterns for a current block (40) of a
picture (20), the method comprising
if the signaled one of the supported partitioning patterns specifies a subdivision of the current block(40) into two or
more further blocks (50, 60),
remove

for all further blocks except a first further block of the further bocks in a coding order (70),

from a set of coding parameter candidates for the respective further block (60),

coding parameter candidates having coding parameters which are the same as coding parameters associated
with anyof the further blocks,whichwould,whenbeingmergedwith the respective further block (60), result in one
of the supported partitioning patterns.

28. Method for encoding a picture (20)into a bitstream (30), the method comprising
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signaling within a bitstream (30) one of supported partitioning patterns for a current block (40); and

if thesignaledoneof thesupportedpartitioningpatternsspecifiesasubdivisionof the current block (40) into twoor
more further blocks (50, 60),
remove

for all further blocks (60) except a first further block (50) of the further blocks in a coding order (70),

from a set of coding parameter candidates for the respective further block (60),

coding parameter candidates having coding parameters which are the same as coding parameters
associated with any of the further blocks, which would, when being merged with the respective further
block, result in one of the supported partitioning patterns.

29. Computer program having a program code for performing, when running on a computer, a method according to
aspect 27 or 28.

[0113] Although some aspects have been described in the context of an apparatus, it is clear that these aspects also
represent a description of the correspondingmethod,where ablock or device corresponds to amethod step or a feature of
a method step. Analogously, aspects described in the context of a method step also represent a description of a
corresponding block or item or feature of a corresponding apparatus. Some or all of the method steps may be executed
by (or using) a hardware apparatus, like for example, amicroprocessor, a programmable computer or an electronic circuit.
In some embodiments, some one or more of the most important method steps may be executed by such an apparatus.
[0114] Depending on certain implementation requirements, embodiments of the invention can be implemented in
hardwareor in software.The implementation canbeperformedusingadigital storagemedium, for exampleafloppydisk, a
DVD, a Blue-Ray, a CD, a ROM, a PROM, an EPROM, an EEPROM or a FLASHmemory, having electronically readable
control signals stored thereon, which cooperate (or are capable of cooperating) with a programmable computer system
such that the respective method is performed. Therefore, the digital storage medium may be computer readable.
[0115] Some embodiments according to the invention comprise a data carrier having electronically readable control
signals, which are capable of cooperatingwith a programmable computer system, such that one of themethods described
herein is performed.
[0116] Generally, embodiments of the present invention can be implemented as a computer program product with a
program code, the program code being operative for performing one of themethods when the computer program product
runs on a computer. The program code may for example be stored on a machine readable carrier.
[0117] Other embodiments comprise the computer program for performing one of themethods described herein, stored
on a machine readable carrier.
[0118] In otherwords, anembodiment of the inventivemethod is, therefore, a computer programhavingaprogramcode
for performing one of the methods described herein, when the computer program runs on a computer.
[0119] A further embodiment of the inventive methods is, therefore, a data carrier (or a digital storage medium, or a
computer-readable medium) comprising, recorded thereon, the computer program for performing one of the methods
described herein. The data carrier, the digital storage medium or the recorded medium are typically tangible and/or non-
transitionary.
[0120] A further embodiment of the inventivemethod is, therefore, a data stream or a sequence of signals representing
the computer program for performing one of the methods described herein. The data stream or the sequence of signals
may for example be configured to be transferred via a data communication connection, for example via the Internet.
[0121] A further embodiment comprises a processingmeans, for example a computer, or a programmable logic device,
configured to or adapted to perform one of the methods described herein.
[0122] A further embodiment comprises a computer having installed thereon the computer program for performing one
of the methods described herein.
[0123] A further embodiment according to the invention comprises an apparatus or a system configured to transfer (for
example, electronically or optically) a computer program for performing one of themethods described herein to a receiver.
The receivermay, for example, beacomputer, amobile device, amemorydevice or the like. Theapparatusor systemmay,
for example, comprise a file server for transferring the computer program to the receiver .
[0124] In someembodiments, a programmable logic device (for example a field programmable gate array)maybe used
to perform some or all of the functionalities of themethods described herein. In some embodiments, a field programmable
gate array may cooperate with a microprocessor in order to perform one of the methods described herein. Generally, the
methods are preferably performed by any hardware apparatus.
[0125] The above described embodiments are merely illustrative for the principles of the present invention. It is
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understood that modifications and variations of the arrangements and the details described herein will be apparent to
others skilled in the art. It is the intent, therefore, to be limited only by the scope of the impending patent claims and not by
the specific details presented by way of description and explanation of the embodiments herein.

Claims

1. Decoder (80) configured to decodeabitstream (30) signaling oneof supported partitioning patterns for a current block
(40) of a picture (20), the decoder being configured to

if the signaled one of the supported partitioning patterns specifies a subdivision of the current block(40) into two
rectangular block partitions (50, 60),
for each of the block partitions except a first block partition of the bock partitions of the current block in a coding
order (70),

determine, for the respective block partition (60) of the current block, a set of coding parameter candidates,
wherein
at least some coding parameters candidates are adopted from the coding parameters of merely one
previously decoded block partition so that the at least some coding parameter candidates are equal to
the coding parameters of said merely one previously decoded block partition,
with performing the determination in such a manner that

codingparameter candidateswhich equal codingparameters associatedwith anyof theblockpartitions,
which would, when being merged with the respective block partition (60), result in one of the supported
partitioning patterns,
are excluded from the set of coding parameter candidates for the respective block partition (60),

characterized in that
the determination of the set of coding parameter candidates of the respective block partition (60) of the current
block further comprises deriving at least some further coding parameter candidates

from a combination of coding parameters of more than one previously decoded block partitions, or
from - by modification - coding parameters of one previously decoded partition.

2. Decoder according to claim 1, wherein the decoder (80) is configured to, if a number of the non-excluded coding
parameter candidates is non-zero, set coding parameters associated with the respective block partition (60)
depending on one of the non-excluded coding parameter candidates.

3. Decoder according to claim 1, wherein the decoder (80) is configured to, if a number of the non-excluded coding
parameter candidates is non-zero, set coding parameters associated with the respective block partition equal to one
of the non-excluded coding parameter candidates.

4. Decoder according to any of claims 2 to 3, wherein the decoder is configured to support intra and inter prediction
modes for the current block and to perform

the merging and
the determination of the set of coding parameter candidates in the manner that from the set of coding parameter
candidates for the respective block partition (60), coding parameter candidates which equal coding parameters
associated with any of the block partitions, which would, when being merged with the respective block partition
(60), result inoneof thesupportedpartitioningpatterns,areexcluded from thesetof codingparameter candidates
for the respective block partition (60)

merely in case of the current block (40) being coded in inter prediction mode.

5. Decoder according to any of claims 2 to 4, wherein the coding parameters are prediction parameters and the decoder
is configured touse thepredictionparameters of the respectiveblockpartition (60) inorder toderiveaprediction signal
for the respective block partition (60).
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6. Decoder according to any of claims 1 to 5, wherein the decoder is configured to, depending on a number of non-
excluded coding parameter candidates for a respective block partition,merely expect the bitstream (30) to comprise a
syntax element specifying which of the non-excluded coding parameter candidates is employed for merging, if the
number of non-excluded coding parameter candidates for the respective block partition is greater than 1.

7. Decoder according to any of claims 1 to 6, wherein the decoder (80) is configured to determine the set of coding
parameter candidates for the respective block partition based on, at least partially, the coding parameters associated
with previously decoded block partitions neighboring the respective block partition, and lying outside and inside the
current block, respectively.

8. Decoder according to any of claims 1 to 7, wherein the decoder (80) is configured to determine the set of coding
parameter candidates for the respective block partition out of a initial set of previously decoded blocks excluding ones
being coded in an intra prediction mode.

9. Decoder according to any of claims 1 to 8, wherein the decoder (80) is configured to subdivide the picture (20) into
coding blocks according to subdivision information contained in the bitstream (30) , the coding blocks including the
current block.

10. Decoder according to claim 9, wherein the decoder (80) is configured to further subdivide the current block (40) into
one or more transform blocks according to further subdivision information contained in the bitstream and to derive a
residual signal of the current block (40) from bitstream (30) in units of the transform blocks.

11. Decoder according to any of claims 1 to 10, wherein the picture has associated therewith a depth map as additional
information.

12. Encoder (10) configured to encode a picture (20) into a bitstream (30), the encoder being configured to

signaling within a bitstream (30) one of supported partitioning patterns for a current block (40); and
if the signaled one of the supported partitioning patterns specifies a subdivision of the current block (40) into two
rectangular block partitions (50, 60),
for each of the block partitions except a first block partition of the bock partitions of the current block in a coding
order (70),

determine, for the respective block partition (60) of the current block, a set of coding parameter candidates,
wherein
at least some coding parameters candidates are adopted from the coding parameters of merely one
previously encoded block partition so that the at least some coding parameter candidates are equal to
the coding parameters of said merely one previously encoded block partitions,
with performing the determination in such a manner that

codingparameter candidateswhich equal codingparameters associatedwith anyof theblockpartitions,
which would, when being merged with the respective block partition, result in one of the supported
partitioning patterns,
are excluded from the set of coding parameter candidates for the respective block partition (60),

characterized in that
the determination of the set of coding parameter candidates of the respective block partition (60) of the current
block further comprises deriving at least some further coding parameter candidates

from a combination of coding parameters of more than one previously encoded block partitions, or
from - by modification - coding parameters of one previously encoded partition.

13. Encoder according to claim 12, wherein the picture has associated therewith a depth map as additional information.

14. Method for decoding a bitstream (30) signaling one of supported partitioning patterns for a current block (40) of a
picture (20), the method comprising

if the signaled one of the supported partitioning patterns specifies a subdivision of the current block(40) into two
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rectangular block partitions (50, 60),
for each of the block partitions except a first block partition of the bock partitions of the current block in a coding
order (70),

determining, for the respective block partition (60) of the current block, a set of coding parameter candidates,
wherein
at least some coding parameters candidates are adopted from the coding parameters of merely one
previously decoded block partition so that the at least some coding parameter candidates are equal to
the coding parameters of said merely one previously decoded block partition,
with performing the determination in such a manner that

codingparameter candidateswhich equal codingparameters associatedwith anyof theblockpartitions,
which would, when being merged with the respective block partition (60), result in one of the supported
partitioning patterns,
are excluded from the set of coding parameter candidates for the respective block partition (60),

characterized in that
the determination of the set of coding parameter candidates of the respective block partition (60) of the current
block further comprises deriving at least some further coding parameter candidates

from a combination of coding parameters of more than one previously decoded block partitions, or
from - by modification - coding parameters of one previously decoded partition.

15. Method for encodingapicture (20) intoabitstream(30), themethodcomprisingsignalingwithin abitstream(30) oneof
supported partitioning patterns for a current block (40); and

if the signaled one of the supported partitioning patterns specifies a subdivision of the current block (40) into two
rectangular block partitions (50, 60),
for each of the block partitions except a first block partition of the bock partitions of the current block in a coding
order (70),

determining, for the respective block partition (60) of the current block, a set of coding parameter candidates,
wherein
at least some coding parameters candidates are adopted from the coding parameters of merely one
previously encoded block partition so that the at least some coding parameter candidates are equal to
the coding parameters of said merely one previously encoded block partitions,
with performing the determination in such a manner that

codingparameter candidateswhich equal codingparameters associatedwith anyof theblockpartitions,
which would, when being merged with the respective block partition (60), result in one of the supported
partitioning patterns,
are excluded from the set of coding parameter candidates for the respective block partition (60),

characterized in that
the determination of the set of coding parameter candidates of the respective block partition (60) of the current
block further comprises deriving at least some further coding parameter candidates

from a combination of coding parameters of more than one previously decoded block partitions, or
from - by modification - coding parameters of one previously encoded partition.

16. Computer programhaving a program code for performing, when running on a computer, amethod according to claim
14 or 15.
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