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(57) An allosteric path prediction device includes a
network graph generating unit and a path calculating unit.
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the basis of three-dimensional structure information of
the protein. The path calculating unit calculates a path
connecting the vertices on the network graph generated
by the network graph generating unit on the basis of an
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Description

TECHNICAL FIELD

[0001] The present invention relates to an allosteric path prediction device, an allosteric path prediction result
acquisition method, an allosteric path prediction method, and a program.
[0002] Priority is claimed on Japanese Patent Application No. 2022‑102155, filed June 24, 2022, the content of which is
incorporated herein by reference.

BACKGROUND ART

[0003] Recently, there has been a trend of research and development investment in the drug development market
expanding, but the depletion of drug development targets has become evident. Therefore, it is expected to derive new drug
development targets using IT technology. For example, in the related art, proteins in which it was difficult to develop a drug
can be used as drug development targets through allosteric drug development. Allosteric drug development is an
approach with an allosteric control mechanism of a protein as a target. Allosteric control means that a signal to an allosteric
control site of a protein controls a structure, an activity, or a reaction of an active site. In allosteric drug development, an
allosteric control site of a protein or a mechanism (an allosteric path) by which a signal to an allosteric control site is
transmitted to an active site is used as a target.
[0004] Prediction of an allosteric control site or how a signal to the allosteric control site is transmitted to an active site
(referred to as an allosteric path) is very important in realization of allosteric drug development.

Citation List

Patent Document

[0005] Patent Document 1: Chinese Patent No. 108830043

Non Patent Document

[0006]

Non Patent Document 1: "Biophysical Journal," February 9, 2007, vol. 92, p. 3052‑3062
Non Patent Document 2: "NATURE COMMUNICATIONS," July 31, 2020, vol. 11, p. 3862
Non Patent Document 3: "Scientific Reports," February 22, 2016, vol. 6, p. 21686

SUMMARY OF INVENTION

Technical Problem

[0007] A problem to be solved by the present invention is to provide an allosteric path prediction device, an allosteric path
prediction result acquisition method, an allosteric path prediction method, and a program that can predict amino acid
residues contributing to allosteric control from three-dimensional structure information of proteins.

Solution to Problem

[0008] An allosteric path prediction device according to an embodiment includes a network graph generating unit and a
path calculating unit. The network graph generating unit generates,on the basis of three-dimensional structure information
of a protein, a network graph which includes vertices corresponding to at least amino acid residues constituting the protein
out of the amino acid residues and arbitrary binding substances bound to the protein and in which weights based on
interactions between at least the amino acid residues out of the amino acid residues and the arbitrary binding substances
are assigned to edges. The path calculating unit calculates a path connecting the vertices on the network graph generated
by the network graph generating unit on the basis of an evaluation function based on the weights.

BRIEF DESCRIPTION OF DRAWINGS

[0009]
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[FIG. 1] A diagram illustrating an example of a three-dimensional structure of a protein according to a first embodiment
of the present invention.
[FIG. 2] A diagram illustrating an example of a network graph representing a three-dimensional structure of a protein
according to the first embodiment of the present invention.
[FIG. 3] A diagram illustrating an example of a path according to the first embodiment of the present invention.
[FIG. 4] A diagram illustrating a signal transmission probability according to the first embodiment of the present
invention.
[FIG. 5] A diagram illustrating a signal transmission probability from a start point to an end point of a path according to
the first embodiment of the present invention.
[FIG. 6] A diagram illustrating an example of the functional configuration of a allosteric path prediction device
according to the first embodiment of the present invention.
[FIG. 7] A diagram illustrating an example of an allosteric path predicting process according to the first embodiment of
the present invention.
[FIG. 8] A diagram illustrating an example of a network graph generating process according to the first embodiment of
the present invention.
[FIG. 9] A diagram illustrating an Ising calculation process according to the first embodiment of the present invention.
[FIG. 10] A diagram illustrating oriented sides according to the first embodiment of the present invention.
[FIG. 11] A diagram illustrating an example of Hamiltonian of a single path according to the first embodiment of the
present invention.
[FIG. 12] A diagram illustrating an example of calculation results of a path according to the first embodiment of the
present invention.
[FIG. 13] A diagram illustrating an example of the outline of a method of searching for an amino acid residue
contributing to allosteric control according to a second embodiment of the present invention.
[FIG. 14] A diagram illustrating an example of values of residue scores according to the second embodiment of the
present invention.
[FIG. 15] A diagram illustrating an example of the functional configuration of a allosteric path prediction device
according to the second embodiment of the present invention.
[FIG. 16] A diagram illustrating an example of an allosteric path predicting process according to the second
embodiment of the present invention.
[FIG. 17] A diagram illustrating an example of an important amino acid residue search process according to the second
embodiment of the present invention.
[FIG. 18] A diagram illustrating a network graph representing search results of an important l amino acid residue
according to a first example of the second embodiment of the present invention.
[FIG. 19] A diagram illustrating the search results of an important amino acid residue according to the first example of
the second embodiment of the present invention.
[FIG. 20] A diagram illustrating a network graph representing search results of an important amino acid residue
according to a second example of the second embodiment of the present invention.
[FIG. 21] A diagram illustrating the search results of an important amino acid residue according to the second example
of the second embodiment of the present invention.
[FIG. 22] A diagram illustrating a network graph representing search results of an important amino acid residue
according to the second example of the second embodiment of the present invention.
[FIG. 23] A diagram illustrating the search results of an important amino acid residue according to the second example
of the second embodiment of the present invention.
[FIG. 24] A diagram illustrating an example of the outline of an allosteric region search method according to a third
embodiment of the present invention.
[FIG. 25] A diagram illustrating an example of evaluation results of an influence of each of a plurality of start points on
an end point according to the third embodiment of the present invention.
[FIG. 26] A diagram illustrating an example of the functional configuration of a allosteric path prediction device
according to the third embodiment of the present invention.
[FIG. 27] A diagram illustrating an example of an allosteric path predicting process according to the third embodiment
of the present invention.
[FIG. 28] A diagram illustrating an Isingcalculation process according to the third embodiment of the present invention.
[FIG. 29] A diagram illustrating an example of a region search process according to the third embodiment of the
present invention.
[FIG. 30] A diagram illustrating search results of an allosteric control region with respect to amino acid regions of which
the amino acid number of KRAS ranges from 1 to 67 according to an example of the third embodiment of the present
invention.
[FIG. 31] A diagram illustrating search results of an allosteric control region with respect to amino acid regions of which
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the amino acid number of KRAS ranges from 114 to 169 according to an example of the third embodiment of the
present invention.
[FIG. 32] A diagram illustrating search results of an allosteric control region with respect to the whole KRAS along with
a position of an α helix chain according to an example of the third embodiment of the present invention.
[FIG. 33] A diagram illustrating an example of the outline of an allosteric region search method according to a modified
example of the third embodiment of the present invention.
[FIG. 34] A diagram illustrating an example of the outline of an allosteric region search method according to a modified
example of the third embodiment of the present invention.
[FIG. 35] A diagram illustrating an example of the functional configuration of a allosteric path prediction device
according to a modified example of the third embodiment of the present invention.
[FIG. 36] A diagram illustrating an example of an allosteric path predicting process according to a modified example of
the third embodiment of the present invention.
[FIG. 37] A diagram illustrating an example of a residue set search process according toa modified example of the third
embodiment of the present invention.
[FIG. 38] A diagram illustrating an example of a residue set search and Ising calculation process according to a
modified example of the third embodiment of the present invention.
[FIG. 39] A diagram illustrating an example of the outline of a residue set score calculating process according to a
modified example of the third embodiment of the present invention.
[FIG. 40] A diagram illustrating an example of the distance between residues according to a modified example of the
third embodiment of the present invention.
[FIG. 41] A diagram illustrating an example of the outline of search results of a residue set according to a modified
example of the third embodiment of the present invention.
[FIG. 42] A diagram illustrating search results of an allosteric control region according to a modified example of the
third embodiment of the present invention.
[FIG. 43] A diagram illustrating a ribbon model of a KRAS/RAF composite according to a modified example of the third
embodiment of the present invention.
[FIG. 44] A diagram illustrating a ribbon model of a KRAS/RAF composite according to a modified example of the third
embodiment of the present invention.
[FIG. 45] A diagram illustrating a ribbon model of a KRAS/RAF composite according to a modified example of the third
embodiment of the present invention.
[FIG. 46] A diagram illustrating an example of a multiplex path according to a fourth embodiment of the present
invention.
[FIG. 47] A diagram illustrating an example of the functional configuration of a allosteric path prediction device
according to the fourth embodiment of the present invention.
[FIG. 48] A diagram illustrating an example of Hamiltonians for a multiplex path according to the fourth embodiment of
the present invention.
[FIG. 49] A diagram illustrating search results of an important amino acid residue according to an example of the fourth
embodiment of the present invention.
[FIG. 50] A diagram illustrating an example of an allosteric path which is calculated using Hamiltonians for a multiplex
path according to an example of the fourth embodiment of the present invention.
[FIG. 51] A diagram illustrating search results of an allosteric control region according to a second example of the
fourth embodiment of the present invention.
[FIG. 52] A diagram illustrating search results of an allosteric control region according to the second example of the
fourth embodiment of the present invention.
[FIG. 53] A diagram illustrating an example of a configuration of an allosteric path prediction system according to a fifth
embodiment of the present invention.
[FIG. 54] A diagram illustrating an example of an allosteric path predicting process according to the fifth embodiment of
the present invention.
[FIG. 55] A diagram illustrating an example of a network graph generating process according to the fifth embodiment of
the present invention.
[FIG. 56] A diagram illustrating an example of a QUBO and constraint expression list setting process according to the
fifth embodiment of the present invention.
[FIG. 57] A diagram illustrating an example of a configuration of a system according to a first modified example of the
fifth embodiment of the present invention.
[FIG. 58] A diagram illustrating an example of a configuration of a system according to a second modified example of
the fifth embodiment of the present invention.
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DESCRIPTION OF EMBODIMENTS

[0010] In this specification and the appended claims, a "protein" means a molecule having a polypeptide chain in which a
plurality of amino acids are connected through peptide binding. The number of amino acids constituting a protein is not
particularly limited, and may be equal to or less than 100, may be equal to or less than 1000, may be equal to or less than
2000, may be equal to or less than 3000, or may be equal to or less than 5000. The upper limit thereof is not particularly
limited, and, for example, equal to or less than 5000 may be set as a criterion. Amino acids constituting a protein are not
limited to natural amino acids, and may be non-natural amino acids which are artificially synthesized. Non-natural amino
acids include amino acid residues which are arbitrarily chemically modified. An amino acid sequence of a protein is not
limited to natural amino acid sequences, and may be non-natural amino acid sequences which are artificially designed. In
general, proteins are roughly classified into water-soluble proteins and water-insoluble proteins. A protein in the present
invention may be any protein and may be a water-insoluble membrane protein. A protein in the present invention has only
to be a protein of which a three-dimensional structure can be acquired. The protein in the present invention may be a
protein of which a three-dimensional structure is difficult to experimentally acquire but of which a three-dimensional
structure can be predicted by a three-dimensional structure prediction system such as AlphaFold2. When a three-
dimensional structure is experimentally acquired, it means that a three-dimensional structure can be acquired through X-
ray structure analysis, analysis of imaging results using cryo-electron microscopy, NMR analysis, or the like.

(First embodiment)

[0011] Hereinafter, an embodiment of the present invention will be described in detail with reference to the accompany-
ing drawings.
[0012] The outline of modeling of allosteric control in an allosteric path prediction method according to the present
embodiment will be first described below with reference to FIGS. 1 to 3. In the present embodiment, allosteric control
means that a signal to an allosteric control site of a protein controls one or more of a three-dimensional structure or
reactivity (also referred to as activity) of an active site.
[0013] An example of positive control for making a reaction of interest is as follows. That is, in a state in which allosteric
control has not been performed, an active site is not a three-dimensional structure that can be bound to a binding partner
such as a substrate to be specifically bound to the active siteor is not in a state suitable for a reaction. On the other hand, in a
state in which allosteric control has been performed by applying exogenous allosteric control molecules such as chemicals
to an allosteric control site which is far from an active site of a target protein, one or more of a three-dimensional structure
and a reactivity of the active site change. The changed active site is bound to a binding partner such as a specific substrate
and reacts therewith.
[0014] In an example of negative control for hindering a reaction of interest, one or more of a three-dimensional structure
and a reactivity of an active site are changed to prevent binding or reaction which occurs normally by applying exogenous
allosteric control molecules such as chemicals to an allosteric control site of a target protein.
[0015] A three-dimensional structure T1 illustrated in FIG. 1 is an example of a three-dimensional structure of a protein.
The three-dimensional structure T1 includes an allosteric control site T11 and an active site T12. In allosteric control in the
three-dimensional structure T1, a signal to the allosteric control site T11 changes one or more of a three-dimensional
structure and a reactivity of the active site T12 which is located at a position far from the allosteric control site T11.
[0016] A network graph G2 illustrated in FIG. 2 is a network graph representing a three-dimensional structure of a
protein. The network graph G2 includes a plurality of vertices and edges connecting the plurality of vertices. Each of the
plurality of vertices corresponds to an amino acid residue. A vertex N22 corresponds to an allosteric control site. A vertex
N210 corresponds to the active site T12. Weights based on interactions between the amino acid residues are assigned to
the edges connecting the plurality of vertices. The edges connecting the plurality of vertices include edges representing a
main chain and edges representing interactions between side chains. In FIG. 2, the edges representing a main chain are
indicated by solid lines, and the edges representing an interaction between side chains are indicted by dotted lines.
[0017] In an allosteric path prediction method according to the present embodiment, the allosteric control is modeled as
signal transmission. The signal transmission is expressed as a path between two vertices in a network graph. This path is
referred to as a signal transmission path or an allosteric path. Allosteric control in a three-dimensional structure of a protein
is modeled as, for example, signal transmission from the vertex N22 to the vertex N210 using the network graph G2. A path
P21 illustrated in FIG. 3 is a signal transmission path corresponding to signal transmission from the vertex N22 to the vertex
N210.
[0018] In the allosteric path prediction method according to the present embodiment, a signal transmission path is
predicted on the basis of an Ising model. In the allosteric path prediction method according to the present embodiment, a
region important to allosteric control in a three-dimensional structure of a protein is identified on the basis of the predicted
signal transmission path.
[0019] Weights which are assigned to edges connecting a plurality of vertices in a network graph and are based on
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interactions between amino acid residues will be described below with reference to FIG. 4. In the allosteric path prediction
method according to the present embodiment, signal transmission probabilities between amino acid residues are used as
the weights. FIG. 4 is a diagram illustrating a signal transmission probability according to the present embodiment. In FIG.
4, an i-th amino acid residue in a protein is defined as an amino acid residue Ri, and a j-th amino acid residue is defined as
an amino acid residue Rj. The number of atoms Ci constituting the amino acid residue Ri is 9, and the number of atoms Cj
constituting the amino acid residue Rj is 8.
[0020] A position vector indicating a position of an a-th atom constituting the amino acid residue Ri is defined as a vector
rai. A position vector indicating a position of a b-th atom constituting the amino acid residue Rj is defined as a vector rbj. The
number of pairs in which a distance between two atoms in a pair of one atom constituting the amino acid residue Ri and one
atom constituting the amino acid residue Rj is less than a cut-off value (also referred to as a threshold value) r0 is defined as
the number of pairs Cij. The number of pairs Cij is expressed by Expression (1) using a heaviside step function H.
[Math. 1]

[0021] In the example illustrated in FIG. 4, the number of pairs Cij is 3.
[0022] In the present embodiment, in calculating the number of pairs Cij, an example in which a distance between atoms
in a side chain out of a main chain and a side chain is used as the distance between two atoms will be described below, but
the present invention is not limited thereto. The distance between two atoms may be calculated to include an atom in the
main chain along with an atom in the side chain.
[0023] A numerical value obtained by deviding the number of pairs Cij of one amino acid residue Ri with respect to the
other amino acid residue Rj by the number of atoms Ci constituting the one amino acid residue Ri is defined as the number
of contacts Nij. In other words, the number of contacts Nij is the number of pairs Cij in which the size of one amino acid
residue Ri is considered. The number of contacts Nij is expressed by Expression (2).
[Math. 2]

[0024] The number of contacts Nij can be considered as elements in i rows and j columns of a matrix, and the number of
contacts Nij is also referred to as an interaction matrix.
[0025] A signal transmission probability Pij from the amino acid residue Ri to the amino acid residue Rj is expressed by
Expression (3) using the number of contacts Nij. Parameter α in Expression (3) is a constant.
[Math. 3]

[0026] Accordingly, the signal transmission probability Pij from the amino acid residue Ri to the amino acid residue Rj
becomes closer to 1 as the number of contacts Nij becomes larger, becomes closer to 0 as the number of contacts Nij
becomes smaller, and is 0 particularly when the number of contacts Nij is 0. The signal transmission probability Pij can be
considered as elements in i rows and j columns of a matrix, and the signal transmission probability Pij is also referred to as a
transmission probability matrix.
[0027] A signal transmission probability from a start point to an end point in a path connecting vertices in a network graph
will be described below with reference to FIG. 5. FIG. 5 is a diagram illustrating a signal transmission probability from a start
point to an end point of a path according to the present embodiment. When an amino acid residue Ri and an amino acid
residue Rj are adjacent to each other, the signal transmission probability from the amino acid residue Ri to the amino acid
residue Rj is expressed by the signal transmission probability Pij, and the signal transmission probability from the amino
acid residue Rj to the amino acid residue Ri is expressed by a signal transmission probability Pji. The vertex N22 is used as
the start point s of the path, and the vertex N210 is used as the end point e of the path.
[0028] A signal transmission probability from a start point s to an end point e is expressed by a product of the signal
transmission probabilities between each vertex in a path. The product of the signal transmission probabilities between
each vertex in a path is defined as an allosteric path score APSs,e

n of the path.
[0029] A path P21 is a first path from the start point s to the end point e and passes through the vertex N22 (start point s),
the vertex N21, the vertex N24, the vertex N26, the vertex N211, and the vertex N210 (end point e) in this order. The
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allosteric path score APSs,e
1 of the path P21 is expressed by Expression (4).

[Math. 4]

[0030] A path P22 is a second path from the start point s to the end point e and passes through the vertex N22 (start point
s), the vertex N23, the vertex N25, the vertex N211, and the vertex N210 (end point e) in this order. The allosteric path score
APSs,e

2 of the path P22 is expressed by Expression (5).
[Math. 5]

[0031] The allosteric paths from the start point s to the end point e are ranked by the allosteric path scores APSs,e
n. The

allosteric paths are evaluated to be important in allosteric control because the signal transmission probability from the start
point s to the end point e increases as the allosteric path score APSs,e

n increases.
[0032] Here, each allosteric path is a combination of directed edges connecting vertices in a network graph. Accordingly,
a problem for searching for allosteric paths with a high allosteric path score APSs,e

n is a combination optimization problem
for searching for allosteric paths which are a combination of directed edges connecting vertices in a network graph.
[0033] In the present embodiment, it is assumed that an allosteric path is a single path. A single path does not include a
bifurcation or a junction and is a path in which the number of start points is 1, and the number of end points is 1. In other
words, a single path is a path which does not bifurcate and which does not have an interruption in the middle.
[0034] In the allosteric path prediction method according to the present embodiment, the combination optimization
problem is solved on the basis of an Ising model. In the allosteric path prediction method according to the present
embodiment, a simulated bifurcation machine (SBM) is used to calculate the Ising model. In the allosteric path prediction
method according to the present embodiment, an optimal path with a highest allosteric path score APSs,e

n and suboptimal
paths with high-ranked allosteric path scores APSs,e

n are predicted using a simulated bifurcation machine.
[0035] Here, a problem for calculating an approximate solution in which energy is as small as possible using an Ising
model (that is, an approximate solution in which a value of an objective function approaches an optimal value as much as
possible) is referred to as an Ising problem. On the other hand, a combination optimization problem for calculating a
solution for minimizing a quadratic objective function with a discrete variable (bit) having one of 0 and 1 as a variable is
referred to as a quadratic unconstrained binary optimization problem (QUBO). Here, a discrete variable in a QUBO
problem can be converted to a spin in an Ising model through variable conversion, and the QUBO problem can be
converted to an Ising problem.
[0036] An information processing device that calculates energy in the ground state of the Ising model is referred to as an
Ising machine. A quantum annealer, a coherent machine, a quantum bifurcation machine, or the like is proposed as
hardware mounting of the Ising machine. However, such hardware mounting may be likely to greatly shorten a calculation
time, but has a problem in that an increase in scale or a stable operation is difficult.
[0037] Therefore, it is conceivable that a solution to the Ising problem be calculated using a digital computer which has
spread widely. It is possible to more easily achieve an increase in scale and a stable operation of the digital computer in
comparison with the hardware mounting. Simulated annealing is known as an example of an algorithm for calculating a
solution to an Ising problem using a digital computer. Since the simulated annealing is a sequentially update algorithm in
which a plurality of variables are sequentially updated, it is difficult to achieve an increase in processing speed of
calculation based on parallelism.
[0038] A simulated bifurcation algorithm that can fast calculate a solution to a combination optimization problem with a
large scale through parallel calculation in a digital computer has been proposed. A simulated bifurcation machine is a
combination optimization algorithm that calculates a solution by numerically solving a motion equation of a classical model
of a quantum bifurcation machine (for example, Non Patent Document 3).
[0039] As described above, in the allosteric path prediction method according to the present embodiment, the simulated
bifurcation machine is used to calculate a solution to an Ising problem using a digital computer.

[Functional configuration of allosteric path prediction device 1]

[0040] The functional configuration of a allosteric path prediction device 1 that performs an allosteric path predicting
process which is a process of predicting an allosteric path will be described below with reference to FIG. 6. FIG. 6 is a
diagram illustrating an example of the functional configuration of the allosteric path prediction device 1 according to the
present embodiment. The allosteric path prediction device 1 is, for example, a computer such as a personal computer
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(PC), a workstation, or a server.
[0041] The allosteric path prediction device 1 includes a control unit 10 and a storage unit 20. The control unit 10
includes, for example, a central processing unit (CPU), and functional units of the control unit 10 are realized by causing the
CPU to read and execute a program from a read only memory (ROM). The control unit 10 may include a graphics
processing unit (GPU) or a field-programmable gate array (FPGA). The control unit 10 includes a three-dimensional
structure information acquiring unit 11, a network graph generating unit 12, a path calculating unit 13, an evaluation unit 14,
and an output unit 15.
[0042] The three-dimensional structure information acquiring unit 11 acquires three-dimensional structure information
of a protein (also referred to as protein three-dimensional structure information). The protein three-dimensional structure
information is information indicating a three-dimensional structure of a protein. The protein three-dimensional structure
information can be acquired, for example, from a known database such as a protein data bank (PDB). In the PDB,
coordinates of atoms constituting a protein which are analyzed using various techniques such as X-ray crystal structure
analysis, NMR, and an electron microscope are registered. The protein three-dimensional structure information may be
predicted by a three-dimensional structure prediction system such as AlphaFold2. The protein three-dimensional
structure information may include coordinates of an arbitrary atom or an arbitrary group of atoms (hereinafter referred
to as an arbitrary group of atoms together) analyzed at the same time as the protein in addition to atoms constituting
proteins. Examples of the arbitrary group of atoms include proteins (which include antibodies), peptides (which include
artificial peptides), nucleic acids (which includes an artificial nucleic acid), glycans, chemical/natural ligand/organic
solvents, metals, various ions, and water molecules included in solvents, and middle/high molecules such as antibodiesm,
peptides, and nucleic acids (which include artificial nucleic acids).
[0043] The protein three-dimensional structure information which is used may include all of atoms constituting proteins
or may include only arbitrary atoms of interest. Atom coordinates of proteins registered in the PDB do not often include
hydrogen atoms which are originally present. The reason is that it is difficult to identify coordinates of hydrogen atoms due
to an influence of characteristics, resolutions, or the like of three-dimensional structure analysis techniques. Accordingly,
only atom coordinates of a carbon atoms, oxygen atoms, nitrogen atoms, sulfur atoms, and the like other than hydrogen
atoms may be used.
[0044] The number of proteins included in the protein three-dimensional structure information may be one or two or
more. When the number of proteins is two or more, two or more proteins may be (covalently) bound to form one polypeptide
by a linker or the like. For example, when proteins form one polypeptide, three-dimensional structure information including
two or more proteins can be used. When two or more proteins are included, the types of the proteins may be the same or
may be different from each other.
[0045] The network graph generating unit 12 generates a network graph on the basis of the three-dimensional structure
information of a protein. The network graph generated by the network graph generating unit 12 is a graph which includes
amino acid residues as vertices and in which weights based on an interaction between amino acid residues are assigned to
edges thereof.
[0046] The path calculating unit 13 calculates a path connecting the vertices of the network graph generated by the
network graph generating unit 12 on the basis of an evaluation function based on the weights assigned to the edges of the
network graph. The evaluation function based on the weights is a Hamiltonian based on an Ising model. The path
calculated by the path calculating unit 13 includes a suboptimal path which is a suboptimal solution along with an optimal
path which is an optimal solution. An optimal solution is a local optimal solution.
[0047] As described above, in the present embodiment, the path is a single path. Accordingly, the path calculated by the
path calculating unit 13 does not include a bifurcation or a junction, and the path is a path without an interruption in the
middle which connects one start point and one end point. In the present embodiment, astart point and an end pointof a path
are designated in advance. Accordingly, in the present embodiment, a start point and an end point of a path are
predetermined vertices in the network graph.
[0048] The path calculating unit 13 includes a Hamiltonian generating unit 130 and an Ising calculation unit 131.
[0049] The Hamiltonian generating unit 130 generates a Hamiltonianon the basis of the network graph. The Hamiltonian
generated by the Hamiltonian generatingunit 130 is expressed in the formof QUBO. QUBOis a problem towhich a solution
can be calculated using an Ising machine. In the following description, the Hamiltonian generated by the Hamiltonian
generating unit 130 is also referred to as QUBO.
[0050] The Ising calculation unit 131 performs Ising calculation based on a simulated bifurcation machine on the
Hamiltonian generated by the Hamiltonian generating unit 130. The simulated bifurcation machine is a parallel update
algorithm, and parallel calculation is appropriately used for calculation in the Ising calculation unit 131.
[0051] The evaluation unit 14 evaluates the path calculated by the path calculating unit 13. The evaluation unit 14
extracts a set of paths with K (where K is a natural number equal to or greater than 1) highest evaluation values out of the
paths calculated by the path calculating unit 13.
[0052] The output unit 15 outputs a prediction result of an allosteric path. The prediction result includes information
indicating the set of paths with K (where K is a natural number equal to or greater than 1) highest evaluation values
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evaluated by the evaluation unit 14 and the evaluation result from the evaluation unit 14.
[0053] The storage unit 20 stores various types of information. The information stored in the storage unit 20 includes
Ising model information 21. The Ising model information 21 indicates information on an objective function and constraint
conditions which are used for the Hamiltonian generating unit 130 to generate a Hamiltonian. The storage unit 20 is
constituted by a storage device such as a magnetic hard disk device or a semiconductor storage device.

[Allosteric path predicting process]

[0054] An allosteric path predicting process will be described below with reference to FIGS. 7 to 9. FIG. 7 is a diagram
illustrating an example of the allosteric path predicting process according to the present embodiment. The allosteric path
predicting process is performed by the control unit 10.
[0055] Step S10: The three-dimensional structure information acquiring unit 11 acquires three-dimensional structure
information of proteins. The three-dimensional structure information acquiring unit 11 acquires three-dimensional
structure information which is input by a user of the allosteric path prediction device 1. Thereafter, the control unit 10
performs the process of Step S20.
[0056] Step S20: The network graph generating unit 12 generates a network graph on the basis of the three-dimensional
structure information acquired by the three-dimensional structure information acquiring unit 11. Thereafter, the control unit
10 performs the process of Step S30.
[0057] Details of a network graph generating process which is a process in which the network graph generating unit 12
generates a network graph will be described below with reference to FIG. 8. FIG. 8 is a diagram illustrating an example of
the network graph generating process according to the present embodiment. The network graph generating process
illustrated in FIG. 8 is performed in Step S20 illustrated in FIG. 7.
[0058] Step S110: The network graph generating unit 12 generates vertices of the network graph. The network graph
generating unit 12 generates vertices for amino acid residues on the basis of the three-dimensional structure information.
The network graph generating unit 12 generates the vertices such that the vertices correspond to the amino acid residues
in a one-to-one manner. Thereafter, the network graph generating unit 12 performs the process of Step S120.
[0059] Step S120: The network graph generating unit 12 generates a network graph of interactions. Generation of a
network graph of interactions means that an interaction matrix is calculated. Thereafter, the network graph generating unit
12 performs the process of Step S130.
[0060] Step S130: The network graph generating unit 12 generates a signal transmission network graph. Generation of
a signal transmission network graph means that a signal transmission matrix is calculated.
[0061] Then, the network graph generating unit 12 ends the network graph generating process.
[0062] Description of the allosteric path predicting process will be continued with reference back to FIG. 7.
[0063] Step S30: The path calculating unit 13 performs a process of predicting an allosteric path on the basis of an Ising
model. Thereafter, the control unit 10 performs the process of Step S40.
[0064] An Ising calculation process which is a process in which the path calculating unit 13 predicts an allosteric path on
the basis of an Ising modelwill be described below with reference to FIG. 9. FIG. 9 is a diagram illustrating an example of the
Ising calculation process according to the present embodiment. The Ising calculation process illustrated in FIG. 9 is
performed in Step S30 illustrated in FIG. 7.
[0065] Step S210: The path calculating unit 13 acquires site designation information. The site designation information is
information indicating an allosteric control site and an allosteric control target site. The site designation information is input,
for example, by a user of the allosteric path prediction device 1. Thereafter, the path calculating unit 13 performs the
process of Step S220.
[0066] Step S220: The path calculating unit 13 determines a start point and an end point of a path on the basis of the site
designation information. The path calculating unit 13 determines a vertex corresponding to the allosteric control site
indicated by the site designation information as a start point of the path. The path calculating unit 13 determines a vertex
corresponding to the allosteric control target site indicated by the site designation information as an end point of the path.
Thereafter, the path calculating unit 13 performs the process of Step S230.
[0067] Step S230: The Hamiltonian generating unit 130 generates a Hamiltonian on the basis of a designed mathe-
matical model. The mathematical model is designed on the basis of the network graph generated by the network graph
generating unit 12, designated objective function and constraint conditions, and the site designation information. The
objective function and the constraint conditions are stored as Ising model information 21 in the storage unit 20 in advance.
The objective function and the constraint conditions may be input by a user of the allosteric path prediction device 1. The
mathematical model may be designed using an Ising model. The mathematical model is a model obtained by extending the
Ising model and may be designed using a model including a high-powered expression, a rational expression, or a general
real-valued function.
[0068] A Hamiltonian which is generated by the Hamiltonian generating unit 130 will be described below with reference
to FIGS. 10 and 11. An example of the Hamiltonian generated by the Hamiltonian generating unit 130 is expressed as
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Expression (6). A, B, C, D, and E in Expression (6) are constants.
[Math. 6]

[0069] In Expression (6), V denotes the number of vertices, and pij indicates an interaction between a vertex Vi and a
vertex Vj.
[0070] qij indicates a spin corresponding to a edge connecting a vertex Vi and a vertex Vj. A value of the spin is 1 when the
side corresponding to the spin is employed as a part of the path and is 0 when the side corresponding to the spin is not
employed as a part of the path. The edge connecting a vertex Vi and a vertex Vj is a edge which is oriented as illustrated in
FIG. 10. Accordingly, the edge connecting the vertex Vi and the vertex Vj includes a edge with the vertex Vi as a start point
and the vertex Vj as an end point and a edge with the vertex Vj as a start point and the vertex Vi as an end point. Here when
the edge with the vertex Vi as a start point and the vertex Vj as an end point is employed as the path, the vertex Vi is
expressed to have an outflow to the vertex Vj, or the vertex Vj is expressed to have an inflow from the vertex Vi.
[0071] Vi

start denotes a set of vertices which are an end point of a edge with the vertex Vi as a start point. Vi
end denotes a

set of vertices which are a start point of a edge with the vertex Vi as an end point. In Expression (6), a start point s denotes a
designated start point, and an end point e denotes a designated end point.
[0072] The Hamiltonian generated by the Hamiltonian generating unit 130 includes an objective function and constraint
conditions. As illustrated in FIG. 11, term 61 is an objective function. Term 62, term 63, term 64, term 65, term 66, term 67,
and term 68 are constraint conditions. The constraint conditions are constraint conditions required in graph theory.
[0073] The objective function corresponds to a product of scores of edges which are employed for the path. As described
above, pij indicates an interaction between the vertex Vi and the vertex Vj, and the interaction is the signal transmission
probability Pij. In Expression (6), for example, a logarithm of pij is used as the weight assigned to the edge connecting the
vertex Vi and the vertex Vj.
[0074] Term 62 represents constraint conditions in which there is an outflow from the start point s to only one vertex (the
number of outflows is 1). Term 63 represents constraint conditions in which there is an inflow to the end point e from only
one vertex (the number of inflows is 1). Term 64 represents constraint conditions in which there is no inflow to the start point
s from any vertices (the number of inflows is 0). Term 65 represents constraint conditions in which there is no outflow from
the end point e to any vertices (the number of outflows is 0).
[0075] Term 66 represents constraint conditions in which there is an outflow from a vertex in the middle of a path to only
one or less vertex (the number of outflows is 1 or less). Term 67 represents constraint conditions in which there is an inflow
to a vertex in the middle of a path from only one or less vertex (the number of inflows is 1 or less). Term 68 represents
constraint conditions in which the number of inflows to a vertex in the middle of a path and the number of outflows from the
vertex are equal to each other. Term 66, term 67, and term 68 correspond to a path which is a single path in the present
embodiment.
[0076] Thereafter, the path calculating unit 13 performs the process of Step S240.
[0077] Step S240: The Ising calculation unit 131 performs Ising calculation based on a simulated bifurcation machine on
the Hamiltonian generated by the Hamiltonian generating unit 130.
[0078] In this way, the path calculating unit 13 ends the Ising calculation process.
[0079] Description of the allosteric path predicting process will be continued with reference back to FIG. 7.
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[0080] Step S40: The evaluation unit 14 calculates an evaluation value of the path calculated by the path calculating unit
13. The evaluation value corresponds to energy indicated by the Hamiltonian, and a low evaluation value means that the
path is evaluated to be a more optimal path. The evaluation unit 14 acquires energy indicated by the Hamiltonian for each
path calculated by the Ising calculation unit 131 as an evaluation value of the corresponding path. The evaluation unit 14
determines rankings of the paths on the basis of the evaluation values. The evaluation unit 14 extracts a path of the first
ranking as an optimal path. The evaluation unit 14 extracts paths of the second ranking to a predetermined ranking as
suboptimal paths.
[0081] The evaluation unit 14 may determine whether the path calculated by the path calculating unit 13 is a single path
for each path before calculating the evaluation value. In this case, the evaluation unit 14 calculates the evaluation value of
each path determined to be a single path out of the paths calculated by the path calculating unit 13. The evaluation unit 14
does not calculate the evaluation value of a path determined not to be a single path out of the paths calculated by the path
calculating unit 13.
[0082] The number of paths extracted by the evaluation unit 14 has only to be equal to or greater than one and may be
two or more, three or more, five or more, ten or more, twenty or more, thirty or more, forty or more, fifty or more, 100 or more,
500 or more, or 1000 or more.
[0083] Thereafter, the control unit 10 performs the process of Step S50.
[0084] Step S50: The output unit 15 outputs a prediction result of an allosteric path. The output unit 15 outputs
information indicating the optimal path and one or more suboptimal paths extracted by the evaluation unit 14 and the
evaluation result from the evaluation unit 14 as a prediction result. The output unit 15 outputs the prediction result to, for
example, an external server such as a database server, a display device (not illustrated in FIG. 6), or the storage unit 20.
[0085] In this way, the control unit 10 ends the allosteric path predicting process.
[0086] In FIG. 12, paths, rankings thereof, and evaluation values thereof are illustrated as a calculation result of the
paths from the path calculating unit 13. In FIG. 12, high-ranked 10 paths as paths from the 14-th amino acid residue to the
36-th amino acid residue in KRAS are illustrated as examples.
[0087] In the present embodiment, an example in which amino acid residues constituting a protein are correlated with
vertices of a network graph to generate the network graph has been described above, the present invention is not limited
thereto. The network graph may be generated to include vertices of the network graph correlated with substances bound to
a protein (referred to as binding substances). The network graph may be generated by assigning weights based on an
interaction between a binding substance and an amino acid residue or an interaction between a binding substance and a
binding substance as weights of sides of the network graph.
[0088] Examples of the binding substance include an arbitrary atom, an arbitrary ion, an arbitrary molecule, an arbitrary
group of atoms, and an arbitrary compound. More specifically, the binding substance may include a protein (which includes
an antibody), a peptide (which includes an artificial peptide), a nucleic acid (which includes an artificial nucleic acid), a
glycan, a chemical/organic compound, a natural ligand, a metal, water, a solvent, and an ion. When atom coordinates of
atoms are included in the protein three-dimensional structure information, vertices corresponding to the atoms may be
included as the vertices of the network graph.
[0089] When a vertex corresponding to a binding substance or an atom is included as a vertex of the network graph, the
vertex corresponding to the binding substance or the atom may be designated as one or more of a start point and an end
point of a path in the allosteric path predicting process.
[0090] When the number of proteins included in the protein three-dimensional structure information is two or more, a
vertex corresponding to an amino acid residue of a first protein molecule (or a binding substance bound to the first protein
molecule) may be designated as a start point of a path, and a vertex corresponding to an amino acid residue constituting a
second protein molecule (or a binding substance bound to the second protein molecule) bound to the first protein molecule
may be designated as an end point of a path.

(Second embodiment)

[0091] A second embodiment of the present invention will be described below in detail with reference to the drawings.
[0092] In the first embodiment, suboptimal paths along with an optimal path have been calculated, and they have been
calculated as candidates of one allosteric path. That is, in the first embodiment, allosteric control is converted to a model as
one signal transmission path from a predetermined start point to a predetermined end point. It is thought that transmission
of a signal is performed in combination of a plurality of paths in the allosteric control. Amino acid residues included in a
plurality of paths with a high signal transmission probability play an important role in the allosteric control. In the present
embodiment, it is assumed that an amino acid residue (that is, a vertex) important in allosteric control is extracted on the
basis of the number of times the vertex is included in a plurality of predicted allosteric paths.
[0093] The same elements as in the first embodiment will be referred to by the same reference signs, and description of
the same elements and operations may be omitted.
[0094] FIG. 13 is a diagram illustrating an example of the outline of a search method of an amino acid residue
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contributing to allosteric control according to the present embodiment. In the present embodiment, contribution of an
amino acid residue to allosteric control is defined by the number of times the amino acid residue is included in paths with
highest n evaluation values. A score for evaluating contribution of an amino acid residue to allosteric control is determined
on the basis of the number of times a vertex corresponding to the amino acid residue is included in allosteric paths from a
start point s to an end point e. When the score is defined as a residue score RSs,e

i, the residue score RSs,e
i is expressed by

Expression (7).
[Math. 7]

[0095] In Expression (7), w(k) is a weighting function corresponding to an allosteric path of a k-th ranking out of allosteric
paths from the start point s to the end point e. In Expression (7), qik is a numerical value which is 0 when an i-th amino acid
residue is not included in the k-th path and which is 1 when the i-th amino acid residue is included in the k-th path as
expressed by Expression (8).
[Math. 8]

[0096] An allosteric path P131 illustrated in FIG. 13(A), an allosteric path P132 illustrated in FIG. 13(B), an allosteric path
P133 illustrated in FIG. 13(C), and an allosteric path P134 illustrated in FIG. 13(D) are examples of allosteric paths of
highest four rankings from the start point s to the end point e. The values of the residue scores RSs,e

i for the amino acid
residues included in the four allosteric paths are illustrated in FIG. 14. As illustrated in FIG. 14, an eleventh amino acid
residue out of ten amino acid residues except a second amino acid residue corresponding to the start point s and a tenth
amino acid residue corresponding to the end point e has the highest residue score RSs,e

i. Accordingly, the eleventh amino
acid residue out of the ten amino acid residues is predicted to most contribute to allosteric control.

[Functional configuration of allosteric path prediction device 1a]

[0097] FIG. 15 is a diagram illustrating an example of the functional configuration of a allosteric path prediction device 1a
according to the present embodiment. The allosteric path prediction device 1a includes a control unit 10a and a storage
unit 20. The allosteric path prediction device 1a according to the present embodiment (FIG. 15) and the allosteric path
prediction device 1 according to the first embodiment (FIG. 6) are different from each other in the control unit 10a. A
description of the same functions as in the first embodiment will be omitted, and differences from the first embodiment will
be mainly described in the second embodiment.
[0098] The control unit 10a includes a three-dimensional structure information acquiring unit 11, a network graph
generating unit 12, a path calculating unit 13, a first evaluation unit 14a, and an output unit 15a. The control unit 10a (FIG.
15) and the control unit 10 (FIG. 6) are different in the first evaluation unit 14a and the output unit 15a. Here, the functions of
the other elements (the three-dimensional structure information acquiring unit 11, the network graph generating unit 12,
and the path calculating unit 13) are the same as those in the first embodiment.
[0099] In the present embodiment, the path calculating unit 13 calculates a plurality of paths. The first evaluation unit 14a
evaluates a vertex included in a network graph on the basis of the number of times the vertex is included in the optimal path
and the one or more suboptimal paths calculated by the path calculating unit 13. The first evaluation unit 14a performs the
evaluation by calculating the residue score RSs,e

i.
[0100] The output unit 15a outputs a search result of an important amino acid residue. The search result includes the
evaluation result of the vertex from the first evaluation unit 14a.

[Important amino acid residue search process]

[0101] An important amino acid residue search process which is a process of searching for an amino acid residue
contributing to allosteric control will be described below with reference to FIGS. 16 and 17. The important amino acid
residue search process is performed as a part of the allosteric path predicting process. FIG. 16 is a diagram illustrating an
example of the allosteric path predicting process according to the present embodiment. The processes of Steps S310 to
S340 are the same as the processes of Steps S10 to S40 in FIG. 7, and thus description thereof will be omitted. In the
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process of Step S340 illustrated in FIG. 16, the rankings of the paths have only to be evaluated, and extraction of the
optimal path and the one or more suboptimal paths may be omitted.
[0102] Step S350: The first evaluation unit 14a performs the important amino acid residue search process. Thereafter,
the control unit 10a performs the process of Step S360.
[0103] Details of the important amino acid residue search process will be described below with reference to FIG. 17. FIG.
17 is a diagram illustrating an example of the important amino acid residue search process according to the present
embodiment. The important amino acid residue search process illustrated in FIG. 17 is performed in Step S350 illustrated
in FIG. 16.
[0104] Step S410: The first evaluation unit 14a calculates the residue scores RSs,e

i of the vertices included in the
network graph. Thereafter, the first evaluation unit 14a performs the process of Step S420.
[0105] Step S420: The first evaluation unit 14a determines an important amino acid residue on the basis of the
calculated residue scores RSs,e

i. The first evaluation unit 14a determines, for example, vertices of predetermined highest
rankings of the residue scores RSs,e

i as the important amino acid residues on the vertices other than the start point and the
end point of a path out of the vertices included in the network graph.
[0106] In this way, the first evaluation unit 14a ends the important amino acid residue search process.
[0107] Description of the allosteric path predicting process will be continued with reference back to FIG. 16.
[0108] Step S360: The output unit 15a outputs an evaluation result of the vertices from the first evaluation unit 14a as an
important amino acid residue search result. The output unit 15a may output the allosteric path prediction result along with
the important amino acid residue search result.
[0109] In this way, the control unit 10a ends the allosteric path predicting process.

(First example of second embodiment)

[0110] In the present example, search for an important amino acid residue in allosteric control of an HRAS has been
performed. It is known that proteins of an RAS family are activated by replacing a GDP bound to an RAS with a GTP and
replacement of GDP/GTP in a normal RAS is caused through reaction of a GEF with the RAS. That is, replacement of
GDP/GTP is allosterically controlled. In the allosteric control, a GEF binding region is an allosteric control region, and a
GDP/GTP binding region is an allosteric control target region. Therefore, in the present example, it has been confirmed
through a GDP/GTP replacement reaction in an HRAS that an amino acid residue contributing to allosteric control can be
extracted using the important amino acid residue search process according to the second embodiment.
[0111] An allosteric path predicting process with a start point set to A719 and with an end point set to A528 is performed
on HRAS structure information (PDB ID: 3 k8y). A719 is ACTwhich is a compound located in a GEF binding region in a PDB
file, and A528 is GNP which is a GTP analogue. Here, notation Ai (where i is a natural number) refers to an i-th "amino acid"
from an N-terminal in principle. The same is true of the following description. Here, notation Aj (where j is a natural number
other than natural numbers assigned to known amino acids) is conveniently used for an atom or a compound other than
amino acids constituting a protein.
[0112] The residue scores RSs,e

i of the amino acid residues are calculated using 10 paths with highest evaluation values
(allosteric path scores APSs,e

n) out of the paths acquired through the allosteric path predicting process. The allosteric path
score APSs,e

k is used as a weighting function w(k) corresponding to an allosteric path as expressed by Expression (9).
[Math. 9]

[0113] Search results of an important amino acid residue according to the present example are illustrated in FIGS. 18
and 19. In FIG. 18, 10 paths with highest evaluation values are illustrated along with amino acid residues. In FIG. 19, amino
acid residues with 10 highest residue scores RSs,e

i are illustrated along with the residue scores RSs,e
i.

[0114] The search result of an important amino acid residue according to the present example is compared with a result
based on Ohm which is a technique according to the related art (see Non Patent Document 2). A97, A96, A10, A16, and
A17 out of 10 amino acid residues of highest rankings in the search result according to the present example are also
extracted as important amino acid residues in the result based on Ohm. That is, the result based on Ohm according to the
related art can be reproduced using the important amino acid residue search process according to the second
embodiment. In the search result according to the present example, amino acid residues such as A101, A100, A98,
A94, and A14 which are not extracted through Ohm are extracted as important amino acid residues.
[0115] The fact that A101, A100, A98, A94, and A14 are extracted as important amino acid residues suggests that a
combination of more bifurcating paths in comparison with the result based on Ohm contributes to allosteric control. This
result is thought because path search is sequentially performed with whether there is signal transmission between each
vertex as an indicator in the Ohm, but the path search is performed with signal transmission probabilities of all the paths as
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an indicator in the important amino acid residue search process according to the second embodiment.

(Second example of second embodiment)

[0116] In the present example, search for an important amino acid residue in allosteric control of a KRAS has been
performed. A normal KRAS does not react with an effector protein in a state in which it is bound to GDP, but the normal
KRAS can react with an effector protein by replacing GDP to GTP. In this way, a reaction with a KRAS with an effector
protein is allosterically controlled using GDP/GTP. In the allosteric control, a GDP binding region is an allosteric control
region, and an effector binding region is an allosteric control target region. On the other hand, a KRAS including G12C
mutation cannot be allosterically controlled through GDP/GTP, but can always react with an effector protein (activating
mutation)
[0117] In activating mutation, there is a likelihood that a larger change will occur an allosteric path from a GDP binding
region to an effector binding region in comparison with a wild type. Therefore, it has been confirmed that activation of a
protein based on the activating mutation can be evaluated using the allosteric path predicting process and the important
amino acid residue search process according to the second embodiment with change of the allosteric path and change of
the important amino acid residue as indicators.
[0118] The allosteric path predicting process with a start point set to an amino acid residue A14 and with an end point set
to an amino acid residue A36 is performed on two pieces of KRAS structure information (PDB ID: 4obe: wild-type and PDB
ID: 4ldj: G12C mutation). In each of two pieces of KRAS structure information, the residue scores RSs,e

i of the amino acid
residues are calculated using 10 paths with highest evaluation values (allosteric path scores APSs,e

n) out of the paths
acquired through the allosteric path predicting process. The allosteric path score APSs,e

k is used as a weighting function
w(k) corresponding to an allosteric path similarly to the first example.
[0119] Search results of important amino acid residues according to the present example are illustrated in FIGS. 20 to
23. In FIG. 20, 10 paths with highest evaluation values in the wild type are illustrated along with amino acid residues. In FIG.
21, amino acid residues with 10 highest residue scores RSs,e

i in the wild type are illustrated along with the residue scores
RSs,e

i. In FIG. 22, 10 amino acid residues with highest evaluation values in the G12C mutation type are illustrated along
with the residue scores RSs,e

i. In FIG. 23, 10 amino acid residues with highest residue scores RSs,e
i in the G12C mutation

type are illustrated along with the residue scores RSs,e
i.

[0120] When FIG. 21 and FIG. 23 are compared in the search results, it can be seen that allosteric paths passing through
A12 (an amino acid residue in which G12C mutation occurs) has been detected in the G12C mutation type. The allosteric
paths passing through A12 are new paths which have not been detected in the wild type. The allosteric paths passing
through A12 include an amino acid residue included in a region R1 as a vertex as illustrated in FIG. 22. The fact that a new
path which has not been detected in the wild type is detected in the G12C mutation type is consistent with the fact that the
allosteric control of a KRAS has changed due to the G12C mutation. This result teaches that an amino acid residue which is
important in allosteric control of a protein can be extracted from the allosteric path.

(Third embodiment)

[0121] A third embodiment of the present invention will be described below in detail with reference to the drawings.
[0122] In the first embodiment and the second embodiment, an allosteric path is predicted with a start point and an end
point of a path as predetermined vertices. In the present embodiment, only one of the start point and the end point is set as a
predetermined vertex, and the other vertex is changed. In the present embodiment, by extracting a vertex which
contributes strongly to a reactivity of the predetermined vertex out of the changed other vertices on the basis of evaluation
values of allosteric paths, it is assumed that an allosteric control region or an allosteric control target region is searched for.
In the following description, an allosteric control region or an allosteric control target region which is a search target may be
referred to as an allosteric region.
[0123] The same elements as in the first embodiment or the second embodiment will be referred to by the same
reference signs, and description of the same elements and operations may be omitted.
[0124] FIG. 24 is a diagram illustrating an example of the outline of an allosteric region search method according to the
present embodiment. In the search method according to the present embodiment, a start point is set to a predetermined
vertex and an end point is changed,or an end point is set to apredetermined vertexand a start point is changed. It is thought
that an amino acid residue corresponding to an end point which is connected to a specific start point by a path with a high
allosteric path score APSs,e

n greatly affects a reactivity of an amino acid residue corresponding to the start point. Similarly,
it is thought that an amino acid residue corresponding to a start point which is connected to a specific end point by a path
with a high allosteric path score APSs,e

n greatly affects a reactivity of an amino acid residue corresponding to the end point.
[0125] In the presentembodiment, an index indicating such adegree of influence is referred toas an allosteric score.The
allosteric score is an index indicating a degree of influence of each amino acid residue on a reactivity of a specific region.
The allosteric score indicates a likelihood that each amino acid residue will serve as an allosteric control region when an
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allosteric control target region is designated as the specific region and indicates a likelihood that each amino acid residue
will serve as an allosteric control target region when an allosteric control region is designated as the specific region. An
example of the allosteric score is expressed by Expression (10). The aforementioned allosteric path score may be used as
the allosteric score without any change.
[Math. 10]

[0126] An allosteric score ASs,e expressed by Expression (10) represents the degree of influence of a start point s on an
end point e. In Expression (10), corrected APSs,e

k is a value which is obtained by correcting the allosteric path score
APSs,e

n using the length of a path. Examples of corrected APSs,e
k are expressed by Expression (11), Expression (12), and

Expression (13).
[Math. 11]

[Math. 12]

[Math. 13]

[0127] The allosteric path score APSs,e
k is an allosteric path score of a k-th path with a start point s and an end point e and

is a product of signal transmission probabilities between each vertex of the paths similarly to the first embodiment. ls,e
k is a

length of the k-th path with the start point s and the end point e. Here, a length of a path is the number of edges included in
the path. The value of corrected APSs,e

k may be expressed by an expression other than Expression (11), Expression (12),
and Expression (13) as long as APSs,e

k can be corrected on the basis of a length of a path.
[0128] In Expression (10), w(k) is a weighting function w(k) corresponding to the ranking (k) of a path. Accordingly, the
allosteric scoreASs,e is a weighted sum of corrected APSs,e

k. InExpression (10), n is the numberof paths which are used to
calculate the allosteric score ASs,e.
[0129] In FIG. 24, an example in which a start point is changed and an influence of the start point on a specific end point is
illustrated. An allosteric path P241 illustrated in FIG. 24(A) is a path in which a vertex N21 corresponding to a first amino
acid residue is used as a start point (start point "1") and a vertex N210 corresponding to a tenth amino acid residue is used
as an end point (end point "10"). An allosteric path P242 illustrated in FIG. 24(B) is a path in which a vertex N22
corresponding to a second amino acid residue is used as a start point (start point "2") and the vertex N210 corresponding to
the tenth amino acid residue is used as an end point (end point "10"). An allosteric path P243 illustrated in FIG. 24(C) is a
path in which a vertex N21 corresponding to a third amino acid residue is used as a start point (start point "3") and the vertex
N210 corresponding to the tenth amino acid residue is used as an end point (end point "10"). An allosteric path P244
illustrated in FIG. 24(D) is a path in which a vertex N21 corresponding to a seventh amino acid residue is used as a start
point (start point "7") and the vertex N210 corresponding to the tenth amino acid residue is used as an end point (end point
"10").
[0130] In FIG. 25, results of evaluation in which an influence of four start points of the start point "1," the start point "2," the
start point "3," and the start point "7" on the end point "10" has been evaluated are illustrated. In the example illustrated in
FIG. 25, one path is used to calculate the allosteric score ASs,e (that is, n=1). That is, in the example illustrated in FIG. 25,
the start point and the end point correspond in a one-to-one manner. The value of the weighting function w(k) is 1 for all the
paths. Expression (11) is used as corrected APSs,e

k. In FIG. 25, a length of a path is illustrated as "1." In FIG. 25, a value
obtained by standardizing the allosteric score ASs,e is illustrated along with the allosteric score ASs,e. According to the
evaluation results illustrated in FIG. 25, an influence of the second amino acid residue corresponding to the start point "2"
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on the amino acid residue corresponding to the end point "10" is determined to be the largest.

[Functional configuration of allosteric path prediction device 1b]

[0131] FIG. 26 is a diagram illustrating an example of the functional configuration of a allosteric path prediction device 1b
according to the present embodiment. The allosteric path prediction device 1b includes a control unit 10b and a storage
unit 20. The allosteric path prediction device 1b according to the present embodiment (FIG. 26) is different from the
allosteric path prediction device 1 according to the first embodiment (FIG. 6) in the control unit 10b. Description of the same
functions as in the first embodiment will be omitted, and differences from the first embodiment will be mainly described in
the third embodiment.
[0132] The control unit 10b includes a three-dimensional structure information acquiring unit 11, a network graph
generating unit 12, a path calculating unit 13b, a second evaluation unit 14b, and an output unit 15b. The control unit 10b
(FIG. 26) is different from the control unit 10 (FIG. 6) in the path calculating unit 13b, the second evaluation unit 14b, and the
output unit 15b). Here, the functions of the other elements (the three-dimensional structure information acquiring unit 11
and the network graph generating unit 12) are the same as in the first embodiment.
[0133] In the present embodiment, one of a start point and an end point of a path is a predetermined vertex in a network
graph, and the other is an evaluation target vertex. The evaluation target vertex is a vertex to be evaluated by the second
evaluation unit 14b. The evaluation target vertex is a vertex in which a degree of influence of an amino acid residue
corresponding to the evaluation target vertex on the reactivity of an amino acid residue corresponding to a predetermined
vertex is evaluated. In other words, the evaluation target vertex is a vertex corresponding to an allosteric region.
[0134] The path calculating unit 13b calculates a path connecting the predetermined vertex and the evaluation target
vertex in the network graph for each combination of the predetermined vertex and the evaluation target vertex. In the
present embodiment, the number of predetermined vertices is one. When one predetermined vertex is designated, a
combination of the predetermined vertex and the evaluation target vertex is designated on the basis of the evaluation
target vertex. Accordingly, in the present embodiment, the path calculating unit 13b calculates a path connecting the
predetermined vertex and the evaluation target vertex out of the vertices in the network graph for each evaluation target
vertex. A case in which the number of predetermined vertices is two or more will be described in a modified example of the
third embodiment.
[0135] The second evaluation unit 14b calculates an evaluation value of each of a plurality of evaluation target vertices
on the basis of the evaluation values of the path calculated by the path calculating unit 13b. The evaluation value calculated
by the second evaluation unit 14b is the aforementioned allosteric score.
[0136] The output unit 15b outputs search results of an allosteric region. The search results include the evaluation
values from the second evaluation unit 14b.

[Region search process]

[0137] A region search process which is a process of searching for an allosteric region will be described below with
reference to FIGS. 27 to 29. The region search process is performed as a part of the allosteric path predicting process. FIG.
27 is a diagram illustrating an example of the allosteric path predicting process according to the present embodiment. The
processes of Steps S510, S520, and S540 are the same as the processes of Steps S10, S20, and S40 in FIG. 7, and thus a
description thereof will be omitted. In the process of Step S540 illustrated in FIG. 27, evaluation of the rankings of the paths
only needs to be performed, and extraction of one optimal path and one or more suboptimal paths may be skipped.
[0138] In the region search process illustrated in FIGS. 27 to 29, for example, it is assumed that an end point of a path is a
predetermined vertex and a start point of the path is an evaluation target vertex. Even when the start point of the path is a
predetermined vertex and the end point of the path is an evaluation target vertex, the region search process is the same as
that when the end point of the path is a predetermined vertex and the start point of the path is an evaluation target vertex.
[0139] When the end point of a path is a predetermined vertex and the start point of the path is an evaluation target
vertex, this case corresponds to evaluation of a degree of influence of an allosteric control site on a designated allosteric
control target site with the allosteric control site as an evaluation target. On the other hand, when the start point of a path is a
predetermined vertex and the end point of the path is an evaluation target vertex, this case corresponds to evaluation of a
degree of influence of an allosteric control target site on a designated allosteric control site with the allosteric control target
site as an evaluation target.
[0140] Step S530: The path calculating unit 13b performs a process of predicting an allosteric path on the basis of an
Ising model. Thereafter, the control unit 10b performs the process of Step S540.
[0141] An Ising calculation process which is a process of causing the path calculating unit 13b to predict an allosteric
path on the basis of an Ising model will be described below with reference to FIG. 28. FIG. 28 is a diagram illustrating an
example of the Ising calculation process according to the present embodiment. The Ising calculation process illustrated in
FIG. 28 is performed in Step S530 illustrated in FIG. 27. The processes of Steps S640 and S650 are the same as the
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processes of Steps S230 and S240 in FIG. 9, and thus description thereof will be omitted.
[0142] Step S610: The path calculating unit 13b acquires search region designation information. In the present
embodiment, the search region designation information is information for designating an allosteric control target site
and designating an allosteric control site as an evaluation target. The search region designation information is input, for
example, by a user of the allosteric path prediction device 1b. Thereafter, the path calculating unit 13b performs the
process of Step S620.
[0143] Step S620: The path calculating unit 13b starts a process of predicting an allosteric path for each evaluation
target vertex. That is, the path calculating unit 13b designates each of one or more evaluation target vertices to one of a
start point and an end point of a path and predicts an allosteric path for each evaluation target vertex. Thereafter, the path
calculating unit 13b performs the process of Step S630.
[0144] Step S630: The path calculating unit 13b determines a start point and an end point of a path on the basis of the
search region designation information. The path calculating unit 13b designates an evaluation target vertex indicated by
the search region designation information as a start point of a path. The path calculating unit 13b determines a
predetermined vertex indicated by the search region designation information as an end point of the path. Thereafter,
the path calculating unit 13b performs the process of Step S640.
[0145] Step S660: The path calculating unit 13b ends the process of predicting an allosteric path for each evaluation
target vertex.
[0146] In this way, the path calculating unit 13b ends the Ising calculation process.
[0147] Description of the allosteric path predicting process will be continued with reference back to FIG. 27.
[0148] Step S550: The second evaluation unit 14b performs a region search process. Thereafter, the control unit 10b
performs the process of Step S560.
[0149] The region search process will be described below with reference to FIG. 29. FIG. 29 is a diagram illustrating an
example of the region search process according to the present embodiment. The region search process illustrated in FIG.
29 is performed in Step S550 illustrated in FIG. 27.
[0150] Step S710: The second evaluation unit 14b calculates an evaluation value for each evaluation target vertex. The
second evaluation unit 14b calculates an allosteric score as the evaluation value. Thereafter, the second evaluation unit
14b performs the process of Step S720.
[0151] Step S720: The second evaluation unit 14b evaluates the evaluation target vertex on the basis of the calculated
evaluation value. The second evaluation unit 14b determines, for example, an evaluation target vertex in which the
evaluation value is higher than a predetermined value. The second evaluation unit 14b may determine an evaluation target
vertex with the highest evaluation value.
[0152] In this way, the second evaluation unit 14b ends the region search process.
[0153] Description of the allosteric path predicting process will be continued with reference back to FIG. 27.
[0154] Step S560: The output unit 15b outputs the evaluation result from the second evaluation unit 14b as a search
result for an allosteric control site. The search result for an allosteric control site is a result obtained by searching for an
allosteric control site of which a degree of influence on the designated allosteric control target site is evaluated to be high as
described above.
[0155] Then, the control unit 10b ends the allosteric path predicting process.

(Example of third embodiment)

[0156] In the present example, an allosteric control region for controlling a reaction with an effector of a KRAS has been
comprehensively searched for. A normal KRAS does not react with an effector protein in a state in which it is bound to a
GDP, but can react with an effector protein by replacing the GDP is replaced with a GTP. In this way, a reaction of a KRAS
with an effector protein is allosterically controlled by GDP/GTP. In the allosteric control, a GDP binding region is an
allosteric control region, and an effector binding region is an allosteric control target region. In the present example, an
allosteric path score between I36 located at the center of an RAF binding region which is an effector protein and each amino
acid residue in a crystal structure with a PDB ID: 4obe of a normal KRAS is calculated, and an allosteric score is calculated.
I36 corresponds to a predetermined vertex, and each amino acid residue corresponds to an evaluation target vertex.
[0157] Search results of an allosteric control region according to the present example are illustrated in FIGS. 30 to 32.
FIG. 30 is a diagram illustrating search results of an allosteric control region with respect to amino acid regions of which the
amino acid number of a KRAS ranges from 1 to 67. FIG. 31 is a diagram illustrating search results of an allosteric control
region with respect to amino acid regions of which the amino acid number of a KRAS ranges from 114 to 169. In FIGS. 30
and 31, an allosteric score for each amino acid number of the KRAS is indicated by a bar graph. FIG. 32 is a diagram
illustrating search results of an allosteric control region with respect to the whole KRAS along with a position of an α helix
chain.
[0158] As illustrated in FIG. 30, in regions in which the amino acid number ranges from 1 to 67, signals with high allosteric
scores are observed in a GTP binding region, the vicinity of the GTP binding region, an RAF/RBD binding region, and an

17

EP 4 546 346 A1

5

10

15

20

25

30

35

40

45

50

55



RAF/CRD binding region. As illustrated in FIG. 31, in regions in which the amino acid number ranges from 114 to 169,
signals with high allosteric scores are observed in a GTP binding region and an RAF/CRD binding region. Regions in which
signals with high allosteric scores are observed in the whole KRAS are concentrated on these interaction regions and the
vicinity thereof. It has been confirmed that the allosteric score is an indicator which is effective to detect an allosteric control
region for an interaction between a KRAS and an RAF.
[0159] As illustrated in FIG. 32, five α helixes are present in the KRAS. As illustrated in FIG. 32, signals with high
allosteric scores are observed in only the interaction regions of the α helixes interacting with the RAF. When signals with
high allosteric scores are observed in only the interaction regions of the α helixes, it means that the specificity of the
allosteric region detected using the allosteric region search method according to the present embodiment is high.

(Modified example of third embodiment)

[0160] A modified example of the third embodiment will be described below in detail. In the present modified example, it
is assumed that an allosteric control region or an allosteric control target region is searched for as a set of a plurality of start
points or end points using the method of setting only one vertex of a start point and an end point to a predetermined vertex
and changing the other vertex according to the third embodiment.
[0161] FIGS. 33 and 34 are diagrams illustrating an example of the outline of an allosteric region search method
according to the present modified example. A plurality of residues included in an allosteric control region are close to each
other in a three-dimensional structure. The allosteric region search method according to the present modified example is
based on this study. First, as illustrated in FIG. 33, a specific end point is determined, and a plurality of start points
connected to the specific end point via arbitrary paths are extracted. The start points may be exposed from a protein
surface or may be buried in the protein, and is preferably exposed from the protein surface (which includes a substrate
binding pocket). An allosteric score is calculated for each residue serving as the start points. As illustrated in FIG. 34, a
score as a residue set including a plurality of residue close to each other is defined on the basis of the allosteric scores
calculated for the residues. The score as a residue set based on the allosteric scores is referred to as a residue set score.
An allosteric control region is searched for based on the premise that a residue set in which the residue set score is the
highest is the allosteric control region.
[0162] In the example illustrated in FIG. 34, the allosteric scores for the residues and the residue set score in
consideration of a degree of closeness between the residues in a three-dimensional structure are defined, and three
vertices of a vertex N21, a vertex N22, and a vertex N23 are extracted as a residue set with the highest residue set score.
Since the residue set score is defined to become higher when the allosteric scores of the residues included in the set are
high and are three-dimensionally condensed, a residue such as a vertex N27 with a negative allosteric score is excluded
from the allosteric control region.

[Functional configuration of allosteric path prediction device 1d]

[0163] FIG. 35 is a diagram illustrating an example of the functional configuration of a allosteric path prediction device 1d
according to the present modified example. The allosteric path prediction device 1d includes a control unit 10d and a
storage unit 20. The allosteric path prediction device 1d according to the present modified example (FIG. 35) and the
allosteric path prediction device 1b according to the third embodiment (FIG. 26) are different from each other in the control
unit 10d and residue set search Ising information 22d stored in the storage unit 20. Description of the same functions as in
the third embodiment will be omitted, and differences from the third embodiment will be mainly described in the present
modified example.
[0164] The control unit 10d includes a three-dimensional structure information acquiring unit 11, a network graph
generating unit 12, a path calculating unit 13, a second evaluation unit 14b, a residue set search unit 140d, a third
evaluation unit 16d, and an output unit 15d. The control unit 10d (FIG. 35) and the control unit 10b (FIG. 26) are different
from each other in the residue set search unit 140d, the third evaluation unit 16d, the output unit 15d, and residue set search
Ising information 22d stored along with the Ising model information 21 in the storage unit 20. Here, the functions of the other
elements (the three-dimensional structure information acquiring unit 11 and the network graph generating unit 12) are the
same as those in the first embodiment.
[0165] The residue set search unit 140d includes a second Hamiltonian generating unit 141d and a second Ising
calculation unit 142d.
[0166] The second Hamiltonian generating unit 141d generates a Hamiltonian for searching for a residue set. A
objective function and constraint conditions which are used for the second Hamiltonian generating unit 141d to generate
the Hamiltonian are stored in advance as residue set search Ising information 22d in the storage unit 20. A specific example
of the Hamiltonian will be described later.
[0167] The second Ising calculation unit 142d performs Ising calculation based on a simulated bifurcation machine on
the Hamiltonian generated by the second Hamiltonian generating unit 141d.
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[0168] The third evaluation unit 16d calculates an evaluation value for a subset of a plurality of evaluation target vertices
on the basis of the evaluation value calculated for each evaluation target vertex by the second evaluation unit 14b. A
residue set which will be described below is an example of a subset of a plurality of evaluation target vertices. A residue set
score which will be described below is an example of an evaluation value calculated by the third evaluation unit 16d.
[0169] The output unit 15d outputs a residue set search result. The search result includes the evaluation values from the
third evaluation unit 16d.

[Residue set search process]

[0170] A residue set search process will be described below with reference to FIGS. 36 to 38. The residue set search
process is performed as a part of the allosteric path predicting process. FIG. 36 is a diagram illustrating an example of an
allosteric path predicting process according to the present modified example. The processes of Steps S1510, S1520, and
S1540 are the same as the processes of Steps S510, S520, and S540 in FIG. 27, and thus a description thereof will be
omitted.
[0171] In the residue set search process illustrated in FIGS. 36 to 38, for example, it is assumed that a set of end points of
paths is an active center and a set of start points of paths is an allosteric control region. The residue set search process is
performed in the same way even when the set of start points of paths is an active center and the set of end points of paths is
an allosteric control region.
[0172] Step S1530: The path calculating unit 13 performs a process of predicting an allosteric path (an Ising calculation
process) on the basis of an Ising model. Thereafter, the control unit 10d performs the process of Step S1540. The Ising
calculation process according to the present modified example and the Ising calculation process according to the third
embodiment (FIG. 28) are different from each other in a region designated by the search region designation information. In
the Ising calculation process according to the present modified example, the search region designation information is
information for designating an activie center (an allosteric control target site) and designating a residue set (an allosteric
control site) as an evaluation target. The Ising calculation process according to the present modified example is the same
as the Ising calculation process according to the third embodiment (FIG. 28) except the region designated by the search
region designation information, and thus a description thereof will be omitted.
[0173] Step S1550: The residue set search unit 140d performs the residue set search process. Thereafter, the control
unit 10d performs the process of Step S1560.
[0174] The residue set search process will be described below with reference to FIG. 37. FIG. 37 is a diagram illustrating
an example of the residue set search process according to the present modified example. The residue set search process
illustrated in FIG. 37 is performed in Step S1550 illustrated in FIG. 36.
[0175] Step S1710: The residue set search unit 140d causes the second evaluation unit 14b to calculate an evaluation
value for each evaluation target vertex. Here, the evaluation target vertex is a residue included in the residue set which is an
evaluation target as described above. The second evaluation unit 14b calculates an allosteric score as the evaluation
value. An example of the allosteric score is expressed by Expression (14).
[Math. 14]

[0176] The allosteric score expressed by Expression (14) is the same as the allosteric score (Expression (10)) described
above in the third embodiment except that a residue ej included in the active center is designated as an end point. One of
Expressions (11), (12), and (13) described above may be employed as corrected APSs,e

k.
[0177] Thereafter, the third evaluation unit 16d performs the process of Step S1720.
[0178] Step S1720: The third evaluation unit 16d calculates an evaluation value for the active center for each evaluation
target vertex (residue). The evaluation value is expressed, for example, by Expression (15).
[Math. 15]

[0179] As illustrated in FIG. (15), the evaluation value for the active center for each evaluation target vertex (residue)
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calculated by the third evaluation unit 16d is a sum for the residues ej included in the active center of an amount obtained by
standardizing the allosteric score expressed by Expression (14). Here, when the allosteric score is not standardized at the
time of calculation of the evaluation value, the allosteric scores for paths with extremely low scores may become dominant.
Accordingly, at the time of calculation of the evaluation value, it is preferable to standardize the allosteric scores as
expressed by Expression (15). The allosteric scores may not be standardized at the time of calculation of the evaluation
value.
[0180] The outline of a process of causing the third evaluation unit 16d to calculate an evaluation value for the active
center for each evaluation target vertex (residue) is illustrated in FIG. 39. In FIG. 39, an evaluation value for an active center
R2 is calculated for a vertex N31. Three vertices of a vertex E1, a vertex E2,and a vertexE3 are included in the active center
R2. The evaluation value of the vertex N31 for the active center R2 is calculated as a sum of an allosteric scoreof a path with
the vertex N31 is a start point and with the vertex E1 as an end point, an allosteric score of a path with the vertex N31 is a
start point and with the vertex E2 as an end point, and an allosteric score of a path with the vertex N31 is a start point and
with the vertex E3 as an end point. The evaluation value for the active center R2 is calculated while changing the vertex N31
as a start point.
[0181] Step S1730: The residue set search unit 140d calculates a distance between residues on the basis of three-
dimensional structure information. Thereafter, the control unit 10d performs the process of Step S1740.
[0182] The three-dimensional structure information is acquired by the three-dimensional structure information acquiring
unit 11 as described above. The distance between residues is, for example, the distance between a representative atom of
atoms constituting one residue and a representative atom of atoms constituting the other residue. Here, a representative
atom is a predetermined atom of atoms constituting a residue. The representative atom is, for example, alpha carbon. The
representative atom may be an atom other than alpha carbon. Information for designating a representative atom is
included, for example, in the residue set search Ising information 22d.
[0183] The distance between residues may be determined on the basis of a signal transmission probability Pij. For
example, the distance between residues may be the reciprocal of the signal transmission probability Pij. The distance
between residues may be a value obtained by subtracting the value of the signal transmission probability Pij from 1.
[0184] The distance between residues may be the minimum distance out of distances between two atoms constituting a
group of an atom constituting one residue and an atom constituting the other residue. The distance between residues may
be an average value in each group of distances between two atoms constituting the group of an atom constituting one
residue and an atom constituting the other residue. The distance between residues may be the distance between the
centers of the residues. FIG. 40 illustrates a distance d2,1 between a vertex N31 and a vertex N32 as an example of the
distance between residues.
[0185] Step S1740: The residue set search unit 140d performs a process of searching fora residue set on the basis of the
Ising machine.
[0186] A residue set search and Ising calculation process which is a process of causing the residue set search unit 140d
to search for a residue set on the basis of the Ising machine will be described below with reference to FIG. 38. FIG. 38 is a
diagram illustrating an example of the residue set search and Ising calculation process according to the present modified
example. The residue set search and Ising calculation process illustrated in FIG. 38 is performed in Step S1740 illustrated
in FIG. 37.
[0187] Step S1810: The second Hamiltonian generating unit 141d generates a Hamiltonian on the basis of a designed
mathematical model. In the residue set search and Ising calculation process, an objective function and constraint
conditions included in the Hamiltonian generated by the second Hamiltonian generating unit 141d are stored in advance
as residue set search Ising information 22d in the storage unit 20. The target function and the constraint conditions may be
input by a user of the allosteric path prediction device 1. The mathematical model may be designed using the Ising model.
The mathematical model is an extended model of the Ising model and may be designed using a model including a high-
powered expression, a rational expression, or a general real-valued function.
[0188] An example of the Hamiltonian generated by the second Hamiltonian generating unit 141d is expressed by
Expression (16).
[Math. 16]

[0189] In Expression (16), qi denotes a spin corresponding to a residue. When the residue is selected as an element of a
residue set, the value of qi is 1. When the residue is not selected as an element of a residue set, the value of qi is 0. The first
term on the right side of Expression (16) represents the objective function, and the second term on the right side represents
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the constraint conditions.
[0190] The target function represented by the first term indicates conditions in which a certain residue set can be more
easily selected as a sum of the allosteric scores for the residues included in the residue set becomes larger.
[0191] The constraint conditions represented by the second term indicate conditions in which residues between which
the distance is smaller can be easily selected. Dij in the second term is expressed by Expression (17). A in the second term
is a constant.
[Math. 17]

[0192] Accordingly, the constraint conditions represented by the second term on the right side of Expression (16)
indicate that, when the distance dij between one residue qi and the other residue qj is equal to or greater than a
predetermined distance ("threshold"), the residues are not difficult to simultaneously select. That is, in the Hamiltonian
expressed by Expression (16), the maximum distance between residues to be selected is limited.
[0193] A Hamiltonian expressed by Expression (18) may be provided instead of the Hamiltonian expressed by
Expression (16).
[Math. 18]

[0194] In the Hamiltonian expressed by Expression (18), the maximum distance between residues to be selected is not
limited. The constraint conditions represented by the second term on the right side of Expression (18) indicate that a certain
residue set can be more easily selected as the sum of the distances between residues of the residue set becomes smaller.
Accordingly, with the Hamiltonian expressed by Expression (18), a certain residue set can be more easily selected as the
sum of the allosteric scores of the residues included in the residue set becomes larger and as the sum of the distances
between residues becomes smaller.
[0195] Thereafter, the residue set search unit 140d performs the process of Step S1820.
[0196] Step S1820: The second Ising calculation unit 142d performs Ising calculation based on a simulated bifurcation
machine on the Hamiltonian generated by the second Hamiltonian generating unit 141d.
[0197] In this way, the residue set search unit 140d ends the residue set search and Ising calculation process.
[0198] Description of the residue set search process will be continued with reference back to FIG. 37.
[0199] Step S1750: The third evaluation unit 16d evaluates the residue set on the basis of the residue set score
calculated by the residue set search unit 140d. The residue set score corresponds to energy indicated by the Hamiltonian
expressed by Expression (16), and a lower value thereof means that the residue set is evaluated to be higher as a path set.
For example, the third evaluation unit 16d determines a residue set of which the evaluation value based on the residue set
score is the highest. The third evaluation unit 16d may determine a predetermined number of residue sets in the
descending order of the evaluation values based on the residue set scores. The third evaluation unit 16d may determine
residue sets of which the evaluation value based on the residue set score is higher than a predetermined value.
[0200] Here, a residue set corresponds to a path set which is a set of paths connecting a residue included in the residue
set and a residue included in the active center. Accordingly, the evaluation function is a function of giving an evaluation
value of the path set.
[0201] FIG. 41 illustrates an example of a residue set R3 which is determined as a residue set with the highest evaluation
value as the outline of the residue set search result. The residue set R3 corresponds to an allosteric control region.
[0202] In this way, the control unit 10d ends the residue set search process.
[0203] Description of the allosteric path predicting process will be continued with reference back to FIG. 36.
[0204] Step S1560: The output unit 15d outputs a prediction result of the residue set search process. The output unit 15d
outputs information indicating one or more residue sets determined by the third evaluation unit 16d and the evaluation
result from the third evaluation unit 16d as the prediction result. The information indicating a residue set includes, for
example, information indicating residues included in the residue set which are start points of an allosteric path and
information indicating residues included in the active center which are end points of the allosteric path.
[0205] In this way, the control unit 10d ends the allosteric path predicting process.
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(Example of modified example of third embodiment)

[0206] In an example of the third embodiment, an allosteric score of I36 located at the center of a binding region with RAF
which is an effector protein is calculated using a crystal structure of PDB ID: 4obe of normal KRAS. In the present example,
search for an allosteric control region for controlling a reaction of KRAS with an effector is performed using the allosteric
score calculated in the example of the third embodiment.
[0207] Search results of an allosteric control region according to the present example are illustrated in FIGS. 42 to 45. In
FIG. 42, an allosteric score foreach amino acid residue of KRAS is indicated by a bar graph. In FIG. 42, amino acid residues
constituting an allosteric control region obtained in the present example are illustrated as "result 1," "result 2," and "result
3." FIGS. 43, 44, and 45 are diagrams illustrating ribbon models of KRAS/RAF composites corresponding to "result 1,"
"result 2," and "result 3." In FIGS. 43, 44, and 45, a searched region 41, amino acids constituting a searched region 42, and
a searched region 43 are all filled.
[0208] KRAS and RAF are bound to each other in two domains (RBD and CRD), and a reaction between KRAS and RAF
is controlled through replacement of GDP/GTP. In the present example, an allosteric control region which is a residue set
including an I36 residue located at the center of a binding region between KRAS and RAF/RBD as an end point and a
plurality of start points connected thereto through paths with a large influence on I36 is searched for. A search region in
"result 1" is a region associated with binding between KRAS and RAF/RBD (in the vicinity of a predetermined vertex). A
search region in "result 2" is a region associated with binding between KRAS and RAF/RRD. A search region in "result 3" is
a binding region between GDP and KRAS. Three regions searched in "result 1," "result 2," and "result 3" are regions which
are known to be regions important in a reaction between KRAS and RAF. Accordingly, it is confirmed that this allosteric
control region search method is a method which is effective for identifying an allosteric control region for an interaction
between KRAS and RAF.

(Fourth embodiment)

[0209] A fourth embodiment of the present invention will be described below in detail with reference to the drawings.
[0210] In the first to third embodiments, a case in which an allosteric path is a single path has been described. In the
present embodiment, it is assumed that an allosteric path is a multiplex path. A multiplex path is conceptually included as a
partial graph of a network graph along with a single path. In a multiplex path, the path may bifurcate or join. In a multiplex
path, the path may include a plurality of start points or a plurality of end points.
[0211] An example of a multiplex path is illustrated in FIG. 46. A path P3 is a multipilex path from a start point s to an end
point e. The path P3 includes a path P31 and a path P32. The path P31 passes through a vertex N22 (start point s), a vertex
N23, a vertex N25, a vertex N212, a vertex N211, and a vertex N210 (end point e) in this order. The path P32 passes
through the vertex N22 (start point s), a vertex N24, the vertex N25, the vertex N211, and the vertex N210 (end point e) in
this order. Accordingly, the path P3 is a multiplex path which bifurcates to the path P31 and the path P32 at the vertex N22
(start point s), joins at the vertex N25, bifurcates again, and joins again at the vertex N211. As described above, a multiplex
path includes a bifurcation or a junction.

[Functional configurationof allosteric path prediction device 1c]

[0212] FIG. 47 is a diagram illustrating an example of the functional configuration of a allosteric path prediction device 1c
according to the present embodiment. The allosteric path prediction device 1c includes a control unit 10c and a storage unit
20. The allosteric path prediction device 1c accordinng to the present embodiment (FIG. 47) and the allosteric path
prediction device 1a according to the second embodiment (FIG. 15) are different from each other in the control unit 10c and
Ising model information 21c stored in the storage unit 20. A description of the same functions as in the second embodiment
will be omitted, and differences from the second embodiment will be mainly described in the fourth embodiment.
[0213] The control unit 10c includes a three-dimensional structure information acquiring unit 11, a network graph
generating unit 12, a path calculating unit 13c, a first evaluation unit 14a, and an output unit 15a. The control unit 10c (FIG.
47) and the control unit 10a (FIG. 15) are different from each other in the path calculating unit 13c. Here, the functions of the
other elements (the three-dimensional structure information acquiring unit 11, the network graph generating unit 12, the
first evaluation unit 14a, and the output unit 15a) are the same as those in the second embodiment.
[0214] The path calculating unit 13c includes a Hamiltonian generating unit 130c and an Ising calculation unit 131.
[0215] The function of the Hamiltonian generating unit 130c is the same as the function of the Hamiltonian generating
unit 130 except that the Hamiltonian to be generated is a Hamiltonian for a multiplex path. An objective function and
constraint conditions used for the Hamiltonian generating unit 130c to generate a Hamiltonian are stored as Ising model
information 21c in the storage unit 20 in advance. The constraint conditions indicated by the Ising model information 21c
are constraint conditions for a multiplex path.
[0216] A Hamiltonian for a multiplex path which is generated by the Hamiltonian generating unit 130c will be described
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below with reference to FIG. 48. An example of the Hamiltonian generated by the Hamiltonian generating unit 130c is
expressed by Expression (14). In Expression (14), A, B, C, D, E, and F are constants.
[Math. 19]

[0217] In the Hamiltonian for a single path expressed by Expression (6), only a spin qij corresponding to a edge
connecting a vertex Vi and a vertex Vj is present as a spin. In the Hamiltonian for a multiplex path expressed by Expression
(19), a spin indicating a status of a vertex as well as qij is present as a spin. The spin indicating a status of a vertex includes
four spins of qi

start, qi
end, qi

pass, and qi
non-pass. qi

start has a value of 1 when the vertex is a start point and a value of 0 when
the vertex is not a start point. qi

end has a value of 1 when the vertex is an end point and a value of 0 when the vertex is not an
end point. qi

pass has a value of 1 when the vertex is a pass point and a value of 0 when the vertex is not a pass point. qi
non-

pass has a value of 1 when the vertex is a non-pass point and a value of 0 when the vertex is not a non-pass point.
[0218] As illustrated in FIG. 48, term 71 is an objective function. Term 72, term 73, term 74, term 75, term 76, term 77,
term 78, and term 79 are constraint conditions. Term 72 and term 73 in the constraint conditions are constraint conditions
required in graph theory. Term 74, term 75, term 76, term 77, term 78, and term 79 in the constraint conditions are constraint
conditions required from biological aspects.
[0219] In Expression (19), the objective function is a sum of scores of edges employed by a path. In Expression (19), pij is
used as a weight assigned to the edge connecting the vertex Vi and the vertex Vj.
[0220] Term 72 represents constraint conditions in which a status of each vertex is one of a start point, an end point, a
pass point, and a non-pass point. qi

status is a set of spins (that is, qi
start, qi

end, qi
pass, and qi

non-pass) associated with statuses
of the vertex Vi.
[0221] Term 73 represents constraint conditions for designating a multiplicity of a path. The multiplicity of a path is
expressed by the number of start points, the number of end points, and the number of pass points. The multiplicity of a path
is also referred to as a percentage of the number of start points, the number of end points, and the number of pass points.
Parameter α is a parameter affecting the number of pass points to be designated and is a ratio of the total number of
vertices to the number of pass points.
[0222] Term 74 represents constraint conditions fordecreasing a distance between the same typeof vertices as muchas
possible (also referred to as collection). Term 74 includes conditions for decreasing a distance between start points as
much as possible, conditions for decreasing a distance between end points as much as possible, and conditions for
decreasing a distance between pass points as much as possible. The sign of the constraint conditions represented by
Term 74 is negative when the distance between vertices is smaller than an average value of the distances between vertices
and is positive when the distance between vertices is larger than the average value of the distances between vertices. The
absolute value of the constraint conditions represented by term 74 becomes lager as the number of vertices in the same
status becomes larger.
[0223] Term 75 represents constraint conditions for causing a path to pass through a vertex with the larger number of
inflows or outflows.
[0224] Term 76 represents constraint conditions in which a start point does not serve as an end point. Term 77 represents
constraint conditions in which an end point does not serve as a start point. Term 78 represents constraint conditions in
which a non-pass point does not serve as an end point. Term 79 represents constraint conditions in which a non-pass point
does not serve as a start point.
[0225] One or more of term 74, term 75, term 76, term 77, term 78, and term 79 which are constraint conditions required
from biological aspects may be omitted from the Hamiltonian expressed by Expression (19). Constraint conditions other
than term 74, term 75, term 76, term 77, term 78, and term 79 may be added as constraint conditions required from
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biological aspects. That is, the Hamiltonian expressed by Expression (19) is an example, and the Hamiltonian may be
changed (customized). Customization of a Hamiltonian will be described later in a fifth embodiment.

(First example of fourth embodiment)

[0226] As described above in the second example of the second embodiment, a reaction of KRAS with an effector
protein is allosterically controlled by GDP/GTP. In such allosteric control, the amino acid residue search result using the
Hamiltonian for a single path has been described in the second example of the second embodiment. In the present
example, whether the same calculation as on a combination of single paths can be performed is ascertained using the
Hamiltonian for a multiplex path.
[0227] In the present example, an allosteric path predicting process using A14 as a start point, using A36 as an end point,
and using a Hamiltonian for a multiplex path is performed on KRAS structure information (PDB ID: 4obe). In the present
example, a linear term in which a designated start point and a designated end point become advantageous is added to the
Hamiltonian for a multiplex path expressed by Expression (19), and start points and end points are designated. The
calculated path is a multiplex path having a bifurcation and a junction in the middle of the path. Amino acid residues
included in the multiplex path are compared with results acquired from a combination of signal paths, and validity of the
allosteric path predicting process using the Hamiltonian for a multiplex path is evaluated.
[0228] Search results of important amino acid residues according to the present example are illustrated in FIG. 49. In
FIG. 49, search results of important amino acid residues based on a combination of single paths as a comparative example
are illustrated along with the search results using the Hamiltonian for a multiplex path according to this example. An optimal
path (in which a bifurcation and a junction are allowed) calculated using the Hamiltonian for a multiplex path passes
through the amino acid residues searched for using the Hamiltonian for a signal path in the same way. The amino acid
residues searched for using the Hamiltonian for a single path include A8, A15 to A18, and A57 to A59. In FIG. 50, allosteric
paths which are calculated using the Hamiltonian for a multiplex path are illustrated. In FIG. 50, the allosteric paths are
superimposed on a three-dimensional structure of a protein.
[0229] The search results according to the present example indicates that amino acid residues which are important in
allosteric control can be identified using only an optimal solution to a Hamiltonian by employing the Hamiltonian for a
multiplex path.

(Second example of fourth embodiment)

[0230] As described above in the example of the third embodiment, a reaction of KRAS with an effector protein is
allosterically controlled by GDP/GTP. In such allosteric control, the allosteric control region search result using the
Hamiltonian for a single path has been described in the example of the third embodiment. In the present example, it is
ascertained that an allosteric control region can be searched for using the Hamiltonian for a multiplex path.
[0231] In the present example, the allosteric control region predicting process using I36 as an end point and using the
Hamiltonian for a multiplex path is performed on KRAS structure information (PDB ID: 4obe). In the present example, a
start point is not designated. The calculated path is a multiplex path having a bifurcation and a junction at a plurality of start
points and in the middle of the path. By comparing the plurality of selected start points with an existing allosteric control
region of KRAS, validity of the allosteric control region predicting process using the Hamiltonian for a multiplex path is
evaluated.
[0232] Search results of an allosteric control region according to the present example are illustrated in FIGS. 51 and 52.
In FIG. 51, a region which is important in a reaction of KRAS with RAF which is one efffector protein and start points
acquired in the present example are illustrated as "result." FIG. 52 is a diagram illustrating a ribbon model of KRAS/RAF
composite corresponding to the "result." In FIG. 52, amino acids constituting the start points of the searched-out paths are
all painted in a region 51, a region 52, and a region 53. The amino acids constituting the start points of the searched-for
paths indicate binding regions between GDP and KRAS. This result matches that a reaction of KRAS with an effector
protein is allosterically controlled by

GDP/GTP.

[0233] The search results in the present example indicate that an allosteric control region can be identified using only an
optimal solution to a Hamiltonian by using the Hamiltonian for a multiplex path.
[0234] In the present example, a case in which the same processes as the important amino acid residue search process
described in the second embodiment and the region search process described in the modified example of the third
embodiment are performed has been described, but the present invention is not limited thereto. In the allosteric path
predicting process described in the first embodiment or the region search process described in the third embodiment, the
processes may be performed using the Hamiltonian for a multiplex path instead of the Hamiltonian for a single path.
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[0235] In the allosteric path prediction devices 1, 1a, 1b, and 1c according to the aforementioned embodiments, since
the Ising calculation is performed using a simulated bifurcation machine as described above, it is possible to faster perform
the Ising calculation in comparison with a case in which the simulated bifurcation machine is not used. Since the calculation
speed is high, it is possible to repeatedly perform the allosteric path predicting process in a practical time. In the allosteric
path prediction devices 1, 1a, 1b, and 1c, it is possible to perform comprehensive search by repeatedly performing the
allosteric path predicting process.
[0236] Comprehensive search is, for example, calculation of a set of candidates for an end point with respect to a certain
start point (an end point candidate set) and a set of candidates for a start point with respect to a certain end point (a start
point candidate set). For example, the end point candidate set with respect to all start points included in a network graph
may be calculated while changing the start point variously. For example, the start point candidate set with respect to all end
points included in the network graph may be calculated while changing the end point variously.
[0237] For example, the process of calculating a set of candidates for an important amino acid residue (an important
amino acid residue candidate set) with respect to a predetermined start point and a predetermined end point has been
described above in the second embodiment, but this process may be repeatedly performed on all sets of a start point and
an end point included in the network graph, and the important amino acid residue candidate set may be correlated with all
the sets of a start point and an end point included in the network graph. The important amino acid residue candidate set
correlated with all the sets of a start point and an end point included in the network graph may be stored as whole
information on allosteric control of a target protein in a database. Storage in the database will be described later in the fifth
embodiment.
[0238] In thisembodiment, an example in which a Hamiltonian for a multiplexpath isused has been describedabove, but
the Hamiltonian for a multiplex path may be repeatedly used in comprehensive search, or the Hamiltonian for a single path
may be repeatedly used therein. A process using the Hamiltonian for a multiplex path and a process using the Hamiltonian
for a single path may be combined and used.
[0239] In the allosteric path predictiondevices 1, 1a, 1b, and 1c according to the aforementioned embodiments, a case in
which the functional units of the control units 10, 10a, 10b, and 10c or the storage unit 20 are realized as a function of one
computer has been described, but the present invention is not limited thereto. The functional units of the control units 10,
10a, 10b, and 10c or the storage unit 20 may be distributed and provided, for example, in a plurality of servers. The
functional units of the control units 10, 10a, 10b, and 10c or the storage unit 20 may be realized by a cloud server. When the
functional units of the control units 10, 10a, 10b, and 10c or the storage unit 20 are distributed and provided in a plurality of
servers or when they are realized as a cloud server, the plurality of servers or the cloud server may be distributed and
provided in different countries.
[0240] In the fifth embodiment which will be described below, it is assumed that the allosteric path prediction device is
realized as a plurality of servers. In the fifth embodiment, details of a user interface will be described.

(Fifth embodiment)

[Configuration of allosteric path prediction system 3]

[0241] FIG. 53 is a diagram illustrating an example of a configuration of an allosteric path prediction system 3 according
to the present embodiment. The allosteric path prediction system 3 includes an interface unit 31, a network graph
generating unit 32, a Hamiltonian generating unit 33, and an allosteric control information calculating unit 34. For example,
the interface unit 31, the network graph generating unit 32, the Hamiltonian generating unit 33, and the allosteric control
information calculating unit 34 are servers.
[0242] The interface unit 31 performs inputting and outputting of various types of information, pre-processing, and post-
processing.
[0243] The interface unit 31 acquires input information from a user terminal 5. The input information is information which
is input to the user terminal 5 by a user. The input information includes, for example, three-dimensional structure
information 41. The three-dimensional structure information 41 is information indicating a three-dimensional structure
of a protein. The user terminal 5 is a terminal device such as a PC which is used by a user.
[0244] The interface unit 31 performs pre-processing of the input information. The pre-processing includes a process of
converting information input from a user into a format which can be processed by the allosteric path prediction system 3.
[0245] The interface unit 31 performs post-processing of a prediction result from the allosteric path prediction system 3.
The post-processing includes a process of converting the prediction result into a format desired by a user. The prediction
result includes allosteric control information 42. The allosteric control information 42 includes allosteric path information
and one or more of an allosteric path score, a residue score, and an allosteric score.
[0246] The interface unit 31 outputs the prediction result to the user terminal 5.
[0247] The network graph generating unit 32 generates a network graph on the basis of the three-dimensional structure
information 41. The network graph generating unit 32 has the same function as the network graph generating unit 12.
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[0248] The Hamiltonian generating unit 33 generates a Hamiltonian on the basis of the network graph generated by the
network graph generating unit 32. The Hamiltonian generating unit 33 has the same function as the Hamiltonian
generating unit 130.
[0249] The allosteric control information calculating unit 34 performs Ising calculation based on a simulated bifurcation
machine on the Hamiltonian generated by the Hamiltonian generating unit 130. The allosteric control information
calculating unit 34 has the same function as the Ising calculation unit 131. The allosteric control information calculating
unit 34 generates the allosteric control information 42 on the basis of an execution result of the Ising calculation.
[0250] The user terminal 5 acquires the prediction result from the allosteric path prediction system 3 output from the
interface unit 31. That is, the user terminal 5 acquires a calculation result of a path connecting vertices in the network graph.
The user terminal 5 and the allosteric path prediction system 3 may be provided in different countries.

[Allosteric path predicting process in allosteric path prediction system 3]

[0251] The allosteric path predicting process in the allosteric path prediction system 3 will be described below with
reference to FIGS. 54 to 56. FIG. 54 is a diagram illustrating an example of the allosteric path predicting process according
to the present embodiment.
[0252] Step S810: The interface unit 31 acquires the three-dimensional structure information 41 as input information
from the user terminal 5. The three-dimensional structure information 41 is three-dimensional structure information on a
protein in which an allosteric path is to be predicted. Thereafter, the allosteric path prediction system 3 performs the
process of Step S820.
[0253] Step S820: The network graph generating unit 32 performs a network graph generating process. Thereafter, the
network graph generating unit 32 performs the process of Step S830.
[0254] The network graph generating process will be described below with reference to FIG. 55. FIG. 55 is a diagram
illustrating an example of the network graph generating process according to the present embodiment. The network graph
generating process illustrated in FIG. 55 is performed in Step S820 illustrated in FIG. 54.
[0255] Step S910: The network graph generating unit 32 determines whether the generated network graph is a standard
graph. The network graph generating unit 32 determines whether the network graph is a standard graph on the basis of
graph setting information. The graph setting information includes information indicating the type of the network graph. The
graph setting information may be acquired from the user terminal 5 by the interface unit 31 in Step S920 or may be acquired
from the user terminal 5 along with the input information by the interface unit 31 in Step S810.
[0256] When it is determined that the graph setting information indicates a standard graph (Step S910: YES), the
network graph generating unit 32 performs the process of Step S930. On the other hand, when it is determined that the
graph setting information does not indicate a standard graph (Step S910: NO), the network graph generating unit 32
performs the process of Step S920.
[0257] Step S920: The network graph generating unit 32 designates an expression generation method of the generated
network graph. Information indicating the expression generation method is included in the graph setting information. The
network graph generating unit 32 designates the expression generation method on the basis of the graph setting
information. The graph setting information includes, for example, information for setting weights other than weights
indicated by a transmission probability matrix as weights assigned to sides of the network graph. The information is an
expression for calculating weights other than the weights indicated by the transmission probability matrix. Thereafter, the
network graph generating unit 32 performs the process of Step S930.
[0258] Step S930: The network graph generating unit 32 generates a network graph on the basis of the three-
dimensional structure information 41. The process of causing the network graph generating unit 32 to generate a network
graph includes processes of generating vertices corresponding to amino acid residues, an interaction matrix, and a signal
transmission matrix. When the expression generation method is designated, the network graph generating unit 32
calculates the weights other than the weights indicated by the transmission probability matrix.
[0259] In this way, the network graph generating unit 32 ends the network graph generating process.
[0260] Description of the allosteric path predicting process will be continued with reference back to FIG. 54.
[0261] Step S830: The network graph generating unit 32 performs addition of search condition and setting of a search-
excluded region. Search condition information includes the aforementioned site designation information (which is
information indicating an allosteric control site and an allosteric control target site and thus information indicating a start
point and an end point, where the number of start points and the number of end points does not have to be one and each of
the start point and the end point may be a set of points including a plurality of points), information indicating additional
search conditions, and information indicating the search-excluded region. The additional search conditions are search
conditions which are designated by a user. The search-excluded region is a region which is excluded from search in a
three-dimensional structure of a protein indicated by thethree-dimensional structure information 41. The search-excluded
region is designated by a user. The search condition information may be acquired from the user terminal 5 by the interface
unit 31 in Step S830 or may be acquired from the user terminal 5 along with the input information by the interface unit 31 in

26

EP 4 546 346 A1

5

10

15

20

25

30

35

40

45

50

55



Step S810.
[0262] When the information indicating additional search conditions is included in the search condition information, the
network graph generating unit 32 adds the additional search conditions to the search conditions. When the information
indicating a search-excluded region is included in the search condition information, the network graph generating unit 32
excludes the search-excluded region indicated by the information from search. Thereafter, the Hamiltonian generating unit
33 performs the process of Step S840.
[0263] The interface unit 31 may change an interface to a format desired by a user according to the user’s settings. For
example, the interface unit 31 may change the interface such that information indicating a domain is designated instead of
the site designation information included in the search condition information. A domain is a unit indicating a part of a
structure in a three-dimensional structure of a protein.
[0264] Step S840: The Hamiltonian generating unit 33 performs setting of a Hamiltonian. Thereafter, the allosteric
control information calculating unit 34 performs the process of Step S850.
[0265] A Hamiltonian setting process will be described below with reference to FIG. 56. FIG. 56 is a diagram illustrating
an example of the Hamiltonian setting process according to the present embodiment. The Hamiltonian setting process
illustrated in FIG. 56 is performed in Step S840 illustrated in FIG. 54.
[0266] Step S1010: The Hamiltonian generating unit 33 determines whether use of a standard QUBO as a Hamiltonian
to be generated is designated. The Hamiltonian generating unit 33 determines whether use of a standard QUBO as the
Hamiltonian is designated on the basis of Hamiltonian designation information. The Hamiltonian designation information
includes information for designating a Hamiltonian. The Hamiltonian designation information is designated by a user. The
Hamiltonian designation information may be acquired from the user terminal 5 by the interface unit 31 in Step S1010 ormay
be acquired from the user terminal 5 along with the input information by the interface unit 31 in Step S810.
[0267] When it is determined that use of a standard QUBO as the Hamiltonian to be generated is designated (Step
S1010: YES), the Hamiltonian generating unit 33 performs the process of Step S1030. On the other hand, when it is
determined that a standard QUBO is not used as the Hamiltonian to be generated (Step S1010: NO), the Hamiltonian
generating unit 33 performs the process of Step S1020.
[0268] Step S1020: The Hamiltonian generating unit 33 adds information for designating a calculation expression
indicated by the Hamiltonian designation information to Hamiltonian information. The calculation expression may be a
quadratic expression based on an Ising model or may be a high-powered expression to which the Ising model is extended,
a rational expression, or a general real-valued function. The Hamiltonian information is information including an objective
function and constraint conditions as described above and is stored in advance in the storage unit.
[0269] For example, when a calculation expression designated by a user is included in the Hamiltonian designation
information, the Hamiltonian generating unit 33 adds the calculation expression to the Hamiltonian information. For
example, when information for designating a calculation rule of weights assigned to sides of a network graph is included in
the Hamiltonian designation information, the Hamiltonian generating unit 33 adds the information to the Hamiltonian
information. The calculation rule of weights means whether to multiply a weight pij by a plurality of edges (whether to
include a logarithm of pij in the objective function) or whether to add the weight pij to the plurality of edges (whether to
include pij itself instead of the logarithm pij in the objective function). Thereafter, the Hamiltonian generating unit 33
performs the process of Step S1030.
[0270] Step S1030: The Hamiltonian generating unit 33 determines whether use of a standard constraint expression as
a term of a constraint expression of the Hamiltonian to be generated is designated. The Hamiltonian generating unit 33
determines whether the term of the constraint expression is a standard constraint expression on the basis of constraint
expression designation information. The constraint expression designation information is designated by a user. The
constraint expression designation information includes information for designating a constraint expression. A constraint
expression may indicate constraint conditions on a shape of a partial graph of the network graph. The constraints on a
shape of a partial graph of the network graph include a constraint in which a path without a bifurcation and an inflow is
formed between one of the start point set to one of the end point set or a constraint on a distance between vertices
associated with a partial graph. The constraint expression designation information may be acquired from the user terminal
5 by the interface unit 31 in Step S1030 or may be acquired along with the input information from the user terminal 5 by the
interface unit 31 in Step S810.
[0271] When it is determined that use of a standard constraint expression as a term of a constraint expression of the
Hamiltonian to be generated is designated (Step S1030: YES), the Hamiltonian generating unit 33 performs the process of
Step S1050. On the other hand, when it is determined that a standard constraint expression is not used as a term of a
constraint expression of the Hamiltonian to be generated is designated (Step S1030: NO), the Hamiltonian generating unit
33 performs the process of Step S1040.
[0272] Step S1040: The Hamiltonian generating unit 33 adds information for designating a constraint expression
indicated by the constraint expression designation information to the Ising model information. Thereafter, the Hamiltonian
generating unit 33 performs the process of Step S1050.
[0273] Step S1050: The Hamiltonian generating unit 33 generates a Hamiltonian on the basis of the site designation
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information, information indicating a search-excluded region, and the Hamiltonian information. When information for
designating a calculation expression designated by a user is included in the Hamiltonian information, the Hamiltonian
generating unit 33 generates the Hamiltonianon the basis of the information. When information for designating a constraint
expression designated by a user is included in the Hamiltonian information, the Hamiltonian generating unit 33 generates a
constraint expression on the basis of the information. When information designated by a user is not included in the
Hamiltonian information, the Hamiltonian generating unit 33 generates the Hamiltonian on the basis of the standard QUBO
indicated by the Hamiltonian information stored in advance and the standard constraint expression. The Hamiltonian may
be expressed in the form of an inner product of a vector including one or more indicators which is preferable to have a small
value and a vector for applying a weight to each indicator at the time of search for an important region in calculating
allosteric control information. The Hamiltonian may be designed such that a large value is desirable, and a partial graph
with a larger value of the Hamiltonian through optimization in Step S860 may be searched for. In this way, the Hamiltonian
generating unit 33 ends the Hamiltonian setting process.
[0274] Description of the allosteric path predicting process will be continued with reference back to FIG. 54.
[0275] Step S850: The allosteric control information calculating unit 34 performs setting of a calculation parameter list
and automatic tuning. The calculation parameter list includes hyperparameters used to perform optimization calculation
using a simulated bifurcation machine and constants applied to terms included in the Hamiltonian set by the Hamiltonian
generating unit 33. In the automatic tuning, a combination of values in which the optimization calculation using a simulated
bifurcation machine can be appropriately performed is calculated and set for the plurality of parameters. The automatic
tuning is performed in a conditional bifurcation or the like, for example, from characteristics of a target protein and the
network graph. Alternatively, the automatic tuning may be performed according to an optimization technique such as
Bayes optimization. Thereafter, the allosteric control information calculating unit 34 performs the process of Step S860.
[0276] Step S860: The allosteric control information calculating unit 34 performs the optimization calculation on the
Hamiltonian generated by the Hamiltonian generating unit 33. The optimization calculation is calculation of correlating a
partial graph of the network graph with the Hamiltonian indicating a degree of association of allosteric control with a
designated allosteric control site and an allosteric control target site, searching for a partial graph in which the value of the
Hamiltonian is small, and thus calculating a set of partial graphs which are likely to be associated with allosteric control.
[0277] The allosteric control information calculating unit 34 may use an optimization calculation means which is called
an Ising machine as a means for searching for a partial graph in which the value of the Hamiltonian is small or may extend
the Ising machine and use software which can handle a high-powered expression, a rational expression, or a general real-
valued function. The calculation may be performed on the basis of suboptimal solutions which are given as a result with a
probabilistic change. A simulated bifurcation machine may be used as the calculation means. The allosteric control
information calculating unit 34 may calculate a plurality of candidates for a solution by repeatedly performing an Ising
machine. The allosteric control information calculating unit 34 may calculate a plurality of candidates for a solution to the
Hamiltonian representing optimization for a path set. The path set is a set of a plurality of paths including suboptimal paths
in addition to an optimal path.
[0278] The allosteric control information calculating unit 34 may calculate a set of k partial graphs with the smallest
values of the Hamiltonian using a natural number k as a threshold value or may rank multiplications of the Hamiltonian by a
weight predetermined for each partial graph and calculate a set of partial graphs in the order of rankings. Another threshold
value m may be determined, and a partial graph in which the Hamiltonian value is smaller than the threshold value m. The
allosteric control information calculating unit 34 supplies the calculation result to the interface unit 31. Thereafter, the
interface unit 31 performs the process of Step S870.
[0279] Step S870: The interface unit 31 outputs allosteric control information. For example, the interface unit 31 outputs
the allosteric control information to the user terminal 5. The interface unit 31 may store the allosteric control information in a
database (which is not illustrated in FIG. 53). Thereafter, the interface unit 31 performs the process of Step S880.
[0280] Here, the allosteric control information is generated by the interface unit 31 as post-processing. For example, the
allosteric control information calculating unit 34 arranges the calculated partial graphs in the descending order of
evaluations values calculated from the Hamiltonian (allosteric path scores) on the basis of the calculation result from
the allosteric control information calculating unit 34 and generates the allosteric control information with a partial graph and
an evaluation value of the corresponding path as a set.
[0281] Only partial graphs of which the type is a single graph may be selected. For example, the allosteric control
information calculating unit 34 arranges the vertices included in a plurality of partial graph with high evaluation values in the
descending order of evaluation values (residue scores) and generates the allosteric control information with a vertex and a
corresponding evaluation value as a set.
[0282] For example, the allosteric control information calculating unit 34 arranges end point sets with high evaluation
values (allosteric scores) indicating a degree of influence on a start point set designated by a user or start point sets with
high evaluation values (allosteric score) indicating a degree of influence on an end point set designated by a user in the
descending order of the evaluation values (allosteric scores) and generates the allosteric control information with a start
point set or an end point set and an evaluation value of the start point set or the end point set as a set.
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[0283] Step S880: The user terminal 5 displays the calculation result from the allosteric control information calculating
unit 34 in graphics. The interface unit 31 outputs graphics information for graphic display to the user terminal 5. The
graphics information is, for example, information indicating amino acid residues corresponding to vertices included in a
predicted path in a three-dimensional structure of a protein. The graphics information may be customized by the interface
unit 31 as post-processing before the graphics information is output to the user terminal 5. For example, the interface unit
31 changes the graphics information according to a user’s settings such that the calculation result from the allosteric
control information calculating unit 34 is graphically displayed in a format desired by the user.
[0284] In this way, the allosteric path prediction system 3 ends the allosteric path predicting process.
[0285] An example in which the allosteric path prediction system 3 operates will be described below as a modified
example of the present embodiment.

(First modified example of fifth embodiment)

[0286] FIG. 57 is a diagram illustrating an example of a configuration of asystem B1according to a first modified example
of the present embodiment. The system B1 operates as a calculation system. The system B1 includes an allosteric path
prediction system 3, an inquiry interface 6, an effect and function database 7, a compound database 8, a calculation
processing server 9, a calculation know-how database 16, and a right processing system 17. The allosteric path prediction
system 3, the inquiry interface 6, the calculation processing server 9, and the right processing system 17 are, for example,
servers. The effect and function database 7, the compound database 8, and the calculation know-how database 16 are, for
example, database servers.
[0287] The allosteric path prediction system 3 acquires input information D1 from the user terminal 5 via the inquiry
interface 6. The input information D1 includes, for example, information for designating one or more of a target protein, an
allosteric control target site (an end point), an allosteric control site (a start point), a domain, an effect or function to be
searched for, a candidate compound to work, and mutation information.
[0288] The allosteric path prediction system 3 performs the allosteric path predicting process on the basis of the input
information D1. Here, the allosteric control information calculating unit 34 (which is not illustrated in FIG. 57) provided in the
allosteric path prediction system 3 causes the calculation processing server 9 to perform optimization calculation. The
calculation processing server 9 may use know-how information stored in the calculation know-how database 16 to perform
the optimization calculation. The know-how information includes, for example, an effective Hamiltonian or information
indicating effective parameter settings based on past analysis results. By using the know-how information, a user can try
analysis using various conditions stored as the know-how information even when new conditions (such as a Hamiltonian or
parameter settings) are not considered. That is, with the allosteric path prediction system 3, it is possible to reuse past
analysis results by storing the past analysis results in the calculation know-how database 16.
[0289] The allosteric path prediction system 3 correlates an effect or function with the calculated allosteric control
information with reference to the effect and function database 7. The allosteric path prediction system 3 correlates a
compound with the calculated allosteric control information with reference to the compound database 8. The allosteric path
prediction system 3 outputs the allosteric control information correlated with one or more of an effect, a function, and a
compound to the inquiry interface 6. The allosteric path prediction system 3 may output only the allosteric control
information to the inquiry interface 6.
[0290] Here, data which cannot be provided to a user may be included in data on effects or functions stored in the effect
and function database 7 and data on compounds stored in the compound database 8. The data which cannot be provided
to a user is, for example, data which cannot be provided to the user on the basis of security, know-how, a rights relation, or
the like when the user cooperatively develops a drug with another user (such as a drug manufacturer). The right processing
system 17 determines whether one or more of effects, functions, and compounds correlated with the allosteric control
information output from the allosteric path prediction system 3 to the inquiry interface 6 is information which can be
provided to the user.
[0291] The inquiry interface 6 outputs information determined to be provided to the user by the right processing system
17 out of the allosteric control information correlated with one or more of effects, functions, and compounds output from the
allosteric path prediction system 3 as output information D2 to the user terminal 5. The output information D2 includes, for
example, one or more of an allosteric control target site (end point) candidate list, an allosteric control site (start point)
candidate list, an important amino acid residue list, a domain, an effect and function candidate list, and a candidate
compound list. The effect and function candidate list is a list indicating candidates for effects or functions predicted
(expected) on the basis of search results. The candidate compound list is a list indicating candidate for compounds
predicted on the basis of the search results affecting the allosteric control.
[0292] When information for designating an effect or a function to be searched for is included in the input information D1,
the inquiry interface 6 may add candidate compounds affecting the effect or the function to the output information D2. In this
case, the inquiry interface 6 correlates the effect or the function correlated with the calculated allosteric control information
and the compound correlated with the allosteric control information via the allosteric control information. The inquiry
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interface 6 adds candidate compounds corresponding to the information for designating the effect or the function to be
searched for which is included in the input information D1 to the output information D2 on the basis of the correlation result.
[0293] Similarly, when information for designating a compound to be searched for is included in the input information D1,
the inquiry interface 6 may add candidates for an effect or a function affected by the compound to the output information D2.

(Second modified example of fifth embodiment)

[0294] FIG. 58 is a diagram illustrating an example of a configuration of a system B2 according to a second modified
example of the present embodiment. The system B2 operates as a database. The system B2 includes an allosteric path
prediction system 3, an inquiry interface 6, an effect and function database 7, a compound database 8, a calculation
processing server 9, a calculation know-how database 16, a right processing system 17, a target protein database 18, and
an allosteric control information database 19. The system B2 according to the second modified example (FIG. 58) is
different from the system B1 according to the first modified example (FIG. 57) in the target protein database 18 and the
allosteric control information database 19. A description of the same functions as in the first modified example will be
omitted, and differences from the first modified example will be mainly described in the second modified example.
[0295] The target protein database 18 and the allosteric control information database 19 are, for example, database
servers.
[0296] The allosteric path prediction system 3 generates allosteric control information in advance. Here, the allosteric
control information calculating unit 34 (which is not illustrated in FIG. 57) provided in the allosteric path prediction system 3
causes the calculation processing server 9 to perform optimization calculation. The calculation processing server 9
performs the allosteric path predicting process on the basis of three-dimensional structure information of a protein stored in
the target protein database 18. The calculation processing server 9 generates allosteric control information as a result of
the allosteric path predicting process.
[0297] The calculation processing server 9 stores the generated allosteric control information in the allosteric control
information database 19. That is, in the system B2, a result of the allosteric path predicting process performed in advance is
stored as a database.
[0298] When the allosteric path predicting process is newly performed, the calculation processing server 9 newly adds
allosteric control information which is a result of the allosteric path predicting process to the allosteric control information
database 19. For example, when three-dimensional structure information is newly added to the target protein database 18,
the calculation processing server 9 performs an allosteric path predicting process on the basis of the added three-
dimensional structure information.
[0299] The calculation processing server 9 may cause the right processing system 17 to determine whether allosteric
control information is information which is releasable before the allosteric control information is newly added to the
allosteric control information database 19. The calculation processing server 9 stores the allosteric control information
determined to be information which is releasable by the right processing system 17 in the allosteric control information
database 19. The calculation processing server 9 may discard the allosteric control information determined not to be
information which is releasable by the right processing system 17 or may issue a non-releasable flag and store the
allosteric control information in the allosteric control information database 19.
[0300] The calculation processing server 9 may use the allosteric control information stored in the allosteric control
information database 19 as an existing result for the allosteric path predicting process.
[0301] When a request is received from the user terminal 5, the inquiry interface 6 outputs provision data D3 to the user
terminal 5. The inquiry interface 6 outputs the allosteric control information stored in the allosteric control information
database 19 as the provision data D3 to the user terminal 5 with reference to the allosteric control information database 19.
When the inquiry interface 6 refers to the allosteric control information database 19, the right processing system 17
determines whether the allosteric control information to be referred to is releasable. The provision data D3 includes only
releasable allosteric control information.

(Summaries of embodiments)

[0302] The functions of the allosteric path prediction devices and the allosteric path prediction systems according to the
embodiments will be summarized below. The allosteric path prediction devices and the allosteric path prediction systems
according to the embodiments have a grouping calculation function and a customization function along with a basic
function of performing the allosteric path predicting process.
[0303] In the function of performing the allosteric path predicting process, an optimal path or an important amino acid
residue in the path are searched for on the basis of a predetermined criterion. The predetermined criterion is minimization
of energy indicated by a Hamiltonian.
[0304] In the grouping calculation function, a path set as well as an optimal path is searched for. The path set may be
calculated by repeatedly performing the allosteric path predicting process on the basis of the Hamiltonian for a single path
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or may be calculated by performing the allosteric path predicting process on the basis of the Hamiltonian for a multiplex
path.
[0305] In the grouping calculation function, a path set and a multiplex path under various conditions can be calculated
according to settings of the Hamiltonian. Various conditions are obtained, for example, by designating various conditions
as constraint conditions required from biological aspects in the Hamiltonian for a multiplex path.
[0306] In the grouping calculation function, various types of calculation are performed on the basis of a path set and a
multiplex path set. The various types of calculation include an important amino acid residue search process of searching
for a vertex with a high evaluation value (residue score) out of vertices included in a plurality of paths and a multiplex path
set and a region search process of searching for a vertex with a high evaluation value (allosteric score) indicating the
degree of influence on a certain vertex.
[0307] In the allosteric path prediction devices and the allosteric path prediction systems according to the embodiments,
it is possible to fast perform calculation for a path set and a multiplex path set using Ising calculation, optimization
calculation using extended Ising calculation, and a simulated bifurcation machine. Accordingly, a set of candidates for an
end point and an end point set (allosteric control target sites) with respect to a start point and a start point set, a set of
candidates for a start point set (allosteric control sites) with respect to an end point and an end point set, and the like can be
comprehensively searched for. The search result can be stored as a database. Know-how on search for turned parameters
or the like used in the search can be stored as a database. The search result may be combination information of an effect
and function candidate list and a candidate compound list.
[0308] In the customization function, an evaluation function for evaluating a path can be changed. The evaluation
function is a Hamiltonian. The customization function is realized by changing an objective function included in the
Hamiltonian and changing or adding constraint conditions.
[0309] In the customization function, various criteria can be prepared according to a user’s designation, and a path can
be searched for. For example, a Hamiltonian for a multiplex path is changed according to a user’s designation. In the
customization function, an objective function can be independently designated by a user, a pass-avoided vertex set can be
designated, or a pass-forced vertex set can be designated. The pass-avoided vertex set is a set of vertices not included in a
path. The pass-forced vertex set is a set of vertices necessarily included in a path.
[0310] In the customization function, newly acquired biological knowledge can be reflected in the allosteric path
predicting process by changing the Hamiltonian.
[0311] As described above, in the allosteric path prediction devices and the allosteric path prediction systems according
to the embodiments, an evaluation function (Hamiltonian) or one or more of conditions for calculating a path set and a
multiplex path set (designating a pass-avoided vertex set or designating a pass-forced vertex set) can be changed on the
basis of designation from the outside. The outside is a user’s operation, a file indicating instructions for customization, an
allosteric path prediction device, an information processing device separate from the allosteric path prediction system, or
the like.
[0312] In the aforementioned embodiments, an example in which a simulated bifurcation machine is used to calculate an
Ising model in the allosteric path predicting process has been described, but the present invention is not limited thereto. An
algorithm other than a simulated bifurcation machine may be used to calculate an Ising model. For example, an algorithm
such as simulated annealing may be used to calculate an Ising model. As described above, the simulated bifurcation
machine can be suitably used for an increase in speed and comprehensive search.
[0313] In the aforementioned embodiments, an example in which a solution to a combination optimization problem
which is a QUBO is calculated on the basis of the Ising model in the allosteric path predicting process has been described
above, but the present invention is not limited thereto. A solution to a combination optimization problem may be calculated
on the basis of a technique other than the Ising model.
[0314] As described above, the allosteric path prediction devices according to the embodiments (the allosteric path
prediction devices 1, 1a, 1b, and 1c or the allosteric path prediction system 3 according to the embodiments) include the
network graph generating units 12 and 32 and the path calculating units 13, 13b, and 13c.
[0315] The network graph generating unit 12 generates a network graph which includes vertices corresponding to at
least amino acid residues constituting a protein out of the amino acid residues and arbitrary binding substances bound to
the protein and in which weights based on interactions between at least the amino acid residues out of the amino acid
residues and the arbitrary binding substances are assigned to edges on the basis of three-dimensional structure
information of the protein
[0316] The path calculating units 13, 13b, and 13c calculate a path and a multiplex path connecting the vertices on the
network graph generated by the network graph generating unit 12 on the basis of an evaluation function based on the
weights (a QUBO type Hamiltonian in the embodiments).
[0317] With this configuration, since the allosteric path prediction device according to the present embodiment can
calculate the path and the multiplex path connecting the vertices in the network graph on the basis of the evaluation
function based on weights, it is possible to predict amino acid residues contributing to allosteric control from a three-
dimensional structure information of a protein.
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[0318] In the related art, a prediction technique using some in-silico has been proposed as an allosteric path prediction
method. The allosteric path prediction method in the related art roughly includes two methods of a molecular dynamics
method (a dynamic method) and a prediction method using a network model (a static method)
[0319] In the molecular dynamics method, a structure change of a protein is ascertained through molecular dynamics
simulation and an allosteric control site is predicted. On the other hand, in the prediction method using a network model, an
allosteric control site is predicted in a network in which a specific structure of a protein is reflected. For example, a machine-
learning prediction method from network information (Patent Document 1) and a prediction method using an information
transmission model in a network (Non-Patent Documents 1 and 2) are known as the prediction method using a network
model.
[0320] A motion of a molecule associated with a function of a protein may have a delay of from milliseconds to seconds
from time to time. Accordingly, when molecular dynamics simulation is used, even a most advanced computer cannot
calculate all from a first principle.
[0321] In prediction using a network model, prediction accuracy is not high, and there is a problem in selection of training
data, adaptation (scalability) to a larger protein (such as a protein complex), and the like. Specifically, for example, in the
prediction method described in Patent Document 1, a plurality of parameters such as evolutional characteristics and
physical characteristics are provided, a protein is expressed using a network graph in which a protein structure is reflected,
and amino acid residues important for allosteric control are calculated from the parameters in the network graph using a
random forest method. However, in the prediction method described in Patent Document 1, many parameters are used,
and applicability to all proteins is not clear. In the prediction method described in Patent Document 1, since the prediction
accuracy depends on the quality of training data, it is thought that a prediction result for a protein not having a structure or
materiality similar to a protein used to prepare the training data is lowered.
[0322] For example, in the prediction method described in Non-Patent Document 1 or Non-Patent Document 2, amino
acid residues important for allosteric control are calculated by preparing a network graph in which structure information of a
protein is reflected and predicting allosteric paths. However, in the prediction method described in Non-Patent Document 1
or Non-Patent Document 2, prediction accuracy is not high. In the prediction method described in Non-Patent Document 1
or Non-Patent Document 2, a solution is not likely to converge in a large-scale problem, and extendability to a large
structure such as a protein complex is low.
[0323] On the other hand, in the allosteric path prediction device according to the present embodiment, since a path and
a multiplex path connecting vertices in a network graph can be calculated on the basis of an evaluation function (a
Hamiltonian of an Ising model)based on weights, it is possible to enhance predictionaccuracy and to improve extendability
to a large structure. The network graph which includes amino acid residues as vertices and in which weights based on
interactions between amino acid residues are assigned to edges is a simplified model enabling practical calculation. In the
allosteric path prediction device according to the present embodiment, since a plurality of paths including an optical path
and suboptimal paths can be calculated on the basis of an evaluation function based on weights, it is possible to enhance
prediction accuracy.
[0324] Some of the allosteric path prediction devices 1, 1a, 1b, 1c, and 1d or the allosteric path prediction system 3
according to the aforementioned embodiments, for example, the three-dimensional structure information acquiring unit
11, the network graph generating unit 12 or 32, the path calculating unit 13, 13b, 13c, or 13d, the Hamiltonian generating
unit 33, the allosteric control information calculating unit 34, the evaluation unit 14, the first evaluation unit 14a, the second
evaluation unit 14b, the third evaluation unit 16d, and the output unit 15, 15a, 15b, or 15d may be realized by a computer. In
this case, these control functions may be realized by recording a program for realizing the control functions on a computer-
readable recording medium and causing a computer system to read and execute the program recorded on the recording
medium. The "computer system" mentioned herein is a computer system incorporated into the allosteric path prediction
devices 1, 1a, 1b, 1c, and 1d or the allosteric path prediction system 3 and includes an operating system (OS) or hardware
such as peripherals. The "computer-readable recording medium" is a portable medium such as a flexible disk, a magneto-
optical disc, a ROM, or a CD-ROM or a storage device such as a hard disk incorporated into a computer system. The
"computer-readable recording medium" may include a medium that dynamically holds a program for a short time such as a
communication line when a program is transmitted via a network such as the Internet or a communication line such as a
telephone line and a medium that holds a program for a predetermined time such as a volatile memory in a computer
system serving as a server or a client in that case. The program may be a program for realizing some of the aforementioned
functions or may be realize the aforementioned functions in combination with another program stored in advance in the
computer system.
[0325] Some or all of the allosteric path prediction devices 1, 1a, 1b, 1c, and 1d or the allosteric path prediction system 3
may be realized as an integrated circuit such as a large scale integration (LSI) circuit. The functional blocks of the allosteric
path prediction devices 1, 1a, 1b, 1c, and 1d or the allosteric path prediction system 3 may be individually formed as
processors, or some or all thereof may be integrated as a processor. The integration technique is not limited to LSI, and the
functional blocks may be realized by a dedicated circuit or a general-purpose processor. When integration technology
replacing LSI appears as semiconductor technology develops, an integrated circuit based on the technology may be used.
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[0326] While embodiments of the present invention have been described above in detail in conjunction with the
drawings, a specific configuration thereof is not limited to the above description and can be subjected to various design
modifications without departing from the gist of the present invention.

REFERENCE SIGNS LIST

[0327]

1, 1a, 1b, 1c, 1d... Allosteric path prediction device
3... Allosteric path prediction system
12... Network graph generating unit
13, 13b, 13c, 13d... Path calculating unit

Claims

1. An allosteric path prediction device comprising:

a network graph generating unit configured to generate, on the basis of three-dimensional structure information of
a protein, a network graph which includes vertices corresponding to at least amino acid residues constituting the
protein out of the amino acid residues and arbitrary binding substances bound to the protein and in which weights
based on interactions between at least the amino acid residues out of the amino acid residues and the arbitrary
binding substances are assigned to edges; and
a path calculating unit configured to calculate a path connecting the vertices on the network graph generated by
the network graph generating unit on the basis of an evaluation function based on the weights.

2. The allosteric path prediction device according to claim 1, wherein a start point and an end point of the path are
predetermined vertices on the network graph.

3. The allosteric path prediction device according to claim 1 or 2, wherein the path calculating unit calculates a plurality of
the paths.

4. The allosteric path prediction device according to claim 3, wherein the plurality of paths are ranked on the basis of
evaluation values.

5. The allosteric path prediction device according to claim 3, further comprising a first evaluation unit configured to
evaluate the vertices on the basis of the number of times each vertex is included in the plurality of paths calculated by
the path calculating unit.

6. The allosteric path prediction device according to claim 3, further comprising a second evaluation unit,

wherein one of a start point and an end point of each path is a predetermined vertex on the network graph and the
other thereof is an evaluation target vertex which is a vertex to be evaluated by the second evaluation unit,
wherein the path calculating unit calculates the path connecting the predetermined vertex and the evaluation
target vertex for each combination of the predetermined vertex and the evaluation target vertex, and
wherein the second evaluation unit calculates an evaluation value for each of a plurality of the evaluation target
vertices on the basis of the evaluation values of the paths calculated by the path calculating unit.

7. The allosteric path prediction device according to claim 6, further comprising a third evaluation unit configured to
calculate an evaluation value for a subset of the plurality of evaluation target vertices on the basis of the evaluation
value calculated for each of the evaluation target vertices by the second evaluation unit.

8. The allosteric path prediction device according to claim 1, wherein each path includes a bifurcation or a junction.

9. The allosteric path prediction device according to claim 1, wherein there are a plurality of start points or end points of
the paths.

10. The allosteric path prediction device according to claim 1, wherein the evaluation function is a function for providing an
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evaluation value of a partial graph.

11. The allosteric path prediction device according to claim 1, wherein the evaluation function is a function for providing an
evaluation value of a path set.

12. The allosteric path prediction device according to claim 1, wherein the evaluation function is a Hamiltonian.

13. The allosteric path prediction device according to claim 1, wherein the evaluation function is an Ising model.

14. The allosteric path prediction device according to claim 1, wherein the path calculating unit calculates the path by
calculating a solution to the evaluation function on the basis of an optimization algorithm of a Hamiltonian.

15. The allosteric path prediction device according to claim 1, wherein the path calculating unit calculates the path by
calculating a solution to the evaluation function using an Ising machine.

16. The allosteric path prediction device according to claim 1, wherein the path calculating unit calculates the path by
calculating a solution to the evaluation function on the basis of a simulated bifurcation algorithm.

17. The allosteric path prediction device according to claim 1, further comprising a three-dimensional structure informa-
tion acquiring unit configured to acquire the three-dimensional structure information from a database in which the
three-dimensional structure information is stored in advance.

18. The allosteric path prediction device according to claim 1, wherein the three-dimensional structure information is
calculated on the basis of three-dimensional structure simulation.

19. The allosteric path prediction device according to claim 1, wherein a prediction result of the path is stored in a
database.

20. The allosteric path prediction device according to claim 1, wherein a group of one or more of an effect and function
candidate list indicating candidates for an effect or a function which is predicted on the basis of a prediction result of the
path and a candidate compound list indicating candidates for a compound which is predicted on the basis of the
prediction result of the path when allosteric control is affected and the prediction result of the path is output.

21. The allosteric path prediction device according to claim 1, wherein the evaluation function or one or more of conditions
for calculating the path are changeable on the basis of external designation.

22. An allosteric path prediction result acquisition method of acquiring calculation results of a path connecting vertices on
a network graph, wherein

a network graph includes vertices corresponding to at least amino acid residues constituting a protein out of the
amino acid residues and arbitrary binding substances bound to the protein, weights based on interactions
between at least the amino acid residues out of the amino acid residues and the arbitrary binding substances are
assgned to edges, and is generated on the basis of three-dimensional structure information of the protein; and
a path connecting the vertices on the network graph is calculated on the basis of an evaluation function based on
the weights.

23. An allosteric path prediction method comprising:

a network graph generating step of generating, on the basis of three-dimensional structure information of a
protein, a network graph which includes vertices corresponding to at least amino acid residues constituting the
protein out of the amino acid residues and arbitrary binding substances bound to the protein and in which weights
based on interactions between at least the amino acid residues out of the amino acid residues and the arbitrary
binding substances are assigned to edges; and
a path calculating step of calculating a path connecting the vertices on the network graph generated in the network
graph generating step on the basis of an evaluation function based on the weights.

24. A program causing a computer to perform:
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a network graph generating step of generating, on the basis of three-dimensional structure information of a
protein, a network graph which includes vertices corresponding to at least amino acid residues constituting the
protein out of the amino acid residues and arbitrary binding substances bound to the protein and in which weights
based on interactions between at least the amino acid residues out of the amino acid residues and the arbitrary
binding substances are assigned to edges; and
a path calculating step of calculating a path connecting the vertices on the network graph generated in the network
graph generating step on the basis of an evaluation function based on the weights.
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