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(54) POSTURE‑BASED VIRTUAL SPACE CONFIGURATIONS

(57) A virtual space configuration system of an arti-
ficial reality systemcandetect a user posture andprovide
various corresponding customizations of the system’s
virtual space. The virtual space configuration system
can, when a user is in a seated posture, provide for
seated virtual space customizations. In various imple-
mentations, these customizations can include allowing
adjustment of a floor height; setting a flag that can be
surfaced to applications to adjust the applications’ me-

chanics for seated users; customizing display of virtual
space boundaries when in seated mode to be less in-
trusive; providing options to detect when a user leaves
seated mode and trigger corresponding actions; provide
a passthroughworkspace area allowing a user to interact
with certain real-world objects naturally without having to
remove a virtual reality headset; or automatically deter-
mining virtual space dimensions for seated users.
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Description

TECHNICAL FIELD

[0001] The present invention is directed to controlling
configurations of a virtual space for an artificial reality
environment.

BACKGROUND

[0002] While a user is seeing and interacting with
"virtual objects," i.e., computer-generated object repre-
sentations appearing in an artificial reality environment,
the user’s physical movements occur in the real world. In
some cases, an artificial reality system can prevent the
user from seeing part or all of the real world or the user
can become distracted by the virtual objects, causing the
user to inadvertently collidewith real-world objects or exit
an area designated for the user to interact in the artificial
reality environment. In other cases, the user’smovement
may be restricted by the user’s physical posture in the
real world, causing some difficulty interacting in the arti-
ficial reality environment. For example, some virtual ob-
jectsmay be placed out of reach,making it difficult for the
user to interact with them from the user’s current posture.

SUMMARY

[0003] In accordance with a first aspect of the present
invention, there is provided a method for customizing a
virtual space based on user posture, the method com-
prising: determining that a user posture corresponds to a
seated mode; in response to the determining, setting a
seated customization for the virtual space by: providing a
first seated customization including: obtainingmetrics for
a floor height; and adjusting a system floor height based
on the metrics for the floor height; or providing a second
seatedcustomization including: settingaseatedflag;and
surfacing the seated flag to one or more applications,
wherein the one or more applications adjust operation
mechanics based on the seated flag; or providing a third
seated customization including: receiving a boundary
mode selection for the virtual space; detecting a bound-
ary display event; and displaying, based on the selected
boundary mode, a boundary configured based on the
selected boundary mode; or real-world objects in the
virtual space.
[0004] Setting the seated customization may prefer-
ably comprise providing the first seated customization.
[0005] In some embodiments, the metrics for the floor
height are based on one or more of: a determined stand-
ing height of a user; a determined arm-span of the user;
determined dimensions of an object the user is seated
upon; or any combination thereof.
[0006] In some embodiments, the metrics for the floor
height are determined by a machine learning model
trained, based on previous user selections, to receive
indications of sensor or camera measurements and pro-

duce floor height metrics.
[0007] In some embodiments, the metrics for the floor
height are one ormore user-selected values indicated by
one or more of: a user hand gesture, user input to a
controller, a user voice command, a user gaze direction,
or any combination thereof.
[0008] In some embodiments, setting the seated cus-
tomization comprises providing the second seated cus-
tomization.
[0009] In some embodiments, setting the seated cus-
tomization comprises providing the third seated custo-
mization.
[0010] The boundary mode selection may preferably
be based on a mapping, provided by a current applica-
tion, of postures to boundary modes.
[0011] In some embodiments, the selected boundary
mode is a passthrough mode that causes the displaying
to be the displaying of the real-world objects in the virtual
space.
[0012] Detecting a boundary display event may com-
prise applying a machine learning model trained to re-
ceive one or more of inertia data, position data, camera
image data, a model of a user’s bone structure, or any
combination thereof and produce a projection of whether
the user will intersect with a boundary.
[0013] In accordance with a second aspect of the pre-
sent invention, there is provided a computer-readable
storagemediumstoring instructions that, when executed
by a computing system, cause the computing system to
perform operations for customizing a virtual space based
on user posture, the operations comprising: determining
that a user posture corresponds to a seated mode; in
response to the determining that the user posture corre-
sponds to the seated mode, setting a seated customiza-
tion for the virtual space by: providing a first seated
customization including, while a virtual experience con-
figured for seated mode is in progress: determining a
second user posture corresponds to no-longer being in
the seatedmode; and in response, triggering a response
action for the virtual experience; or providing a second
seated customization including: determining a second
user posture corresponds to leaning forward; determin-
ing a workspace area; and enabling a display mode that
displays, in a virtual environment, real-world objects that
are in the workspace area; or providing a third seated
customization including: automatically determining a di-
mension for the virtual space based on physical char-
acteristics of a user; and adjusting the virtual space
based on the determined dimension.
[0014] In some embodiments, setting the seated cus-
tomization comprises providing the first seated customi-
zation.
[0015] In some embodiments, the response action
comprises one or more of: automatically stopping or
pausing the virtual experience; providing a notification
to resumeaperviouspostureor that thecurrent posture is
not recommended for the virtual experience; logging
times at which various postures are held; switching to
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a display mode that shows real-world objects; changing
input modalities; or any combination thereof.
[0016] In some embodiments, setting the seated cus-
tomization comprises providing the second seated cus-
tomization.
[0017] In some embodiments, the workspace area is
determined based on one or more of: an area defined
basedonadeterminedarm-spanof a user; an average of
workspace areas previouslymanually set by other users;
anareacorresponding toa topofa flat real-world object in
in front of the user; an area determined to be enclosing
one or more specified real-world tools; or any combina-
tion thereof.
[0018] In some embodiments, setting the seated cus-
tomization comprises providing the third seated custo-
mization.
[0019] The physical characteristics of a user may pre-
ferably include an automatically determined user arm-
span.
[0020] The arm-span of the user may preferably be
automatically determined by: setting an initial arm-span
to be equal to a determined user height; and updating the
initial arm-span based on identifying a user’s hand or
controller locations extending beyond the determined
arm-span.
[0021] In accordance with a third aspect of the present
invention, there is provided a computing system for cus-
tomizing a virtual space based on user posture, the
computing system comprising: one or more processors;
and one or more memories storing instructions that,
when executed by the one or more processors, cause
the computing system to perform operations comprising:
determining that a user posture corresponds to a seated
mode; in response to the determining that the user pos-
ture corresponds to the seated mode, setting a seated
customization for the virtual space by one or more of:
providing a first seated customization including: obtain-
ingmetrics for a floor height; and adjusting a system floor
height based on themetrics for the floor height; or provid-
ing a second seated customization including: setting a
seated flag; and surfacing the seated flag to one or more
applications, wherein the oneormore applications adjust
operationmechanics based on the seated flag; or provid-
ing a third seated customization including: receiving a
boundary mode selection for the virtual space; detecting
a boundary display event; and displaying, based on the
selected boundary mode, a boundary type or objects in
the virtual space; or providing a fourth seated customiza-
tion including, while a virtual experience configured for
seated mode is in progress: determining a second user
posture corresponds to no-longer being in the seated
mode; and triggering a response action for the virtual
experience; or providing a fifth seated customization
including: determining a second user posture corre-
sponds to leaning forward; determining a workspace
area; and enabling a display mode that displays, in a
virtual environment, real-world objects that are in the
workspace area; or providing a sixth seated customiza-

tion including: automatically determining a size for the
virtual space based on physical characteristics of a user;
and adjusting the virtual space based on the determined
size.

BRIEF DESCRIPTION OF THE DRAWINGS

[0022]

Figure 1 is a block diagram illustrating an overviewof
devices on which some implementations of the pre-
sent technology can operate.
Figure2A isawirediagram illustratingavirtual reality
headsetwhichcanbeused insome implementations
of the present technology.
Figure2B isawirediagram illustratingamixed reality
headsetwhichcanbeused insome implementations
of the present technology.
Figure 3 is a block diagram illustrating an overviewof
an environment in which some implementations of
the present technology can operate.
Figure 4 is a block diagram illustrating components
which, in some implementations, can be used in a
system employing the disclosed technology.
Figure 5 is a flow diagram illustrating a process used
in some implementations of the present technology
for setting virtual spaceconfigurationsbasedonuser
posture.
Figure 6A is a flow diagram illustrating a process
used in some implementations for enabling floor
height customization when a user is seated.
Figure 6B is a flow diagram illustrating a process
used in some implementations for setting a flag to
allow applications to adjust mechanics for seated
configurations.
Figure 6C is a flow diagram illustrating a process
used in some implementations for customizing vir-
tual space boundary displays in response to user
posture.
Figure 6D is a flow diagram illustrating a process
used in some implementations for enabling seated-
only virtual experiences.
Figure 6E is a flow diagram illustrating a process
used in some implementations for enabling a seated
workspace virtual area.
Figure 6F is a flow diagram illustrating a process
used in some implementations for automatically cus-
tomizing a virtual area in seated mode.
Figure 7A is a conceptual diagram illustrating an
example of enabling floor height customizationwhen
a user is seated.
Figure 7B is a conceptual diagram illustrating an
example of using a flag to allowapplications to adjust
mechanics for seated use configurations.
Figure 7C is a conceptual diagram illustrating an
example of customizing virtual space boundary dis-
plays in response to user posture.
Figure 7D is a conceptual diagram illustrating an
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example of enabling seated-only virtual experi-
ences.
Figure 7E is a conceptual diagram illustrating an
example of enabling a seated workspace virtual
area.
Figure 7F is a conceptual diagram illustrating an
example of automatically customizing a virtual area
in seated mode.

[0023] The techniques introduced here may be better
understoodby referring to the followingDetailedDescrip-
tion in conjunction with the accompanying drawings, in
which like reference numerals indicate identical or func-
tionally similar elements.

DETAILED DESCRIPTION

[0024] Embodiments for customizing a virtual space
based on user posture are described herein. Artificial
reality systems can define a particular "virtual space"
for a user experience, which can define the user’s range
of movement during the experience, control how virtual
objects are displayed or placed in the experience, and/or
set system actions in response to a posture change. For
example, if a user approaches the edge of the defined
virtual space, the artificial reality system can provide a
warning or enable a passthroughmode showing the user
real-world objects with which she might collide. As used
herein, a "posture" is a position or configuration of one or
more parts of a user’s body. For example, a posture can
be seated, standing, lying down, having arms out-
stretched, a particular hand position or gesture, a head
orientation, a torso rotation, etc. In some implementa-
tions, a posture can also encompassmovement, such as
a particular motion of one or more body parts and/or in
relation to a point or object. For example, a first identified
posture can be standing stationary while a second iden-
tified posture can be standing mobile (e.g., the user has
made threshold lateral movements relative to a central
point).
[0025] Avirtual space configuration system, which can
be a sub-system of an artificial reality system, can detect
a user posture and provide various corresponding cus-
tomizations of the system’s virtual space. In some im-
plementations, postures that the virtual space configura-
tion system can identify include standing (which can be
divided into standing mobile or standing stationary),
seated, lying down, etc. In various implementations,
these determinations can be automatic, based on a user
input, or automatically determined and user-confirmed.
For example, the virtual space configuration system can
determine the height of a headset of the artificial reality
system, as compared to an identified floor, and using a
known user height or average of height of multiple users,
can determine whether the headset height corresponds
to a standing or sitting position. In addition, when the
position is determined as standing, the virtual space
configuration system can determine whether a lateral

position of the headset has moved above a threshold
amount from a central point to determine whether the
standing user is stationary or mobile. The virtual space
configuration system can provide an indication of the
determined posture to the user for the user to confirm
or modify.
[0026] When in a standing mobile posture, the virtual
space configuration system can set a virtual space that
the user has defined for the current real-world environ-
ment of the artificial reality system and/or the virtual
space configuration system can automatically detect
objects around the user’s current location and set the
virtual space to avoid collisions with those objects.When
a user approaches this boundary, the virtual space con-
figuration system can present a warning or display a grid
indicating the border. When in a standing stationary
posture, the virtual space configuration system can de-
fine a virtual space around the user, e.g., as a cylindrical
area or a "wineglass" shape (i.e., a cylinder that is narrow
at the bottom and wider at the top) that accounts for the
user’s legs being stationary but provides a space around
the upper portion of user in which to move her arms. In
some implementations, the diameter of this cylinder or
the upper part of the wineglass shape can be based on
characteristics of the user, such as a determined arm-
span.
[0027] When theuser is determined tobe in a seatedor
lying down mode, the virtual space configuration system
can provide various other virtual space customizations.
In one instance, the virtual space configuration system
can obtain metrics for a different floor height to use when
a user is seated. Thesemetrics can be from, for example,
a machine learning model trained to predict a desired
floor height, user input specifying a floor height change
(e.g., using a controller, a gesture, or a tracked user
gaze), and/or past floor height settings from the user or
users determined to have similar characteristics. The
virtual space configuration system can then set the floor
height based on the metrics. This sets a minimum height
for virtual objects in relation to the user, improving user
accessibility when in the virtual space by eliminating
instances where the user would otherwise have to move
to the edge of a chair or couch and reach the floor.
[0028] In another instance, the virtual space configura-
tion system can facilitate adjustments for application
mechanics specific to a seated or lying down user. For
example, a notified application can adjust virtual object
placement to be within a typical or measured user arm-
spanwhen the user is seated or lying down. For example,
virtual objects that a user would normally take a step to
interact with can be automatically moved within reach.
This can be in response to a flag that the virtual space
configuration system sets for seated and/or lying down
modes,which can in turn besurfaced toapplications. The
applications can be customized to have different me-
chanics based on such flags.
[0029] In another case, the virtual space configuration
system can configure a boundary mode based on the
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user’s posture. Inonecase,when theuser is in a standing
posture, the virtual space can have set boundaries and
the virtual space configuration system will display the
boundary or a warning when the virtual space configura-
tion system predicts that the user may connect with the
boundary. For example, when the user is in a standing
posture, the boundary can be a red grid, which will im-
mediately catch the user’s attention if it is displayed in the
virtual space. However, because the user is likely to be
moving more slowly or only moving her arms, collisions
with the boundary when seated are less likely to be a
problem.Thus, theboundarywhenseatedcanbeamuch
less intrusive pattern, such as a pattern of small gray
cross (e.g., +) marks. Alternatively, instead of displaying
a boundary when seated, the system can identify real-
world objects around the user and display them in the
virtual spacewhen thevirtual spaceconfiguration system
predicts the user may collide with them (e.g., when they
are within an arm-span of the user).
[0030] In yet another instance, the virtual space con-
figuration system can enable experiences that are avail-
able only when the user is in a particular posture or that
trigger a particular action when the user transitions be-
tween postures. For example, after determining that the
user is in a seatedposture, theartificial reality systemcan
initiate a "seated-only" experience. The virtual space
configuration systemcancontinuouslymonitor theuser’s
posture throughout the experience. If the user stands up,
this can trigger the artificial reality system to take an
action such as automatically stopping the seated-only
experience, providinganotification to theuser to return to
a seated position, logging times the user was standing
during the experience, switching to passthrough mode
where aspects of the real world are displayed instead of
parts of the experience, and/or changing aspects of the
experience such as providing a different inputmodality or
changing virtual objects.
[0031] Further, the virtual space configuration system
canprovidea "workspace" virtual area thatappearswhen
the user is seated and is also in a particular additional
posture, such as leaning forward. The workspace can be
anarea in front of theuser, e.g., basedononeormoreof a
determined user arm-span, general user arm-length sta-
tistics, a previous user setting, a user drawn area, and/or
an identificationofanarea that includesparticular objects
(e.g., a keyboard, monitors, a mouse, a desk area, etc.).
The virtual space configuration system can further detect
that the user, while seated, leaned forward at least a
threshold amount. In some implementations, this can
also be contingent upon identifying a flat workspace
(such as a desk) in front of the user. Upon making this
further posture determination, the virtual space config-
uration system can enable a passthrough mode i.e., a
mode that shows a representation at least part of the real
world, in this case the determined workspace area. This
allows the user to quickly and easily transition between
interacting with real-world items in the workspace area
and virtual objects in the virtual space.

[0032] In another case, the virtual space configuration
system can automatically customize dimensions (e.g.,
size and/or shape) of the virtual area for seated mode.
Thevirtual spaceconfigurationsystemcandetermine the
dimensions based on context or user specifics such as a
determined user arm-span, statistics of average or de-
termined similar users, previous user settings, a user
drawn area, or by identifying objects in the surrounding
area. The virtual space configuration systemcan then set
the virtual area based on the determined dimensions,
e.g., as a rectangle or semicircle in front of the user or a
full circle around the user.
[0033] Embodiments of the disclosed technology may
include or be implemented in conjunctionwith an artificial
reality system. Artificial reality or extra reality (XR) is a
form of reality that has been adjusted in some manner
before presentation to a user, which may include, e.g., a
virtual reality (VR), an augmented reality (AR), a mixed
reality (MR), a hybrid reality, or some combination and/or
derivatives thereof. Artificial reality content may include
completely generated content or generated content com-
bined with captured content (e.g., real-world photo-
graphs). The artificial reality content may include video,
audio, haptic feedback, or some combination thereof,
any of which may be presented in a single channel or
in multiple channels (such as stereo video that produces
a three-dimensional effect to the viewer). Additionally, in
some embodiments, artificial reality may be associated
with applications, products, accessories, services, or
some combination thereof, that are, e.g., used to create
content in an artificial reality and/or used in (e.g., perform
activities in) anartificial reality. Theartificial reality system
that provides the artificial reality content may be imple-
mented on various platforms, including a head-mounted
display (HMD) connected to a host computer system, a
standalone HMD, a mobile device or computing system,
a "cave" environment or other projection system, or any
other hardware platform capable of providing artificial
reality content to one or more viewers.
[0034] "Virtual reality" or "VR," as usedherein, refers to
an immersive experience where a user’s visual input is
controlledbyacomputingsystem. "Augmented reality" or
"AR" refers to systems where a user views images of the
real world after they have passed through a computing
system. For example, a tablet with a camera on the back
can capture images of the real world and then display the
images on the screen on the opposite side of the tablet
from the camera. The tablet can process and adjust or
"augment" the images as they pass through the system,
such as by adding virtual objects. "Mixed reality" or "MR"
refers to systems where light entering a user’s eye is
partially generated by a computing system and partially
composes light reflected off objects in the real world. For
example, a MR headset could be shaped as a pair of
glasses with a pass-through display, which allows light
from the real world to pass through a waveguide that
simultaneously emits light from a projector in the MR
headset, allowing the MR headset to present virtual

5

10

15

20

25

30

35

40

45

50

55



6

9 EP 4 557 059 A2 10

objects intermixed with the real objects the user can see.
"Artificial reality," "extra reality," or "XR," as used herein,
refers to any of VR, AR,MR, or any combination or hybrid
thereof.
[0035] There are existing XR systems that provide
virtual spaces. However, these XR systems can be diffi-
cult to use and provide limited functionality. Existing XR
systems often do not distinguish between user postures
when configuring a virtual space, requiring the user to
manually adjust the virtual spaceor necessitating that the
user operate in a virtual space thatmay be difficult to use,
distracting, or not allow certain options. For example,
when a user is seated, standard XR systems do not
provide an option to adjust the floor location, often requir-
ing the user to move off their seat to reach virtual objects
placed on the floor. As another example, existing XR
systems generally have a single warning system for
when a user is about to collide with a virtual space wall.
However, this can be distracting and unnecessary when
the user is seated as such collisions are less likely to
cause any damage. Further, existing XR systems require
extensive setup for virtual spaces, which may be unne-
cessary for a seated configuration where the virtual
space is likely tobesmaller and less likely toneedspecific
contours.
[0036] The virtual space configuration systems and
processes described herein are expected to overcome
suchproblemsassociatedwith conventional XRsystems
and are expected to provide users with greater control
over the virtual spaces. The disclosed virtual space con-
figuration systems and processes are also expected to
offer more functionality, and a more natural and intuitive
userexperience than interactions inexistingXRsystems.
Despite being natural and intuitive, the virtual space
configuration systems and processes described herein
are rooted in computerized artificial reality systems in-
stead of being an analog of traditional interactions. For
example, these virtual space configuration systems and
processes can determine when a user is seated and, in
response, provide for virtual space customizations. One
such virtual space customization can be allowing adjust-
ment of a floor height. Another virtual space customiza-
tion can be setting a flag that can be surfaced to applica-
tions to adjust the applications’ mechanics. Further a
virtual space customization can be customizing a display
of seated-mode virtual space boundaries to be less in-
trusive. Yet a further virtual space customization can be
providing options to detect when a user leaves seated
mode and trigger corresponding actions. Another virtual
space customization can be providing a passthrough
workspace area allowing a user to interact with certain
real-world objects naturally without having to remove a
virtual reality headset. And another virtual space custo-
mization can be automatically determining virtual space
dimensions for seated users.
[0037] Several implementations are discussed below
in more detail in reference to the figures. Figure 1 is a
block diagram illustrating an overview of devices on

which some implementationsof thedisclosed technology
can operate. The devices can comprise hardware com-
ponents of a computing system 100 that can determine a
user posture and set corresponding virtual space custo-
mizations. In various implementations, computing sys-
tem 100 can include a single computing device 103 or
multiple computing devices (e.g., computing device 101,
computing device 102, and computing device 103) that
communicate over wired or wireless channels to distri-
bute processing and share input data. In some imple-
mentations, computing system 100 can include a stand-
alone headset capable of providing a computer created
or augmented experience for a user without the need for
external processing or sensors. In other implementa-
tions, computing system 100 can include multiple com-
puting devices such as a headset and a core processing
component (such as a console, mobile device, or server
system) where some processing operations are per-
formed on the headset and others are offloaded to the
core processing component. Example headsets are de-
scribed below in relation to Figures 2A and 2B. In some
implementations, position and environment data can be
gathered only by sensors incorporated in the headset
device, while in other implementations one ormore of the
non-headset computing devices can include sensor
components that can track environment or position data.
[0038] Computing system100can includeoneormore
processor(s) 110 (e.g., central processing units (CPUs),
graphical processing units (GPUs), holographic proces-
sing units (HPUs), etc.) Processors 110 can be a single
processing unit ormultiple processing units in a device or
distributed across multiple devices (e.g., distributed
across two or more of computing devices 101‑103).
[0039] Computing system100can includeoneormore
input devices 120 that provide input to the processors
110, notifying them of actions. The actions can be
mediated by a hardware controller that interprets the
signals received from the input device and communi-
cates the information to the processors 110 using a
communication protocol. Each input device 120 can in-
clude, for example, amouse, a keyboard, a touchscreen,
a touchpad, a wearable input device (e.g., a haptics
glove, a bracelet, a ring, an earring, a necklace, a watch,
etc.), a camera (or other light-based input device, e.g., an
infrared sensor), a microphone, or other user input de-
vices.
[0040] Processors 110 can be coupled to other hard-
ware devices, for example, with the use of an internal or
external bus, such as a PCI bus, SCSI bus, or wireless
connection. The processors 110 can communicatewith a
hardwarecontroller for devices, suchas for adisplay130.
Display 130 can be used to display text and graphics. In
some implementations, display 130 includes the input
device as part of the display, such as when the input
device is a touchscreen or is equipped with an eye
direction monitoring system. In some implementations,
thedisplay is separate from the input device.Examplesof
display devices are: an LCD display screen, an LED
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display screen, a projected, holographic, or augmented
reality display (such as a heads-up display device or a
head-mounted device), and so on. Other I/O devices 140
can also be coupled to the processor, such as a network
chip or card, video chip or card, audio chip or card, USB,
firewire or other external device, camera, printer, speak-
ers, CD-ROM drive, DVD drive, disk drive, etc.
[0041] Computing system 100 can include a commu-
nication device capable of communicating wirelessly or
wire-based with other local computing devices or a net-
worknode.Thecommunicationdevicecancommunicate
with another device or a server through a network using,
for example, TCP/IP protocols. Computing system 100
can utilize the communication device to distribute opera-
tions across multiple network devices.
[0042] The processors 110 can have access to amem-
ory 150, which can be contained on one of the computing
devices of computing system 100 or can be distributed
across of the multiple computing devices of computing
system100orother external devices.Amemory includes
one or more hardware devices for volatile or non-volatile
storage, and can include both read-only and writable
memory. For example, a memory can include one or
more of random accessmemory (RAM), various caches,
CPU registers, read-only memory (ROM), and writable
non-volatile memory, such as flash memory, hard drives,
floppydisks,CDs,DVDs,magnetic storagedevices, tape
drives, and so forth. Amemory is not a propagating signal
divorced from underlying hardware; a memory is thus
non-transitory. Memory 150 can include program mem-
ory 160 that stores programs and software, such as an
operating system 162, virtual space configurations sys-
tem 164, and other application programs 166. Memory
150 can also include data memory 170 that can include
various models (e.g., posture classifiers, boundary colli-
sion predictors, user height or arm-span identifiers, etc.),
floor height settings, seated flag variables, boundary
mode variables and associated display configurations,
posture change mappings, virtual experiences, work-
space area settings, virtual area settings, other config-
uration data, settings, user options or preferences, etc.,
which canbeprovided to theprogrammemory160or any
element of the computing system 100.
[0043] Some implementations can be operational with
numerous other computing systemenvironments or con-
figurations. Examples of computing systems, environ-
ments, and/or configurations that may be suitable for
use with the technology include, but are not limited to,
XR headsets, personal computers, server computers,
handheld or laptop devices, cellular telephones, wear-
able electronics, gaming consoles, tablet devices, multi-
processor systems,microprocessor-basedsystems,set-
top boxes, programmable consumer electronics, net-
work PCs, minicomputers, mainframe computers, dis-
tributed computing environments that include any of the
above systems or devices, or the like.
[0044] Figure 2A is a wire diagram of a virtual reality
head-mounted display (HMD) 200, in accordance with

some embodiments. The HMD 200 includes a front rigid
body 205 and a band 210. The front rigid body 205
includes one or more electronic display elements of an
electronic display 245, an inertial motion unit (IMU) 215,
one or more position sensors 220, locators 225, and one
ormorecomputeunits 230.Theposition sensors220, the
IMU 215, and compute units 230 may be internal to the
HMD 200 and may not be visible to the user. In various
implementations, the IMU215, position sensors 220, and
locators 225 can track movement and location of the
HMD 200 in the real world and in a virtual environment
in three degrees of freedom (3DoF) or six degrees of
freedom (6DoF). For example, the locators 225 can emit
infrared light beams which create light points on real
objects around the HMD 200. One or more cameras
(not shown) integrated with the HMD 200 can detect
the light points. Compute units 230 in the HMD 200
can use the detected light points to extrapolate position
and movement of the HMD 200 as well as to identify the
shape and position of the real objects surrounding the
HMD 200.
[0045] The electronic display 245 can be integrated
with the front rigidbody205andcanprovide image light to
a user as dictated by the compute units 230. In various
embodiments, the electronic display 245 can be a single
electronic display or multiple electronic displays (e.g., a
display for each user eye). Examples of the electronic
display 245 include: a liquid crystal display (LCD), an
organic light-emitting diode (OLED) display, an active-
matrix organic light-emitting diode display (AMOLED), a
display including one or more quantum dot light-emitting
diode (QOLED) sub-pixels, a projector unit (e.g., micro-
LED, LASER, etc.), some other display, or some combi-
nation thereof.
[0046] In some implementations, the HMD 200 can be
coupled to a core processing component such as a
personal computer (PC) (not shown) and/or one or more
external sensors (not shown). The external sensors can
monitor theHMD200 (e.g., via lightemitted from theHMD
200) which the PC can use, in combination with output
from the IMU 215 and position sensors 220, to determine
the location and movement of the HMD 200.
[0047] In some implementations, the HMD 200 can be
in communication with one or more other external de-
vices, such as controllers (not shown) which a user can
hold in one or both hands. The controllers can have their
own IMU units, position sensors, and/or can emit further
light points. The HMD 200 or external sensors can track
these controller light points. The compute units 230 in the
HMD200 or the core processing component can use this
tracking, in combination with IMU and position output, to
monitor hand positions and motions of the user. The
controllers can also include various buttons a user can
actuate to provide input and interact with virtual objects.
In various implementations, the HMD 200 can also in-
clude additional subsystems, such as an eye tracking
unit, an audio system, various network components, etc.
In some implementations, instead of or in addition to
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controllers, one or more cameras included in the HMD
200 or external to it can monitor the positions and poses
of the user’s hands to determine gestures andother hand
and body motions.
[0048] Figure 2B is a wire diagram of a mixed reality
HMD system 250 which includes a mixed reality HMD
252 and a core processing component 254. The mixed
reality HMD252 and the core processing component 254
can communicate via a wireless connection (e.g., a 60
GHz link) as indicated by link 256. In other implementa-
tions, the mixed reality system 250 includes a headset
only, without an external compute device or includes
other wired or wireless connections between the mixed
reality HMD 252 and the core processing component
254. Themixed reality HMD252 includes a pass-through
display 258 and a frame 260. The frame 260 can house
various electronic components (not shown) such as light
projectors (e.g., LASERs, LEDs, etc.), cameras, eye-
tracking sensors, MEMS components, networking com-
ponents, etc.
[0049] The projectors can be coupled to the pass-
through display 258, e.g., via optical elements, to display
media to a user. The optical elements can include one or
more waveguide assemblies, reflectors, lenses, mirrors,
collimators, gratings, etc., for directing light from the
projectors to a user’s eye. Image data can be transmitted
from the core processing component 254 via link 256 to
HMD 252. Controllers in the HMD 252 can convert the
image data into light pulses from the projectors, which
canbe transmitted via theoptical elements as output light
to the user’s eye. The output light can mix with light that
passes through the display 258, allowing the output light
to present virtual objects that appear as if they exist in the
real world.
[0050] Similarly to the HMD 200, the HMD system 250
can also includemotion and position tracking units, cam-
eras, light sources, etc.,whichallow theHMDsystem250
to, e.g., track itself in 3DoF or 6DoF, track portions of the
user (e.g., hands, feet, head, or other body parts), map
virtual objects to appear as stationary as the HMD 252
moves, and have virtual objects react to gestures and
other real-world objects.
[0051] Figure 3 is a block diagram illustrating an over-
view of an environment 300 in which some implementa-
tions of the disclosed technology can operate. Environ-
ment 300 can include one or more client computing
devices 305A-D, examples of which can include comput-
ing system 100. In some implementations, some of the
client computing devices (e.g., client computing device
305B) can be the HMD 200 or the HMD system 250.
Client computingdevices305canoperate in anetworked
environment using logical connections through network
330 to one or more remote computers, such as a server
computing device.
[0052] In some implementations, server 310 can be an
edge server which receives client requests and coordi-
nates fulfillment of those requests through other servers,
such as servers 320A-C. Server computing devices 310

and 320 can comprise computing systems, such as
computing system 100. Though each server computing
device 310 and 320 is displayed logically as a single
server, server computing devices can each be a distrib-
uted computing environment encompassing multiple
computing devices located at the same or at geographi-
cally disparate physical locations.
[0053] Client computing devices 305 and server com-
puting devices 310 and 320 can each act as a server or
client to other server/client device(s). Server 310 can
connect to a database 315. Servers 320A-C can each
connect to a corresponding database 325A-C. As dis-
cussed above, each server 310 or 320 can correspond to
a groupof servers, and each of these servers can share a
database or can have their own database. Though da-
tabases 315 and 325 are displayed logically as single
units, databases 315 and 325 can each be a distributed
computing environment encompassingmultiple comput-
ing devices, can be located within their corresponding
server, or can be located at the sameor at geographically
disparate physical locations.
[0054] Network 330 canbe a local area network (LAN),
a wide area network (WAN), a mesh network, a hybrid
network, or other wired or wireless networks. Network
330 may be the Internet or some other public or private
network.Client computingdevices305canbeconnected
to network 330 through a network interface, such as by
wired or wireless communication. While the connections
between server 310 and servers 320 are shown as
separate connections, these connections can be any
kind of local, wide area, wired, or wireless network, in-
cluding network 330 or a separate public or private net-
work.
[0055] Figure 4 is a block diagram illustrating compo-
nents 400 which, in some implementations, can be used
in a system employing the disclosed technology. Com-
ponents 400 can be included in one device of computing
system 100 or can be distributed across multiple of the
devices of computing system 100. The components 400
include hardware 410, mediator 420, and specialized
components 430. As discussed above, a system imple-
menting the disclosed technology can use various hard-
ware including processing units 412, working memory
414, input and output devices 416 (e.g., cameras, dis-
plays, IMUunits, network connections, etc.), and storage
memory 418. In various implementations, storage mem-
ory 418 canbeoneormoreof: local devices, interfaces to
remote storage devices, or combinations thereof. For
example, storage memory 418 can be one or more hard
drives or flash drives accessible through a system bus or
canbeacloudstorageprovider (suchas in storage315or
325) or other network storage accessible via one ormore
communications networks. In various implementations,
components 400 can be implemented in a client comput-
ing device such as client computing devices 305 or on a
server computing device, such as server computing de-
vice 310 or 320.
[0056] Mediator 420 can include components which
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mediate resources between hardware 410 and specia-
lized components 430. For example, mediator 420 can
include an operating system, services, drivers, a basic
input output system (BIOS), controller circuits, or other
hardware or software systems.
[0057] Specialized components 430 can include soft-
ware or hardware configured to perform operations for
customizing a virtual space based on user posture. For
example, specialized components 430 can include pos-
ture analysis module 434, standing mode functions 436,
seated - floor height functions 438, seated - flag config-
uration functions 440, seated - border display functions
442, seated - seated experience functions 444, seated -
workspace area functions 446, seated - automated vir-
tual area functions 448, and components and APIs that
can be used for providing user interfaces, transferring
data, and controlling the specialized components, such
as interfaces 432. In some implementations, compo-
nents400canbe inacomputingsystem that is distributed
acrossmultiple computing devices or can be an interface
to a server-based application executing one or more of
specialized components 430.
[0058] Posture analysis module 434 can receive sen-
sor input (e.g., images from a camera, position sensor
data, controller sensor input, etc.) and/or determined
bodymechanicsmodels (e.g., a kinematic skeletonmod-
el of a user, hand positions, etc.) and use these to
determine a posture of the user. In various implementa-
tions, a posture can specify if a user is standing, seated,
lying down, etc. In some implementations, standing pos-
tures can be divided into standing, mobile or standing,
stationary, or other movement-based postures. Addi-
tional details ondeterminingauserposturearedescribed
below in relation to block 502 of Figure 5.
[0059] Some implementations can include standing
mode functions436. In these implementations, the virtual
space configuration system can execute these functions
in response to posture analysis module 434 identifying a
standing posture. Executing standing mode functions
436 can include receiving a user specified boundary
for a standing, mobile posture or an automatically sized
(based on determined arm-span) cylinder or wineglass
shaped boundary for a standing, stationary posture. This
boundary can be shown to the user if the system predicts
that the user is likely to collide with the boundary. Addi-
tional details on standing mode functions are provided
below in relation to blocks 506 and 510 of Figure 5.
[0060] Some implementations can include seated -
floor height functions 438. In these implementations,
the virtual space configuration system can execute these
functions in response to posture analysis module 434
identifying a seated posture. Executing seated - floor
height functions 438 can include receiving floor height
metrics, such as a user selection of floor height, a floor
height based on a determined user height, an average of
floor heights selected by other users, etc. Seated - floor
height functions 438 can use this metric to set a virtual
floor height. Additional details on setting a virtual floor

height when a user is in a seated posture are provided
below in relation to Figures 6A and 7A.
[0061] Some implementations can include seated -
flag configuration functions 440. In these implementa-
tions, the virtual space configuration system can execute
these functions in response to posture analysis module
434 identifying a seated posture. Executing seated - flag
configuration functions 440 can include setting a flag in
response to the determination that the user is in a seated
posture. This flag can then be surfaced to applications,
allowing them to adjust positioning of objects and other
mechanics based on whether the flag is set. Additional
details on setting a seated flag and surfacing it to allow
applications to adjust mechanics are provided below in
relation to Figures 6B and 7B.
[0062] Some implementations can include seated -
border display functions 442. In these implementations,
the virtual space configuration system can execute these
functions in response to posture analysis module 434
identifying a seated posture. Executing seated - border
display functions 442 can include determining a virtual
space boundary mode such as a pattern, color, or type,
where types can be virtual walls, showing objects in
passthrough mode, warning messages or other alerts,
etc.When the virtual space configuration system detects
a boundary display event, such as a prediction that the
user will intersect a boundary or a real-world object, or
that a real-world object has entered the virtual space,
executing the seated - border display functions 442 can
further include displaying a boundary or a representation
of real-world objects according to the determined virtual
space boundary mode. Additional details on selecting a
virtual space boundary mode and corresponding display
events are provided below in relation to Figures 6C and
7C.
[0063] Some implementations can include seated -
seated experience functions 444. In these implementa-
tions, the virtual space configuration system can execute
these functions in response to posture analysis module
434 identifying a seated posture. Executing seated -
seated experience functions 444 can include detecting
a further change in posturewhile the user is engaging in a
seated-only virtual experience. Using a mapping of pos-
tures to response actions, e.g., provided by the seated-
only virtual experience, a response action for the posture
change can be determined and performed. For example,
if the user standsup, the application canpause, provide a
notification, log that the user was standing, change input
modalities, and/or change virtual objects. Additional de-
tails on triggering response actions for posture changes
are provided below in relation to Figures 6D and 7D.
[0064] Some implementations can include seated -
workspace area functions 446. In these implementa-
tions, the virtual space configuration system can execute
these functions in response to posture analysis module
434 identifying a seated posture. Executing seated -
workspace area functions 446 can include, while a user
remains in a seated posture, detecting a further leaning
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forward posture. In response, execution of the seated -
workspace area functions 446 can enable a passthrough
display mode for a determined workspace area, allowing
the user to see a representation of real-world objects in
the workspace area without having to remove a headset
or other hardware of the artificial reality system. The
workspace area can be determined based on one or
more of an area predefined by the user, a determined
arm-span of the user, an average of workspaces set by
other users, and/or using computer vision and object
detection to identify an area such as the top of a desk
or an area including various tools such as a keyboard,
mouse, and/or monitors. In some implementations, a
trainedmachine learningmodel can determine the work-
space area based on a current context (e.g., user spe-
cifics and/or camera input), where themodel was trained
based on similar input matched to user-selected work-
space areas or automatically identified workspace areas
determined based on object identification that have high
confidence values. Additional details on detecting a lean-
ing-forward, seated posture and displaying a workspace
area in passthrough mode are provided below in relation
to Figures 6E and 7E.
[0065] Some implementations can include seated -
automated virtual area functions 448. In these implemen-
tations, the virtual space configuration system can exe-
cute these functions in response to posture analysis
module 434 identifying a seated posture. Executing
seated - automated virtual area functions448 can include
automatically determiningdimensionsof a virtual area for
a seated position based on one or more of a user defined
area, a user arm-span, average areas set by other users,
etc. In some implementations, a trainedmachine learning
model candetermine the virtual spacedimensionsbased
on a current context (e.g., user specifics and/or camera
input), where the model was trained based on similar
inputmatched touser-selectedvirtual spaces.Theshape
of the virtual area canbeautomatically determinedbased
ononeormoreof: a setting in a current application, auser
selection, a determined current use for the virtual space
with mappings of uses to virtual space shapes, etc.
Additional details on automatically determining aspects
of a virtual area are provided below in relation to Figures
6F and 7F.
[0066] Those skilled in the art will appreciate that the
components illustrated in Figures 1‑4 described above,
and in each of the flow diagrams discussed below, may
be altered in a variety of ways. For example, the order of
the logicmaybe rearranged, substepsmaybeperformed
in parallel, illustrated logic may be omitted, other logic
may be included, etc. In some implementations, one or
more of the components described above can execute
one or more of the processes described below.
[0067] Figure 5 is a flow diagram illustrating a process
500 used in some implementations of the present tech-
nology for setting virtual space configurations based on
user posture. In various implementations, process 500
can be performed by an artificial reality system (e.g., by

the virtual space configuration sub-system) when the
artificial reality system is first turnedon,when theartificial
reality system detects a user change, continuously on a
periodic basis (e.g., every 1‑2 seconds), or in response to
a detected change in posture (e.g., where the posture
detection of block 502 is performed periodically or in
response to input signals such as changes in height or
other movements of a headset or controllers).
[0068] At block 502, process 500 can determine a user
posture. A "posture" is a position or configuration of one
or more parts of a user’s body. For example, a posture
can be seated, standing, lying down, having arms out-
stretched, a particular hand position or gesture, a head
orientation, a torso rotation or angle, etc. In some im-
plementations, a posture can also encompass move-
ment - such as a particular motion of one or more body
parts and/or motions in relation to a point or object. For
example, a first identified posture can be standing sta-
tionary while a second identified posture can be standing
and has made a threshold level of lateral movements
relative to a central point. In various implementations,
process 500 can automatically determine a user posture,
e.g., based on a determined height of a headset of the
artificial reality system, particular detected movements
(e.g., of a headset, controller, hand, leg, or other body
part), images captured by the artificial reality system,
other inputs such as position data, IMUdata, etc. In some
implementations, variousmeasurementsanddetermina-
tions from the artificial reality system can be supplied to a
machine learning model trained to classify a current
posture of the user. Determining a user posture (or
"pose") is discussed in greater detail in U.S. Patent
Application No. 16/663,141 titled "Systems andMethods
for Generating Dynamic Obstacle Collision Warnings
Based On Detecting Poses of Users," filed on October
9, 2019, which is incorporated herein by reference in its
entirety. In some implementations, a user posture can be
specified by user input or user input can verify an auto-
matically detected posture.
[0069] At block 504, process 500 can determine
whether the posture determined at block 502 corre-
sponds to a standing mobile posture. A standing mobile
posture can indicate that the user is standing and is in a
situation where she may move around laterally (as op-
posed to standing generally in the same spot). This can
be indicated by the artificial reality system determining
that the user is standing (e.g., based on a determined
headset height, user posture selection input, etc.) and
one or more of: the user has indicated a border area for
the virtual space, the user has specified an intent to
move, a current application is designed for being mobile
while standing, or a determination that the user has
moved laterally at least a threshold amount fromacentral
point (i.e., determining that they have moved from their
standing location). When the posture corresponds to
standingmobilemode, process500cancontinue toblock
506 where it sets standing, mobile virtual space custo-
mizations. For example, the virtual space can be a user
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defined space and/or a space defined to avoid the user
colliding with detected objects in the real-world space
around the user. The customizations can also include
setting display features for showing the boundary if the
artificial reality systemdetermines the user is in danger of
colliding with it, such as using a very obvious red grid
pattern to immediately catch the user’s attention. If the
posture is not standingmobile, process 500 can continue
to block 508.
[0070] At block 508, process 500 can determine
whether the posture determined at block 502 corre-
sponds to a standing stationary posture. A standing sta-
tionary posture can indicate that the user is standing and
is unlikely to move around laterally (i.e., is likely to stand
within a few feet of the same spot). Similarly to the
standing mobile posture, the standing stationary posture
can be indicated by the artificial reality system determin-
ing that the user is standing (e.g., based on a determined
headset height, user posture selection input, etc.). But in
this case, the user may have specified an intent not to
move, a current application may be designed for being
stationary while standing, or the artificial reality system
can determine that the user has not moved at least a
threshold amount from a central point (i.e., determining
that they have not moved laterally a significant amount
such as 1‑2 feet from their current standing location).
When the posture amounts to be standing stationary,
process 500 can continue to block 510 where it sets
standing stationary virtual space customizations. For
example, the virtual space can be a user defined space,
or a cylinder or wineglass shape defined around the user.
The customizations can also include setting display fea-
tures for showing the boundary if the artificial reality
system determines the user is in danger of colliding with
it, such as using an obvious red grid pattern to immedi-
ately catch the user’s attention or, since such collisions
are less likely tocreatedamage,a less intrusivepatternof
gray cross (e.g., +) shapes. If the posture is not standing
stationary, process 500 can continue to block 512.
[0071] At block 512, process 500 can determine
whether the posture determined at block 502 corre-
sponds to a seated posture. A seated posture can be
indicated by theartificial reality systemdetermining that a
headset of the system is a threshold distance from an
average seated headset height, can be from a user input
specifying a posture, can be determined based on a
machine learning model that takes sensor input and
classifies a current posture, can be assumed based on
a current application being designed for usewhile seated
or from direction provided to the user, or using other
metrics. If the determined posture is seated, process
500 can continue to block 514 where any of various
seated virtual space customizations can be applied. In
various implementations, the available seated virtual
space customizations can include allowing adjustment
of a floor height (see additional details below in relation to
Figure 6A), setting a flag that can be surfaced to applica-
tions to adjust the applications’ mechanics (see addi-

tional details below in relation to Figure 6B), customizing
display of virtual space boundaries when in seatedmode
to be less intrusive (see additional details below in rela-
tion toFigure6C), providingoptions todetectwhenauser
leaves seated mode and trigger corresponding actions
(see additional details below in relation to Figure 6D),
providing a passthrough workspace area allowing a user
to interactwith certain real-worldobjectsnaturallywithout
having to remove an artificial reality headset (see addi-
tional details below in relation to Figure 6E), and auto-
matically determining virtual space dimensions for
seated users (see additional details below in relation to
Figure 6F). If the posture is not seated, process 500 can
return to block 502 to continue monitoring the user pos-
ture for a recognized variant.
[0072] Figure6A isaflowdiagram illustratingaprocess
600 used in some implementations for enabling floor
height customization when a user is seated. In some
implementations, process 600 can be performed as a
sub-process of block 514 of process 500. In some cases,
process 600 can be performed in response to other
triggers, such as an application changing a posture
mode, a user selection, a change in users, the start of
a particular application, etc.
[0073] At block 602, process600 canobtainmetrics for
a seated floor height. The metrics can be determined
based on circumstances such as a standing height of the
user, a user arm-span, dimensions of a chair, couch or
other object the user is seated upon (e.g., determined
using computer vision techniques and a camera inte-
gratedwith theartificial reality system), averagesor other
statistics of floor heights set by other users (or users
determined to be similar to the current user), etc. In some
implementations, one or more of these features can be
used as input to a machine learning model trained to
predict a desired floor height based on previous other
user selections. In other implementations, these features
can be used in a mapping of features to floor heights. In
some implementations, themetric can be a user selected
value, e.g., by indicating a floor height with a hand ges-
ture, input to a controller, a voice command, a gaze, etc.
In some implementations, the user can be recognized
and the obtained metric can be based on a previous
selection for that user.
[0074] At block 604, process 600 can set a floor height
based on the metric obtained at block 602. This sets a
minimum height for virtual objects in relation to the user,
improving user accessibility when in the virtual space by
eliminating instances where the user would otherwise
have tomove to theedgeofachair or couchand reach the
floor. In some implementations, thefloorheight canbeset
for the artificial reality system across applications or can
be set for a particular application where a different floor
height is set for other applications. An example of setting
a floor height is discussed below in relation to Figure 7A.
[0075] Figure6B isaflowdiagram illustratingaprocess
610 used in some implementations for setting a flag to
allow applications to adjust mechanics for seated con-
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figurations. In some implementations, process 610 can
be performed as a sub-process of block 514 of process
500. In some cases, process 610 can be performed in
response to other triggers such as an application chan-
ging a posturemode, a user selection, a change in users,
the start of a particular application, etc.
[0076] Atblock612, in response toadetermination that
the user is in a seated posture (e.g., determined at blocks
502 and 512) process 610 can set a flag indicating the
seatedposture. A flag canbeany typeof variable suchas
a binary value, a posture identifier, a posture name, etc.
Setting a flag can include various types of writing to
memory, such as setting a program or operating system
variable, writing to database field, writing to a file, etc. For
example, an operating system for the artificial reality
system can maintain a set of operating condition vari-
ables, one of which can be a posture indicator or an
"isSeated" flag. At block 614, process 610 can surface
the flag set at block 612 to an application. For example,
the application can send a request to the operating
system for a value of the flag, can read from a database
where the flag is set, etc. Reading the flag can allow the
application to modify certain mechanics to better accom-
modate seated users. For example, an application can
change positioning of virtual objects, moving themwithin
arm’s reach, whereas if the user were standing such
adjustments may not be necessary as the user could
take a step to reach more distant objects, more easily
reach objects on the floor, etc. An example of using a flag
to allow applications to adjust mechanics for seated
configurations isdiscussedbelow in relation toFigure7B.
[0077] Figure 6C is a flow diagram illustrating a pro-
cess 620 used in some implementations for customizing
virtual space boundary displays in response to user
posture. In some implementations, process 620 can be
performed as a sub-process of block 514 of process 500.
In some cases, process 620 can be performed in re-
sponse to other triggers such as an application changing
a posture mode, a user selection, a change in users, the
start of a particular application, etc.
[0078] At block 622, process 620 can receive a virtual
space boundary display mode selection. In some imple-
mentations, this selection can be from a mapping of
postures to boundary displaymodes. For example, when
the system detects the user is standing (a circumstance
where a user is likely to move around more and also
makes faster movements than when seated) a user
collision with a boundary is more likely to cause harm.
Thus standing postures can be mapped to a boundary
display mode that is more likely to cause the user to take
notice, such as the boundary appearing as virtual walls of
a particular color (e.g., a bright red, green, orange, etc.)
and/orwith aparticular pattern (e.g., a grid, tightly packed
dots, flashing lines, etc.). However, when the system
detects the user is sitting or lying down (circumstances
where auser is likely to less aroundmore andalsomakes
slower movements than when standing) a user collision
with a boundary is less likely to cause harm. Thus seated

or lying down postures can be mapped to a boundary
display mode that is less likely to intrude on the user’s
artificial reality experience, suchas theboundaryappear-
ing in lessbright colors (e.g., gray, tan, brown, etc.) and/or
with a particular pattern (e.g., a grid where only the +s at
line intersectionsareshown,disperseddots,muted lines,
etc.). In some implementations, for seated or lying down
postures, the selected boundary display mode can be to
show real-world objects as a passthrough to a virtual
environment. In such a passthroughmode, if the artificial
reality systemdeterminesauser is approachingabound-
ary or is about to collidewith an object, the artificial reality
system can show, in the virtual space, the real-world
objects, allowing the user to identify and avoid them. In
some implementations, real-world objects shown in such
a passthrough mode can be muted or shown as just
shadows to avoid taking the user too far out of her virtual
experience.
[0079] At block 624, process 620 can detect a bound-
ary display event. This can occur by detecting that a user
is within a threshold distance of a boundary, that a de-
termined trajectory of a user is expected to intersect with
a boundary, and/or that a user’s body position and con-
figuration (e.g., arm or leg span, stride length, height,
movement profile, etc.) makes it likely the user will inter-
sect with the boundary. In some implementations, a
machine learning model can be trained to make this
determination. For example, input to the machine learn-
ing model can include inertia, position, camera, and/or
other sensor input from a headset and/or controllers of
the artificial reality system, a model of the user’s body
(e.g., bone structure), past movement data of the user or
of average users, border configuration specifics, etc. The
machine learning model can be trained to produce a
prediction of whether the user is likely to intersect with
the boundary (e.g., trained based on previous identifica-
tionsof contextwhenauser intersectedwithaboundary).
In some implementations, there can be other triggers for
displaying a boundary, such as another person or object
entering the virtual space, which may cause a change in
the boundary or enabling of a passthrough mode or a
current application signaling for the boundary to be dis-
played.
[0080] At block 626, process 620 can, in response to
thedetectedboundary displayevent of block624, display
the boundary or objects in the surrounding area (i.e.,
enable passthrough mode) using the selected virtual
space boundary display mode selected at block 622.
For example, process 620 can show a virtual wall or
portion of a virtual wall that has a specified pattern and/or
color, can shown objects within a threshold distance of
the user orwithwhich the artificial reality systemdemines
the user is likely to collide, can show a virtual wall or
objects that fade corresponding to their distance to the
user, etc. An example of customizing virtual space
boundary displays to show the boundary in passthrough
when theuser is in a seatedposture is discussedbelow in
relation to Figure 7C.
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[0081] Figure 6D is a flow diagram illustrating a pro-
cess 630 used in some implementations for enabling
posture-specific virtual experiences. In some implemen-
tations, process 630 can be performed as a sub-process
of block 514 of process 500. In some cases, process 630
canbeperformed in response toother triggers suchasan
application changing a posture mode, a user selection, a
change in users, the start of a particular application, etc.
[0082] At block 632, process 630 can initialize a virtual
experience designed to be performed in a current pos-
ture. For example, an application can be set to be used in
a seated-only posture, a standing-only posture, a lying-
down-only posture, etc. As more specific examples, a
companymay specify for a training program that the user
should be seated throughout the training program, other-
wise the program should pause; a game could be con-
figured to have a first input modality (e.g., a stationary
virtual control board) when the user is seated and a
different input modality (e.g., based on monitored user
movements) if the user is standing; an application devel-
oper may want to tune usage of her application to a most
common user posture and thus may gather statistics on
aggregate user postures; etc.
[0083] Atblock634,process630candetect if therehas
been a change in user posture. This can occur in a similar
manner to block 502. In some implementations, only
certain specified changes in posture will trigger the Yes
(Y) branch from block 634. For example, while process
630 could detect various changes in posture such as arm
positions or torso tilt, a current application can specify
that only changes fromaseated toastandingpostureor a
changeof a lateralmovement abovea threshold distance
should trigger the Yes branch. In various implementa-
tions, an operating system for the artificial reality system
or an application being run by the artificial reality system
can specify certain mappings between posture changes
and response actions, and it can be these mapped pos-
ture changes that trigger theYesbranch fromblock634. If
no such posture change is detected (the No (N) branch),
process 630 can continue to block 638. If such posture
change is detected (the Yes branch), process 630 can
continue to block 636.
[0084] At block 636, in response to the detected pos-
ture change at block 634, process 630 can trigger a
response action. In some implementations, there can
be a response action set by the artificial reality system,
such as automatically stopping or pausing the virtual
experience, providing a notification to resume a previous
posture or that the current posture is not recommended
for this experience, logging times at which various pos-
tures are held, switching to another mode (e.g., a pass-
through mode), etc. In some implementations, the cur-
rent application can specify one or more mappings of a
trigger action to perform for particular posture changes.
For example, an application can specify that, if a user
stands up from a sitting posture, a notification to return to
a seated position should be displayed and time standing
should be logged, and if the time standing exceeds a

threshold the virtual experience should pause. As an-
other example, a game application can specify that when
the user is in a seated posture the virtual experience
should be driving a virtual car but if the user stands up the
virtual experience should change to show exiting the
virtual car and transitioning to a virtual walking mode.
[0085] At block 638, process 630 can determine
whether the virtual experience initiated at block 632 is
still in progress. Process 630 can monitor postures and
trigger response actions while the virtual experience is
continuing. Once the virtual experience ends, process
630 can also end. An example of enabling posture-spe-
cific virtual experiences is discussed below in relation to
Figure 7D.
[0086] Figure6E isaflowdiagram illustratingaprocess
640 used in some implementations for enabling a seated
workspace virtual area. In some implementations, pro-
cess640canbeperformedasasub-processof block514
of process 500. In some cases, process 640 can be
performed in response to other triggers such as an ap-
plication changing a posture mode, a user selection, a
change in users, the start of a particular application, etc.
[0087] At block 642, process 640 can detect, while the
usermaintains a seated posture, a lean-forward posture.
This can be a lean forward of a threshold number of
degrees from a vertical, e.g., by 10, 15, or 20 degrees.
In some implementations, other postures can be de-
tected for triggering a workspace area, such as arms
raised and hands poised for a virtual keyboard or fore-
arms resting on a desk.
[0088] At block 644, process 640 can determine a
workspace area. For example, this can be an area pre-
established by the user; an area of a set size and shape
(e.g., a three foot by four foot rectangle); an area defined
based on characteristics of the user (e.g., a semicircle or
rectangle with a size based on a determined arm-span of
the user, such as an area fully in reach of the user); an
area corresponding to arm-spans of average users,
users with characteristics such as height similar to a
current user, or an average of areas manually set by
other users; or an area based on computer vision/object
recognition (e.g., anareacorresponding toa topof adesk
in front of the user or an area enclosing tools for a user
such as a keyboard, notebooks, or monitors); etc. In
various implementations, this area can be established
in response to theposturedetectedat block642or canbe
previously established.
[0089] At block 646, process 640 can enable a pass-
through display mode for the determined workspace
area. As discussed above, a passthrough mode can
show parts of the real-world while in an artificial reality
environment. For example, images taken by external
cameras can be fed into the artificial reality environment,
a part of a display can be disabled allowing light passing
through the display to be seen by the user, part of a
display can be moved to allow light to enter the user’s
eye, etc. By enabling passthrough mode for the deter-
mined workspace area upon detecting a certain posture,
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the user can easily interact with tools and other objects in
the workspace area without having to remove a headset
of the artificial reality system or manually enable pass-
throughmode. An example of enabling passthrough for a
workspace virtual area when a user is seated and leans
forward is discussed below in relation to Figure 7E.
[0090] Figure6F isaflowdiagram illustratingaprocess
650 used in some implementations for automatically
customizing a virtual area in seated mode. In some
implementations, process 650 can be performed as a
sub-process of block 514 of process 500. In some cases,
process 650 can be performed in response to other
triggers suchasanapplication changing aposturemode,
a user selection, a change in users, the start of a parti-
cular application, etc.
[0091] At block 652, process 650 can automatically
determine an area for a virtual space for a user in a
seated posture. Process 650 can use a pre-established
shape for the area, such as a cylinder centered on the
user, ahalf cylinder in front of theuser, acuboid, or others.
The dimensions of the area can be set based on, e.g., a
setting specified by user input, a determined user arm-
span, statistics about the general arm-span of users or
users identified as similar to the current user, an identi-
fication of real-world objects the artificial reality system
identifies to exclude from the virtual space, or identifica-
tions of virtual objects the artificial reality system identi-
fies to include in the virtual space. For example, process
650 can determine the virtual area as the half-cylinder in
front of the user with a radius equal to half the user’s arm-
span (i.e., the length of one arm). As another example,
process650candetermine the virtual area to beacube in
front of the user that excludes all real-world objects in that
area. In some implementations, the determined virtual
area can be suggested to the user, who can manually
adjust its parameters or define a different virtual area,
e.g., with a different size, shape, or activation features.
[0092] In some implementations, a user’s arm-span
can be determined by setting the arm-span to be equal
to the user’s height. In some cases, this setting can be
updated based on identifying a user’s hands or controller
locations and extending the determined arm-span if the
distance of the identified hands or controllers extends
beyond the determined arm-span. In other cases, the
arm-span can be contracted if the identified hands or
controllers never extend to the determined arm-span
within a threshold amount of time or usage amount of
the artificial reality system. In some implementations,
instead of starting with an initial height determination,
arm-span can be determined directly by observing these
hand or controller distances. In some implementations,
the arm-span determination can be determined or ad-
justed by identifying, in images of the user, the user’s
arms and using a body movement model (e.g., a kine-
matic skeleton model) to project a maximum reach.
[0093] At block 654, process 650 can set the virtual
area determined at block 652. In various implementa-
tions, this virtual area can be set globally, for all instances

where the current user is identified, for use when running
aparticular application, or for useduring aparticular task.
An example of automatically setting virtual space dimen-
sions is discussed below in relation to Figure 7F.
[0094] Figure7A isaconceptual diagram illustratingan
example 700 used in some implementations for enabling
floor height customization when a user is seated. In
example 700, the virtual space configuration system
has determined that a user 702 is in a seated posture.
In response, the virtual space configuration system has
enabled an option for the user 702 to adjust a height of a
virtual floor 704. As shown by arrows 706, the user 702
can activate controls (e.g., virtual controls shown in the
artificial reality environment, controls on a controller,
using her gaze, etc.) to adjust the height of the virtual
floor 704. The height of the virtual floor 704 can cause
applications to place objects no lower than that virtual
floor 704. As shown in example 700, by raising the virtual
floor 704, the user 702, while seated, can much more
easily reach any objects placed on the virtual floor 704.
[0095] Figure7B isaconceptual diagram illustratingan
example 710 used in some implementations for using a
flag to allow applications to adjust mechanics for seated
use configurations. In example 710, user 702 is initially
standing, surrounded by objects 712A-E. When the vir-
tual space configuration system detects a posture
change that the user 702 is now seated, the virtual space
configuration system sets a seated flag, which is sur-
faced to the application in control of objects 712. The
application can adjust the position of objects 712 (as
shownbyarrows714A-E) to bewithin reachof the seated
user 702.
[0096] Figure 7C is a conceptual diagram illustrating
an example 720 used in some implementations for cus-
tomizing virtual space boundary displays in response to
user posture. Example 720 first shows user 702 in a
standingposturewhere virtual space722hasaboundary
wall with portions of the boundary wall appearing when
the user 702 is within a threshold distance of that portion.
The boundary wall is configured with a virtual space
boundary display mode selection that causes a red grid
pattern, e.g., lines 724, to display on the wall. In the
second part of example 720, user 702 has adopted a
seated posture. At this point, the virtual space boundary
displaymodechanges for the virtual spacesuch that real-
world objects within a threshold distance of the user 702
are shown in apassthroughmode. In example 720, these
objects are cut off at lines 726A-D, showing where they
are no longer within the threshold distance of the user
702.
[0097] Figure 7D is a conceptual diagram illustrating
an example 730 used in some implementations for en-
abling seated only virtual experiences. In example 730,
user 702 is initially in a seated position while the virtual
space configuration system executes a seated-only vir-
tual experience. When the user 702 transitions to a
standing posture, the virtual space configuration system
pauses the seated-only virtual experience and displays
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message 732 informing the user 702 that the seated-only
virtual experience will resumewhen the user 702 returns
to a seated posture.
[0098] Figure7E isaconceptual diagram illustratingan
example 740 used in some implementations for enabling
a seated workspace virtual area. In example 740, user
702 begins by being in a seated, upright posture. As
indicated by arrow 742, user 702 then leans forward
while remaining seated. In response to detecting this
seated, leaning forward posture, the virtual space con-
figuration system displays a workspace area 744, which
is an area the virtual space configuration system has
identified as corresponding to a surface of a desk in front
of the user containing a keyboard and monitor.
[0099] Figure7F is aconceptual diagram illustratingan
example 750 used in some implementations for automa-
tically customizing a virtual area in seated mode. Exam-
ple 750 shows a first instance where the virtual space
configuration system automatically determines the size
752 of a virtual space, configured to be a half cylinder in
front of the user 702, based on a determine arm-span of
theuser 702.Example 750also showsasecond instance
where the virtual space is a cuboid in front of the user 702
with length and width dimensions 754 set based on
statistical averages of areas selected by other users with
a user height within a threshold of the height of user 702.
[0100] Reference in this specification to "implementa-
tions" (e.g., "some implementations," "various implemen-
tations," "one implementation," "an implementation,"
etc.) means that a particular feature, structure, or char-
acteristic described in connection with the implementa-
tion is included in at least one implementation of the
invention. The appearances of these phrases in various
places in the specification are not necessarily all referring
to the same implementation, nor are separate or alter-
native implementations mutually exclusive of other im-
plementations.Moreover, various features are described
which may be exhibited by some implementations and
not by others. Similarly, various requirements are de-
scribed which may be requirements for some implemen-
tations but not for other implementations.
[0101] Asused herein, being above a thresholdmeans
that a value for an item under comparison is above a
specified other value, that an item under comparison is
among a certain specified number of items with the
largest value, or that an item under comparison has a
value within a specified top percentage value. As used
herein, being belowa thresholdmeans that a value for an
item under comparison is below a specified other value,
that an item under comparison is among a certain spe-
cified number of items with the smallest value, or that an
item under comparison has a value within a specified
bottom percentage value. As used herein, being within a
threshold means that a value for an item under compar-
ison is between two specified other values, that an item
under comparison is among a middle-specified number
of items, or that an item under comparison has a value
within a middle-specified percentage range. Relative

terms, such as high or unimportant, when not otherwise
defined, can be understood as assigning a value and
determining how that value compares to an established
threshold. For example, the phrase "selecting a fast
connection" can be understood to mean selecting a
connection that has a value assigned corresponding to
its connection speed that is above a threshold.
[0102] As used herein, the word "or" refers to any
possible permutation of a set of items. For example,
the phrase "A, B, or C" refers to at least one of A, B, C,
or any combination thereof, such as any of: A; B;C; Aand
B; A and C; B and C; A, B, and C; or multiple of any item
such as A and A; B, B, and C; A, A, B, C, and C; etc.
[0103] Although thesubjectmatter hasbeendescribed
in language specific to structural features and/or meth-
odological acts, it is to be understood that the subject
matter defined in the appended claims is not necessarily
limited to the specific features or acts described above.
Specific embodiments and implementations have been
described herein for purposes of illustration, but various
modifications can be made without deviating from the
scope of the embodiments and implementations. The
specific features and acts described above are disclosed
as example forms of implementing the claims that follow.
Accordingly, the embodiments and implementations are
not limited except as by the appended claims.
[0104] Any patents, patent applications, and other re-
ferences noted above are incorporated herein by refer-
ence. Aspects can be modified, if necessary, to employ
the systems, functions, and concepts of the various
references described above to provide yet further imple-
mentations. If statementsor subjectmatter inadocument
incorporated by reference conflicts with statements or
subject matter of this application, then this application
shall control.
[0105] The following Examples are part of the present
disclosure and may be combined with any or each other
feature of the present disclosure.
[0106] Example 1. A method for customizing a virtual
space based on user posture, the method comprising:
determining that a user posture corresponds to a seated
mode; in response to the determining, setting a seated
customization for the virtual space by: providing a first
seated customization including: obtaining metrics for a
floor height; and adjusting a systemfloor height based on
the metrics for the floor height; or providing a second
seatedcustomization including: settingaseatedflag;and
surfacing the seated flag to one or more applications,
wherein the one or more applications adjust operation
mechanics based on the seated flag; or providing a third
seated customization including: receiving a boundary
mode selection for the virtual space; detecting a bound-
ary display event; and displaying, based on the selected
boundary mode, a boundary configured based on the
selected boundary mode; or real-world objects in the
virtual space.
[0107] Example 2. The method of Example 1, wherein
setting the seated customization comprises providing the
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first seated customization.
[0108] Example 3. The method of Example 1 or Ex-
ample 2, wherein the metrics for the floor height are
based on one or more of: a determined standing height
of a user; a determined arm-span of the user; determined
dimensions of an object the user is seated upon; or any
combination thereof.
[0109] Example 4. The method of any preceding Ex-
ample, wherein the metrics for the floor height are de-
termined by a machine learning model trained, based on
previous user selections, to receive indications of sensor
or camera measurements and produce floor height me-
trics.
[0110] Example 5. The method of any preceding Ex-
ample, wherein the metrics for the floor height are one or
more user-selected values indicated by one ormore of: a
user hand gesture, user input to a controller, a user voice
command, a user gaze direction, or any combination
thereof.
[0111] Example 6. The method of any preceding Ex-
ample, wherein setting the seated customization com-
prises providing the second seated customization.
[0112] Example 7. The method of any preceding Ex-
ample, wherein setting the seated customization com-
prises providing the third seated customization.
[0113] Example 8. The method of any preceding Ex-
ample, wherein the boundarymode selection is based on
amapping, provided by a current application, of postures
to boundary modes.
[0114] Example 9. The method of any preceding Ex-
ample, wherein the selected boundary mode is a pass-
through mode that causes the displaying to be the dis-
playing of the real-world objects in the virtual space
[0115] Example 10. The method of any preceding Ex-
ample, wherein detecting a boundary display event com-
prises applying a machine learning model trained to
receive one ormore of inertia data, position data, camera
image data, a model of a user’s bone structure, or any
combination thereof and produce a projection of whether
the user will intersect with a boundary.
[0116] Example 11. A computer-readable storage
medium storing instructions that, when executed by a
computing system, cause the computing system to per-
form operations for customizing a virtual space based on
user posture, the operations comprising: determining
that a user posture corresponds to a seated mode; in
response to the determining that the user posture corre-
sponds to the seated mode, setting a seated customiza-
tion for the virtual space by: providing a first seated
customization including, while a virtual experience con-
figured for seated mode is in progress: determining a
second user posture corresponds to no-longer being in
the seatedmode; and in response, triggering a response
action for the virtual experience; or providing a second
seated customization including: determining a second
user posture corresponds to leaning forward; determin-
ing a workspace area; and enabling a display mode that
displays, in a virtual environment, real-world objects that

are in the workspace area; or providing a third seated
customization including: automatically determining a di-
mension for the virtual space based on physical char-
acteristics of a user; and adjusting the virtual space
based on the determined dimension.
[0117] Example 12. The computer-readable storage
medium of Example 11, wherein setting the seated cus-
tomization comprises providing the first seated customi-
zation; and preferably wherein the response action com-
prises one or more of: automatically stopping or pausing
the virtual experience; providing a notification to resume
a pervious posture or that the current posture is not
recommended for the virtual experience; logging times
at which various postures are held; switching to a display
mode that shows real-world objects; changing inputmod-
alities; or any combination thereof; and/or preferably
wherein the response action is selected based on a
mapping, provided by a current application, that maps
trigger actions to particular posture changes.
[0118] Example 13. The computer-readable storage
medium of Example 11 or Example 12, wherein setting
the seated customization comprises providing the sec-
ond seated customization; and preferably wherein the
workspace area is determined based on one or more of:
an area defined based on a determined arm-span of a
user; an average of workspace areas previously manu-
ally set by other users; an area corresponding to a topof a
flat real-world object in in front of the user; an area
determined to be enclosing one or more specified real-
world tools; or any combination thereof.
[0119] Example 14. The computer-readable storage
medium of any of Examples 11 to 13, wherein setting
the seated customization comprises providing the third
seated customization; and preferably wherein the phy-
sical characteristics of a user include an automatically
determined user arm-span; and preferably wherein the
arm-span of the user is automatically determined by:
setting an initial arm-span to be equal to a determined
user height; and updating the initial arm-span based on
identifying auser’s hand or controller locations extending
beyond the determined arm-span.
[0120] Example 15. A computing system for customiz-
ing a virtual space based on user posture, the computing
system comprising: one or more processors; and one or
more memories storing instructions that, when executed
by the one or more processors, cause the computing
system to perform operations comprising: determining
that a user posture corresponds to a seated mode; in
response to the determining that the user posture corre-
sponds to the seated mode, setting a seated customiza-
tion for the virtual space by one or more of: providing a
first seated customization including: obtainingmetrics for
a floor height; and adjusting a system floor height based
on the metrics for the floor height; or providing a second
seatedcustomization including: settingaseatedflag;and
surfacing the seated flag to one or more applications,
wherein the one or more applications adjust operation
mechanics based on the seated flag; or providing a third
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seated customization including: receiving a boundary
mode selection for the virtual space; detecting a bound-
ary display event; and displaying, based on the selected
boundary mode, a boundary type or objects in the virtual
space; or providing a fourth seated customization includ-
ing, while a virtual experience configured for seated
mode is in progress: determining a second user posture
corresponds to no-longer being in the seated mode; and
triggering a response action for the virtual experience; or
providing a fifth seated customization including: deter-
mining a second user posture corresponds to leaning
forward; determining a workspace area; and enabling a
displaymode that displays, in a virtual environment, real-
world objects that are in theworkspace area; or providing
a sixth seated customization including: automatically
determining a size for the virtual space based on physical
characteristics of a user; and adjusting the virtual space
based on the determined size.

Claims

1. A method for customizing a virtual space based on
user posture, the method comprising:

determining that auserposturecorresponds toa
seated mode;
in response to the determining that the user
posture corresponds to the seated mode,
setting a seated customization for the virtual
space by:

receiving a boundary mode selection, for
the virtual space, corresponding to the
seated mode;
detecting a boundary display event; and
displaying, based on the selected boundary
mode corresponding to the seated mode,
an indication of a boundary area configured
based on the selected boundary mode cor-
responding to the seatedmode,wherein the
boundary area specifies aphysical region in
which the user is permitted to move.

2. The method of claim 1, wherein the boundary mode
selection is based on a mapping, provided by a
current application, of postures to boundary modes.

3. The method of claim 1, wherein the selected bound-
ary mode is a passthrough mode that causes the
displaying to include displaying images of the real-
world in the virtual space.

4. Themethod of claim 1, wherein detecting the bound-
ary display event comprises applying a machine
learning model trained to: A) receive one or more
of inertia data, position data, camera image data, a
model of a user’s bone structure, or any combination

thereof, and B) produce a projection of whether the
user will intersect with an outer edge of the boundary
area.

5. The method of claim 1, wherein the displaying in-
cludes showing a virtual wall, based on at least part
of the boundary area, with a pattern and/or color
mapped to the seated mode.

6. The method of claim 1, wherein the displaying to
include displaying images of real-world objects, in
the virtual space, that are within the physical region.

7. The method of claim 1, wherein the displaying in-
cludes showing a virtual wall based on at least part of
the boundary area.

8. A computer-readable storage medium storing in-
structions that, when executed by a computing sys-
tem, cause the computing system to carry out the
method of any preceding claim.

9. Asystemcomprising a processor configured to carry
out the method of any of claims 1 to 7.

10. Acomputer programproduct comprising instructions
which, when the program is executed by a computer,
cause the computer to carry out themethod of any of
claims 1 to 7.
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