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Description

FIELD OF THE DISCLOSURE

[0001] Systems, methods, and computer programs
disclosed herein relate to the detection and/or localiza-
tion of cerebral venous sinus thrombosis (CVST) in a
patient and to the generation of synthetic venograms
from CTand/or MRI images and their use in computed-
implemented methods for the detection and/or localiza-
tion of CVST.

BACKGROUND

[0002] Cerebral venous sinus thrombosis (CVST) is a
cerebrovascular disease with various clinical manifesta-
tions, often affecting young adults, women of child-bear-
ing age, and children. In cerebral venous sinus throm-
bosis, blood clots form in the veins that drain blood from
the brain, the sinuses, and cerebral veins. They can
cause severe headaches, confusion, and stroke-like
symptoms. They can lead to bleeding into the surround-
ing brain tissue.
[0003] CVSTmaymanifest asasinglesymptomorasa
syndrome with multiple symptoms. This nonspecific clin-
ical presentation makes the diagnosis of CVST difficult.
CVST is often overlooked or diagnosed late because it
can mimic other acute neurologic conditions. The diag-
nosis of CVST is often delayed or overlooked in the
emergency room (ER) due to the diversity of clinical
symptoms. So far, magnetic resonance imaging (MRI)
has been used to detect CVST (Yang X, Yu P, Zhang H,
ZhangR,LiuY,LiH,SunP,LiuX,WuY,JiaX,DuanJ, JiX,
Yang Q. Deep Learning Algorithm Enables Cerebral
Venous Thrombosis Detection With Routine Brain Mag-
netic Resonance Imaging. Stroke. 2023
May;54(5):1357‑1366. doi: 10.1161/STROKEAHA.
122.041520.Epub2023Mar13.PMID:36912139).How-
ever,MRI is a lengthy procedure. Computed tomography
(CT) is much faster and takes significantly less time than
MRI. However, the low sensitivity of CT is a notable
drawback which prevents its use in CVST detection
and/or location.
[0004] Although the mortality rate associated with cer-
ebral sinus thrombosis is less than 10%, delayed inter-
vention can result in permanent disability (stroke). With
appropriate treatment in a comprehensive stroke center,
80‑90% of patients can make a full recovery.
[0005] Thus, there is a need for reliable detection of
CVST in a patient which identifies CVSTand prevents its
misdiagnosis given similar clinical symptoms and/or
manifestations as other neurological conditions. In parti-
cular, there is a need for the reliable detection of CVST
which allows for a reduced time to diagnosis and there-
fore to treatment initiation, which may lead to an in-
creased number of patients making a full recovery. In
particular, there is a need for reliable detection of CVST
using computed tomography (CT).

SUMMARY

[0006] This task is solved by the subject matter of the
independent claims of the present disclosure. Preferred
embodiments are defined in the dependent claims, the
description, and the drawings.
[0007] Inafirst aspect, thepresentdisclosure relates to
acomputer-implementedmethod for generatinga tool for
detecting cerebral venous sinus thrombosis in a patient,
the method comprising the steps:

- providing training data, the training data comprising
for each reference patient of amultitude of reference
patients

(i) at least one CT image of the brain of the
reference patient, and

(ii) an information on whether or not the refer-
ence patient had cerebral venous sinus throm-
bosis at the timewhen the at least oneCT image
was obtained

- providing a machine learning model, wherein the
machine learning model is configured to

∘ receive the at least one CT image of the re-
ference patient,
∘ generate radiomics features based on the at
least one CT image of the reference patient,
∘ generate vision transformer features based on
the at least one CT image of the reference
patient,
∘ generate convolutional neural network fea-
tures based on the at least one CT image of
the reference patient,
∘ fuse the radiomics features, the vision trans-
former features and the convolutional neural
network features into a joint feature vector,
∘ assign the reference patient to one of at least
two classes based on the joint feature vector,
with at least one class including reference pa-
tients who have cerebral venous sinus throm-
bosis,
∘ output information to which class the reference
patient was assigned,

- training themachine learningmodel with the training
data, wherein the training of the machine learning
model comprises the steps:
for each reference patient:

∘ inputting the at least one CT image of the
reference patient into the machine learning
model,
∘ receiving an output from the machine learning
model,
∘ determining a deviation between the output
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and the information whether the reference pa-
tient suffers from cerebral venous sinus throm-
bosis,
∘ reducing the deviation by modifying para-
meters of the machine learning model,

- outputting and/or storing the trained machine learn-
ing model and/or transmitting the trained model to a
separate computer system and/or using the trained
machine learning model to detect cerebral venous
sinus thrombosis in a patient.

[0008] In a preferred embodiment, the training data
additionally comprises non-image clinical data for each
reference patient of a multitude of reference patients.
Preferably, theassignmentof the referencepatient toone
of at least two classes, wherein at least one class in-
cludes reference patients who have cerebral venous
sinus thrombosis, is made based on the combination
of the joint feature vector and of information obtained
from additional non-image clinical data.
[0009] In another aspect, the present disclosure pro-
vides a computer-implemented method for detecting
cerebral venous sinus thrombosis in a patient, the meth-
od comprising the steps:

- receiving patient data, the patient data comprising at
least one CT image of the brain of the patient,

- providing a trained machine learning model,

∘ wherein the machine learning model is config-
ured to

▪ receive the at least one CT image of the
patient,
▪ generate radiomics features based on
the at least one CT image of the patient,
▪ generate vision transformer features
based on the at least one CT image of the
patient,
▪ generate convolutional neural network
features basedon theat least oneCT image
of the patient,
▪ fuse the radiomics features, the vision
transformer features and the convolutional
neural network features into a joint feature
vector,
▪ assign the reference patient to one of at
least two classes based on the joint feature
vector, with at least one class including
patients who have cerebral venous sinus
thrombosis,
▪ output information to which class the
patient was assigned,

∘ wherein the trained machine learning model
was trainedon trainingdata,wherein the training

data included, for each reference patient of a
multitude of reference patients, (i) at least one
CT image of the brain of the reference patient,
and (ii) an information on whether or not the
reference patient had cerebral venous sinus
thrombosis at the time when the at least one
CT image was obtained,

∘ wherein the training included the following
steps:
for each reference patient:

▪ inputting the at least one CT image of the
reference patient data into the machine
learning model,
▪ receiving an output from the machine
learning model,
▪ determining a deviation between the out-
put and the information whether the refer-
ence patient suffers from cerebral venous
sinus thrombosis,
▪ reducing the deviation by modifying
parameters of the machine learning model,

- inputting the at least one CT image of the patient into
the trained machine learning model,

- receiving from the trained machine learning model
information to which class the patient was assigned,

- outputting and/or storing the information to which
class the patient was assigned, and/or transmitting
the information to which class the patient was as-
signed to a separate computer system.

[0010] In a preferred embodiment, the training data
and/or the patient data additionally comprises non-image
clinical data for the patient and for each reference patient
of the multitude of reference patients. Preferably, the
assignment of the patient and each reference patient
to one of at least two classes, wherein at least one class
includes (reference) patients who have cerebral venous
sinus thrombosis, is made based on the combination of
the joint feature vector and of information obtained from
additional non-image clinical data.
[0011] In another aspect, the present disclosure re-
lates to a computer-implemented method for generating
a tool for determining the location of cerebral venous
sinus thrombosis in a patient suffering from CVST, the
method comprising the steps:

- providing training data, the training data comprising
for each reference patient of amultitude of reference
patients

(i) at least one CT image of the brain of the
reference patient, and
(ii) an information about the location of cerebral
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venous sinus thrombosis in the brain of the
reference patient at the time when the at least
one CT image was obtained

- providing a machine learning model, wherein the
machine learning model is configured to

∘ receive the at least one CT image of the re-
ference patient,
∘ generate vision transformer attention maps
based on the at least one CT image of the
reference patient,
∘ generate convolutional neural network seg-
mentation masks based on the at least one
CT image of the reference patient,
∘ combine the vision transformer attentionmaps
and the convolutional neural network segmen-
tation masks into a combined (segmentation)
mask,
∘ determine a region in the brain of the reference
patient where cerebral venous sinus thrombosis
is located based on the combined (segmenta-
tion) mask,
∘ output information about the location of cere-
bral venous sinus thrombosis in the brain of the
reference patient,

- training themachine learningmodel with the training
data, wherein the training of the machine learning
model comprises the steps:
for each reference patient:

∘ inputting the at least one CT image of the
reference patient into the machine learning
model,
∘ receiving an output from the machine learning
model,
∘ determining a deviation between the output
and the information about the location of cere-
bral venous sinus thrombosis in the brain of the
reference patient,
∘ reducing the deviation by modifying para-
meters of the machine learning model,

- outputting and/or storing the trained machine learn-
ing model and/or transmitting the trained model to a
separate computer system and/or using the trained
machine learning model to determine a location of
cerebral venous sinus thrombosis in a patient.

[0012] In another aspect, the present disclosure pro-
vides a computer-implemented method for determining
the location of cerebral venous sinus thrombosis in a
patient suffering from CVST, the method comprising the
steps:

- receiving patient data, the patient data comprising at
least one CT image of the brain of the patient,

- providing a trained machine learning model,

∘ wherein the machine learning model is config-
ured to

∘ receive the at least one CT image of the
patient,
∘ generate vision transformer attention
maps based on the at least one CT image
of the patient,
∘ generate convolutional neural network
segmentation masks based on the at least
one CT image of the patient,
∘ combine the vision transformer attention
maps and the convolutional neural network
segmentation masks into a combined (seg-
mentation) mask,
∘ detect a region in the brain of the patient
where cerebral venous sinus thrombosis is
located,
∘ output information about the location of
cerebral venous sinus thrombosis in the
brain of the patient,

∘ wherein the trained machine learning model
was trainedon trainingdata,wherein the training
data included, for each reference patient of a
multitude of reference patients, (i) at least one
CT image of the brain of the reference patient,
and (ii) an information about the location of
cerebral venous sinus thrombosis in the brain
of the reference patient at the time when the at
least one CT image was obtained,

∘ wherein the training included the following
steps:
for each reference patient:

▪ inputting the at least one CT image of the
reference patient into the machine learning
model,
▪ receiving an output from the machine
learning model,
▪ determining a deviation between the out-
put and the information about the location of
cerebral venous sinus thrombosis in the
brain of the reference patient,
▪ reducing the deviation by modifying
parameters of the machine learning model,

- inputting the at least one CT image of the patient into
the trained machine learning model,

- receiving from the trained machine learning model
informationabout a locationof cerebral venoussinus
thrombosis in the brain of the patient,

- outputting the information about a location of cere-
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bral venous sinus thrombosis in the brain of the
patient, storing the information about a location of
cerebral venous sinus thrombosis in the brain of the
patient and/or transmitting the information about a
location of cerebral venous sinus thrombosis in the
brain of the patient to a separate computer system.

[0013] In another aspect, the present disclosure pro-
vides a computer-implemented method for detecting the
presence and determining the location of cerebral ve-
nous sinus thrombosis in a patient, the method compris-
ing the steps:

- receiving patient data, the patient data comprising at
least one CT image of the brain of the patient,

- providing a trained machine learning model,

∘ wherein the machine learning model is config-
ured to

▪ receive the at least one CT image of the
patient,
▪ generate radiomics features based on
the at least one CT image of the patient,
▪ generate vision transformer features
based on the at least one CT image of the
patient,
▪ generate convolutional neural network
features basedon theat least oneCT image
of the patient,
▪ fuse the radiomics features, the vision
transformer features and the convolutional
neural network features into a joint feature
vector,
▪ assign the patient to one of at least two
classes based on the joint feature vector,
with at least one class including patients
who have cerebral venous sinus thrombo-
sis,
▪ output information to which class the
patient was assigned,

∘ wherein the machine learning model is also
configured to

▪ receive the at least one CT image of the
patient,
▪ generate vision transformer attention
maps based on the at least one CT image
of the patient,
▪ generate convolutional neural network
segmentation masks based on the at least
one CT image of the patient,
▪ combine the vision transformer attention
maps and the convolutional neural network
segmentation masks into a combined (seg-
mentation) mask,

▪ detect a region in the brain of the patient
where cerebral venous sinus thrombosis is
located based on the combined (segmenta-
tion) mask,
▪ output information about the location of
cerebral venous sinus thrombosis in the
brain of the patient,

∘ wherein the trained machine learning model
was trainedon trainingdata,wherein the training
data included, for each reference patient of a
multitude of reference patients, (i) at least one
CTimageof thebrainof the referencepatient, (ii)
an information on whether or not the reference
patient had cerebral venous sinus thrombosis at
the time when the at least one CT image was
obtained, and (iii) an information about the loca-
tion of cerebral venous sinus thrombosis in the
brain of the reference patient at the time when
the at least one CT image was obtained,

∘ wherein the training included the following
steps:
for each reference patient:

▪ inputting the at least one CT image of the
reference patient into the machine learning
model,
▪ receiving an output from the machine
learning model, said output comprising in-
formation as to which class the reference
patient was assigned and about a location
of cerebral venous sinus thrombosis in the
brain of the reference patient,
▪ determining a deviation (i) between the
output and the information whether the re-
ference patient suffers from thrombosis and
(ii) between the output and the information
about the location of cerebral venous sinus
thrombosis in the brain of the reference
patient,
▪ reducing the deviation (i) between the
output and the information whether the re-
ference patient suffers from thrombosis an-
d/or (ii) between the output and the informa-
tion about the location of cerebral venous
sinus thrombosis in the brain of the refer-
encepatient bymodifying parameters of the
machine learning model,

- inputting the at least one CT image of the patient into
the trained machine learning model,

- receiving from the trained machine learning model
information to which class the patient was assigned
and information about a location of cerebral venous
sinus thrombosis in thebrainof the referencepatient,
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- outputting the information to which class the patient
was assigned and/or about the location of cerebral
venous sinus thrombosis in the brain of the patient,
storing the information towhich class the patient was
assigned and/or about the location of cerebral ve-
nous sinus thrombosis in the brain of the patient
and/or transmitting the information to which class
the patient was assigned and/or about the location of
cerebral venous sinus thrombosis in the brain of the
patient to a separate computer system.

[0014] In a preferred embodiment, the training data
and/or the patient data additionally comprises non-image
clinical data for each patient and each reference patient
of themultitude of (reference) patientswhich canbeused
in the detection and localization of CVST. Preferably, the
assignment of the patient and each reference patient to
one of at least two classes, wherein at least one class
includes (reference) patients who have cerebral venous
sinus thrombosis, is made based on the combination of
the joint feature vector and of information obtained from
additional non-image clinical data.
[0015] In a further aspect, the present disclosure re-
lates to a computer-implementedmethod for the genera-
tion of synthetic venograms, the method comprising the
steps:

• receiving patient data, the patient data comprising at
least one CT image and/or at least oneMRI image of
the brain of the patient,

• providing a trained GAN-based prediction model,
wherein the prediction model is configured to

∘ receive the patient data,

∘ generate a synthetic venogram based on said
patient data,

wherein thepredictionmodelwas trainedon
the basis of training data, wherein the train-
ingdata included, for each referencepatient
of a multitude of reference patients, (i) at
least one CT image and/or the at least one
MRI image of the brain of the reference
patient, and (ii) at least one venogram of
the brain of the reference patient,

wherein the training included the following
steps, for each reference patient:

∘ inputting theat least oneCTimageand/or theat
least oneMRI imageof thebrain of the reference
patient into the GAN-based prediction model,

∘ receivingasynthetic venogramgenerated from
the at least oneCT image and/or the at least one
MRI image of the brain of the reference patient,

• inputting the patient data into the prediction model,

• receiving a synthetic venogram from the prediction
model,

• outputting the synthetic venogram, storing the syn-
thetic venogram and/or transmitting the synthetic
venogram to a separate computer system.

[0016] In a further aspect, the present disclosure pro-
vides a computer system comprising (i) a processor; and
(ii) a memory storing an application program configured
to perform, when executed by the processor, an opera-
tion, the operation comprising any of the computer-im-
plemented methods described throughout the present
disclosure, e.g., a computer-implemented method for
generating a tool for detecting cerebral venous sinus
thrombosis in a patient, a computer-implemented meth-
od for detecting cerebral venous sinus thrombosis in a
patient, a computer-implemented method for generating
a tool for determining the location of cerebral venous
sinus thrombosis in a patient suffering from CVST, a
computer-implementedmethod for determining the loca-
tion of cerebral venous sinus thrombosis in a patient
suffering from CVST, a computer-implemented method
for detecting the presence and determining the location
of venous sinus thrombosis in a patient and/or a compu-
ter-implemented method for the generation of synthetic
venograms.
[0017] In a further aspect, the present disclosure pro-
vides a non-transitory computer readable storage med-
ium having stored thereon software instructions that,
when executed by a processor of a computer system,
cause the computer system to execute any of the com-
puter-implemented methods described throughout the
present disclosure, e.g., a computer-implementedmeth-
od for generating a tool for detecting cerebral venous
sinus thrombosis in a patient, a computer-implemented
method fordetecting cerebral venoussinus thrombosis in
a patient, a computer-implemented method for generat-
ing a tool for determining the location of cerebral venous
sinus thrombosis in a patient suffering from CVST, a
computer-implementedmethod for determining the loca-
tion of cerebral venous sinus thrombosis in a patient
suffering from CVST, a computer-implemented method
for detecting the presence and determining the location
of venous sinus thrombosis in a patient and/or a compu-
ter-implemented method for the generation of synthetic
venograms.

BRIEF DESCRIPTION OF THE FIGURES

[0018]

Fig. 1 shows schematically an embodiment of the
computer-implementedmethod for generating a tool
for detecting cerebral venous sinus thrombosis in a
patient according to the present disclosure in form of
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a flow chart.

Fig. 2 shows schematically an embodiment of the
computer-implemented method for detecting cere-
bral venous sinus thrombosis in a patient according
to the present disclosure in form of a flow chart.

Fig. 3 shows schematically an embodiment of the
computer-implementedmethod for generating a tool
for determining the location of cerebral venous sinus
thrombosis in a patient suffering from CVSTaccord-
ing to the present disclosure in form of a flow chart.

Fig. 4 shows schematically an embodiment of the
computer-implemented method for determining the
location of cerebral venous sinus thrombosis in a
patient suffering fromCVSTaccording to the present
disclosure in form of a flow chart.

Fig. 5 shows schematically an embodiment of the
computer-implemented method for detecting the
presence and determining the location of venous
sinus thrombosis in a patient according to the pre-
sent disclosure in form of a flow chart.

Fig. 6 shows schematically an embodiment of the
computer-implementedmethod for the generation of
synthetic venograms according to the present dis-
closure in form of a flow chart.

Fig. 7 shows schematically a computer system (1)
according to some example computer-implemented
methods of the present disclosure in more detail.

DETAILED DESCRIPTION

[0019] The invention will be more particularly eluci-
dated below without distinguishing between the aspects
of the invention (method, computer system, computer-
readable storagemedium).On the contrary, the following
elucidations are intended to apply analogously to all the
aspects of the invention, irrespective of in which context
(method, computer system, computer-readable storage
medium) they occur.
[0020] If steps are stated in an order in the present
description or in the claims, this does not necessarily
mean that the invention is restricted to the stated order.
On the contrary, it is conceivable that the steps can also
be executed in a different order or else in parallel to one
another, unless one step builds upon another step, this
absolutely requiring that the building step be executed
subsequently (this being, however, clear in the individual
case).Thestatedordersare thuspreferredembodiments
of the present disclosure.
[0021] As used herein, the articles "a" and "an" are
intended to include one or more items and may be used
interchangeably with "one ormore" and "at least one." As
used in the specification and the claims, the singular form

of "a", "an", and "the" include plural referents, unless the
context clearly dictates otherwise.Whereonly one item is
intended, the term "one" or similar language is used.
Also, as used herein, the terms "has", "have", "having",
or the like are intended to be open-ended terms. Further,
thephrase "basedon" is intended tomean "basedat least
partially on" unless explicitly stated otherwise.
[0022] Some implementations of the present disclo-
sure will be described more fully hereinafter with refer-
ence to the accompanying drawings, in which some, but
not all implementations of the disclosure are shown.
Indeed, various implementations of the disclosure may
be embodied in many different forms and should not be
construed as limited to the implementations set forth
herein; rather, these example implementations are pro-
vided so that this disclosure will be thorough and com-
plete, and will fully convey the scope of the disclosure to
those skilled in the art.
[0023] In the context of the present disclosure, terms
like "patient(s)" and/or "reference patient(s)", "patient
data", "referencepatientdata", "theat least oneCTimage
of the patient", "theat least oneCT imageof the reference
patient" and the like are used. Whenever the term "re-
ference" is used in relation to a patient or its data - e.g., as
in "referencepatient" and /or "theat least oneCTimageof
the reference patient" - the corresponding disclosure
refers to the training of a machine learning model. Thus,
a "reference patient" is one whose data - i.e., the "re-
ference patient data" which e.g., comprises "at least one
CT image of the reference patient" is used in the training
of a machine learning model in any of the computer-
implemented methods of the present disclosure.
[0024] The computer-implemented methods de-
scribed in the context of the present disclosure, make
use of machine learning models. In the context of the
present invention, the term "machine learning model"
may comprise a single machine learning model, several
identical machine learning models or several combined
machine learning models.
[0025] In one aspect, the present disclosure relates to
the detection of CYST in a patient. The computer-imple-
mented method for generating a tool for detecting cere-
bral venous sinus thrombosis in a patient as well as the
computer-implemented method for detecting cerebral
venous sinus thrombosis in a patient require the provi-
sion of training data. Said training data comprises, for
each reference patient of a multitude of reference pa-
tients, (i) at least one CT image of the brain of the
reference patient, and (ii) an information on whether or
not the reference patient had cerebral venous sinus
thrombosis at the time when the at least one CT image
was obtained. The training data may additionally com-
prise non-imagedata from the reference patient. There is
no limitation to the nature of the additional non-image
data as long as it provides additional information about
the reference patient which is useful as training data.
Such additional data may comprise e.g., additional clin-
ical data such as laboratory data, laboratory analysis
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data, laboratory values, clinical history, information about
the reference patient’s risk factors, previous medical
reports and the like. Depending on its nature, the addi-
tional data canbeprocessed toextract text features (e.g.,
if complete reports are available) or factor-based condi-
tion classifiers (e.g., if prefilled data tables are available).
The additional information obtained from the supplemen-
tary non-image data is useful to more accurately assign
the referencepatient to oneof at least two classes,with at
least one class including reference patients who have
cerebral venoussinus thrombosis.Withoutbeing limiting,
the additional information obtained from non-image data
can be (i) in the form of a feature vector, which can be
combined with the joint feature vector obtained from
fusing the radiomics features, the vision transformer
features and the convolutional neural network features
or (ii) provided as additional input to assign the reference
patient to one of at least two classes, with at least one
class including reference patients who have cerebral
venous sinus thrombosis.
[0026] In another aspect, the present disclosure re-
lates to the localization of cerebral venous sinus throm-
bosis in a patient suffering from CVST. The computer-
implemented method for generating a tool for determin-
ing the location of cerebral venous sinus thrombosis in a
patient suffering from CVST as well as the computer-
implemented method for determining the location of cer-
ebral venous sinus thrombosis in a patient suffering from
CVST require the provision of training data. Said training
data comprises, for each reference patient of a multitude
of referencepatients, (i) at least oneCTimageof thebrain
of the reference patient, and (ii) an information about the
location of cerebral venous sinus thrombosis in the brain
of the reference patient at the time when the at least one
CT image was obtained.
[0027] The term "multitude" preferably means more
than ten, even more preferably more than one hundred.
[0028] The at least one CT image of the brain of the
reference patient is preferably a CT image of the refer-
ence patient’s brain acquired according to routine meth-
ods for computed tomography available in the art.
[0029] The methods of the present disclosure do not
exclude the use of more than one CT image as training
and/or patient data. Similarly, they do not exclude the use
of further image data as training and/or patient data.
Without being limiting, such additional image data may
be in the form of one or more MRI images, one or more
venography images (venograms) or any other form sui-
tableas trainingand/orpatientdata.Theuseofmore than
one CT image and/or of more one or more MRI images
and/or one ormore venography images (venograms) is a
preferred embodiment of the computer-implemented
methods of the present disclosure. Thus, in any of the
computer-implemented methods of the present inven-
tion, any reference made to the "at least one CT image"
and/or to any process step, modification, transformation
and the like involving the "at least one CT image" is also
applicable not only to said "at least one CT image" but

also to further CT images and/or to further image data
used as training and/or patient data.
[0030] The images used as training and/or patient
data, i.e., the at least oneCT image and/or any additional
images used in the computer-implemented methods of
the present disclosure, may need a so-called "pre-pro-
cessing" step prior to their use in any of the computer-
implementedmethods of the present disclosure.Without
being limiting, such "pre-processing" step may comprise
the removal of the skull from the image, the alignment of
the image(s) to an axis of symmetry, the extraction of
symmetry patches from both - i.e., left and right - sides of
the image(s), the normalization of the images, the down-
sampling of the images up to three or four stages and any
other processes which enable the provision of (a) coher-
ent, comparable and homogeneous image(s). Such a
"pre-processing" step thus provides normalized, full-size
symmetric image(s), two-dimensional patches from both
- i.e., left and right - sides of the image(s) and multiscale
image(s).
[0031] The information about whether or not the refer-
encepatient had cerebral venous sinus thrombosis at the
time when the at least one CT image was obtained is
available upon examination of the at least one CT image
of the brain of the reference patient by amedically trained
professional, e.g., adoctor and/ora radiologist capableof
determining the existence of cerebral venous sinus
thrombosis.
[0032] The information about the location of cerebral
venous sinus thrombosis in the brain of the reference
patient at the time when the at least one CT image was
obtained is available uponexamination of the at least one
CT image of the brain of the reference patient by a
medically trained professional, e.g., a doctor and/or a
radiologist capable of determining the existence of cere-
bral venous sinus thrombosis. In order to be suitable for
the computer-implemented methods of the present dis-
closure relating to the localization of cerebral venous
sinus thrombosis in a patient suffering from CVST, it
may be preferable to pre-process the at least one CT
image via thresholding and/or bounding box detection in
order to accurately assign the locationof cerebral venous
sinus thrombosis in the at least one CT image. In a
preferred embodiment, the at least one CT image is
pre-processed via thresholding and/or bounding box
detection. In a preferred embodiment, the pixels in the
at least oneCT imagecorresponding to the localization of
cerebral venous sinus thrombosis have been tagged -
i.e., identified and marked - by a medically trained pro-
fessional, preferably via thresholding or viabounding box
detection, or by a combination of any of the above.
[0033] Machine learning models are trained in the
computer-implemented method for generating a tool
for detecting cerebral venous sinus thrombosis in a pa-
tient and/or in the computer-implemented method for
generating a tool for determining the location of cerebral
venous sinus thrombosis in a patient suffering from
CVST.Said trainedmachine learningmodels canbe then
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used in a computer-implemented method for detecting
cerebral venous sinus thrombosis in a patient and/or in a
computer-implementedmethod for determining the loca-
tion of cerebral venous sinus thrombosis in a patient
suffering from CVST, respectively. Said trained machine
learning models can also be used in a computer-imple-
mented method which combines both the detection and
the localization of CVST, i.e., a computer-implemented
method for detecting and - if present - determining the
location of cerebral venous sinus thrombosis in a patient.
[0034] In order to train saidmachine learningmodels, a
series of features need to be extracted and/or generated
from the at least one CT image of the brain of the re-
ference patient. There is no limitation as to the methods
with which said features are extracted and/or generated
as long as they are suitable for use in the training of the
machine learning models.
[0035] For CVST detection, one or more of radiomics
features, vision transformer features and convolutional
neural network features can be generated based on the
at least one CT image. The present disclosure does not
limit themethod with which features are extracted and/or
generated from the at least one CT image of the brain of
the reference patient. Thus, additional features using
additional methods, processes and/or tools available to
the skilled person canbe extracted and/or generated and
then used to train the machine learning model.
[0036] In one embodiment of CVST detection, after
receiving the at least one CT image of the brain of the
reference patient, radiomics features are generated
based on said at least one CT image. "Radiomics" is a
method that extracts a large number of features from
medical images using data-characterisation algorithms.
There is no restriction as to the number, quality or char-
acteristicsof the radiomic features thatareextracted from
the at least one CT image. Detailed description of texture
features for radiomics can be found, for example, in
Parekh et al. ("Radiomics: a new application from estab-
lished techniques". Expert Review of Precision Medicine
and Drug Development. 1 (2): 207‑226.
doi:10.1080/23808993.2016.1164013. PMC 5193485.
PMID 28042608.) and Depeursinge et al. ("An Introduc-
tion to Radiomics: An Evolving Cornerstone of Precision
Medicine". Biomedical Texture Analysis. pp. 223‑245.
doi:10.1016/B978‑0‑12‑812133‑7.00008‑9. ISBN
9780128121337.). There is no limitation as to the nature
of themethod for radiomics extraction as long as suitable
radiomics features are obtained from the at least one CT
image of the brain of the reference patient. In a preferred
embodiment, the radiomics features comprise informa-
tion about the shape, intensity and texture extracted from
the full-sized symmetry patches of the at least one CT
image.
[0037] In another embodiment of CVST detection and
based on the at least one CT image of the brain of the
reference patient, vision transformer features are gener-
ated. Vision transformers are an image-processing and
image-classification tool which have emerged as an al-

ternative to convolutional neural networks. They work by
splittingan image - in thecaseof thepresent invention the
at least oneCT image of the brain of the reference patient
- into fix-sized patches and by feeding the resulting
sequence of vectors into a Transformer encoder (Doso-
vitskiy, Alexey; Beyer, Lucas; Kolesnikov, Alexander;
Weissenborn, Dirk; Zhai, Xiaohua; Unterthiner, Thomas;
Dehghani, Mostafa; Minderer, Matthias; Heigold, Georg;
Gelly,Sylvain;Uszkoreit, Jakob (2021‑06‑03). "An Image
isWorth 16x16Words: Transformers for ImageRecogni-
tion at Scale". arXiv:2010.11929). On larger datasets,
they typically have higher precision rates with a reduced
training time. There is no limitation as to the nature of the
vision transformer as long as suitable vision transformer
features are obtained from the at least one CT image of
the brain of the reference patient. In a preferred embodi-
ment, the vision transformer is DinoV2, a self-supervised
vision transformer model developed by and available
from Meta (https://dinov2.metademolab.com/).
[0038] In a further embodiment of CVST detection,
based on the at least one CT image of the brain of the
reference patient, convolutional neural network features
are generated by using a convolutional neural network.
There is no limitation as to the nature of the CNN as long
as suitable convolutional neural network features are
obtained from the at least one CT image of the brain of
the reference patient.
[0039] Thus, themachine learningmodel is configured
to generate different types of features, i.e., radiomics
features, vision transformer features and/or convolu-
tional neural network features from the input data, i.e.,
the at least one CT image of the brain of the reference
patient. By generating and/or extracting different types of
features, it can be ensured that the at least oneCT image
used as input is thoroughly and comprehensively ana-
lyzed and all its features extracted in order to perform the
class assignment of the reference patient.
[0040] In a further step, the radiomics features, vision
transformer featuresand/or convolutional neural network
features generated and/or extracted from the at least one
CT image of the brain of the reference patient are fused,
i.e., combined into a joint feature vector. A feature vector
is a vector containing multiple elements about an object.
[0041] A "feature vector" is a numerical representation
of an object that captures relevant information about its
characteristics or features. It is a structured collection of
numerical values that describes the properties or attri-
butes of the object being analyzed. Each element in the
vector represents a specific feature or aspect of the
object, and the combination of these elements forms a
multidimensional representation.
[0042] Feature vectors are commonly used as input
data in various machine learning algorithms, including
classification, regression, and clustering. By represent-
ing data as feature vectors,machine learningmodels can
analyze andmake predictions based on the patterns and
relationships between these features.
[0043] The term "vector" used in this disclosure also
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includes numbers, lists of numbers, vectors, matrices,
tensors, and/or other arrangements of numbers.
[0044] Thus, a joint feature vector comprising ele-
ments of radiomics features, vision transformer features
and/or convolutional neural network features from the at
least oneCT image of the brain of the reference patient is
generated.
[0045] Based on said joint feature vector comprising
elements of radiomics features, vision transformer fea-
tures and/or convolutional neural network features, a
classification can be made, thus assigning the patient
to one of at least two classes, with at least one class
including reference patients who have cerebral venous
sinus thrombosis. In a preferred embodiment, a classifier
is used to assign the patient to oneof at least two classes.
[0046] Once the reference patient is assigned to one of
at least two classes, wherein at least one class including
reference patients who have cerebral venous sinus
thrombosis, anoutput is generatedwhich indicateswhich
class, e.g., reference patients with CVST or reference
patients without CVST, the reference patient has been
assigned to. As described above, the assignment of the
reference patient may be performed based on the joint
feature vector and on additional information extracted
from non-image clinical data. Said additional information
extracted from non-image clinical data may derive from
additional clinical data such as laboratory data, labora-
tory analysis data, laboratory values, clinical history, in-
formation about the reference patient’s risk factors, pre-
vious medical reports and the like and may have been
pre-processed in order to extract features that allow its
combination with the joint feature vector. If additional
information based on non-image clinical data is used,
the generated output is based both on the joint feature
vector and on said additional information. Thus, the
additional information obtained from non-image data
can be (i) in the form of a feature vector, which can be
combined with the joint feature vector obtained from
fusing the radiomics features, the vision transformer
features and the convolutional neural network features
or (ii) provided as additional input to assign the reference
patient to one of at least two classes, with at least one
class including reference patients who have cerebral
venous sinus thrombosis.
[0047] Thus, in CVST detection, the machine learning
model is trained with training data. Said training data
comprises (i) at least one CT image of the brain of the
reference patient, and (ii) an information on whether or
not the reference patient had cerebral venous sinus
thrombosis at the time when the at least one CT image
was obtained but may also comprise additional informa-
tion derived from non-image clinical data as described
above. For each reference patient, the training of the
machine learning model comprises at least (i) inputting
the at least one CT image of the brain of the reference
patient into the machine learning model (ii) obtaining an
output from themachine learningmodel, (iii) determining
a deviation between the output and the information about

the reference patient’s CVSTstatus and (iv) reducing the
deviationdetermined in step (iii) bymodifyingparameters
of the machine learning model.
[0048] The deviation between the output delivered by
the machine learning model and the information about
the reference patient’s CVSTstatus may be a mismatch
and/or discrepancy in reference the patient’s CVSTsta-
tus. For example, the machine learning model’s output
may - based on the input data, i.e., the at least one CT
image of the brain of the reference patient - determine
that a reference patient does not suffer from CVST, while
in fact the reference patient may have CVST, or vice
versa. If this is the case, the deviation between the output
delivered by the machine learning model and the infor-
mation about the reference patient’s CVSTstatus can be
reduced by modifying parameters of the machine learn-
ing model.
[0049] In summary, a computer-implemented method
for generating a tool for detecting cerebral venous sinus
thrombosis in a patient can be described as one in which
based on training data, a machine learning model is
configured to extract information from said training data
and trained to first determine and then, if necessary, to
reduce the deviation between the output delivered by the
machine learning model and the information about the
reference patient’s CVST status.
[0050] The training data comprises at least one CT
image of the brain of the reference patient and informa-
tion about the reference patient’s CVSTstatus at the time
the at least one CT image of the brain of the reference
patient was generated, i.e., whether or not the reference
patient had CVST at the time when the at least one CT
image was obtained. The training data may additionally
comprise non-image data from the reference patient.
Preferably, the training data additionally comprises
non-image clinical data for each reference patient of
the multitude of reference patients.
[0051] The machine learning model is configured to
extract a wide variety of data from the at least one CT
image of the brain of the reference patient using one or
more of different methods such as radiomics, vision
transformers and/or convolutional neural networks. It
can then fuse this data obtained from different methods
into a joint feature vector based on which the reference
patient canbeassigned tooneofat least twoclasses,one
of which must include reference patients with CVST.
Reference patient data may additionally comprise non-
image data from the reference patient. Preferably, refer-
ence patient data additionally comprises non-image clin-
ical data for each reference patient of the multitude of
reference patients.
[0052] Based on this assignment, an output is gener-
ated. If a deviation between the output and the informa-
tionabout the referencepatient’sCVSTstatus isdetected
- e.g., the output indicates that a reference patient does
not suffer from CVST, while in fact the reference patient
may have CVST, or vice versa - the machine learning
model’s parameters can be modified in order to reduce
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the deviation.
[0053] ForCVST localization, vision transformer atten-
tion maps and convolutional neural network segmenta-
tion masks are generated. There is no limitation as to the
methods with which said attention maps and/or segmen-
tation masks are generated as long as they provide
attention maps and convolutional neural network seg-
mentation masks suitable for use in the training of the
machine learning model. Thus, attention maps and seg-
mentation masks using any methods, processes and/or
tools available to the skilled person canbegeneratedand
then used to train the machine learning model. Prefer-
ably, vision transformer attentionmapsandconvolutional
neural network segmentation masks are generated
based on the at least one CT image in order to train
the machine learning model. In a preferred embodiment,
vision transformer attention maps are generated using
DinoV2, a self-supervised vision transformer model de-
veloped by and available from Meta (https://dinov2.me
tademolab.com/).
[0054] Thus, for CVST localization, themachine learn-
ingmodel is configured to extract different types of image
data such as vision transformer attention maps and
convolutional neural network segmentation masks from
the input data, i.e., the at least one CT image of the brain
of the reference patient. The generation of image data
using different methods ensures that the at least one CT
imageof the referencepatient usedas input is thoroughly
and comprehensively analyzed and the location of CVST
in the brain of the reference patient accurately deter-
mined.
[0055] In a further step, the vision transformer attention
maps and convolutional neural network segmentation
masks generated from the at least one CT image of
the brain of the reference patient are combined into a
combined (segmentation) mask. In a preferred embodi-
ment, the vision transformer attention maps and convo-
lutional neural network segmentation masks are com-
bined element-wise. Preferably, the vision transformer
attention maps and convolutional neural network seg-
mentation masks are combined using mathematical op-
erations such as sum, weighted sum, multiplication, an-
d/or the like. Thus, a combined (segmentation) mask
comprising elements of the individually generated vision
transformer attentionmaps and convolutional neural net-
work segmentation masks using vision transformer tools
and convolutional neural networks is generated.
[0056] In a further step, the region in the brain of the
reference patient where cerebral venous sinus thrombo-
sis is located is detected based on the combined (seg-
mentation) mask. Preferably, detecting the region in the
brain of the reference patient where cerebral venous
sinus thrombosis is located is detected comprises
post-processing the combined (segmentation) mask.
Post-processing methods such as region proposal an-
d/or thresholding can be employed. Preferably, bounding
boxdetection isused for regionproposal. Alsopreferably,
segmentation is used for thresholding.Once the region in

the brain of the reference patient where cerebral venous
sinus thrombosis is located is determined, an output
comprising information about the location of cerebral
venous sinus thrombosis in the brain of the reference
patient is generated. Preferably, the output is a bounding
box or segmented region of the brain of the reference
patient where CVST is located.
[0057] Thus, in the computer-implemented method for
generating a tool for determining the location of cerebral
venous sinus thrombosis in a patient suffering from
CVST, amachine learningmodel is usedwhich is trained
with training data. For each referencepatient, the training
of the machine learning model comprises at least (i)
inputting the at least one CT image of the brain of the
reference patient into the machine learning model, (ii)
obtaining an output from themachine learningmodel, (iii)
determining a deviation between the output and the in-
formation about the location of cerebral venous sinus
thrombosis in the brain of the reference patient and (iv)
reducing the deviation determined in step (iii) by modify-
ing parameters of the machine learning model.
[0058] In one embodiment, the deviation between the
output delivered by the machine learning model and the
information about the location of cerebral venous sinus
thrombosis in the brain of the reference patient may be a
mismatch and/or discrepancy in the location of the cere-
bral venous sinus thrombosis. For example, themachine
learning model’s output may - based on the input data,
i.e., theat least oneCTimageof thebrain of the reference
patient - determine that cerebral venous sinus thrombo-
sis is located in one region of the brain of the reference
patient, while in fact the thrombosis may be located
somewhere else, e.g., an adjacent and/or neighboring
and/or overlapping region of the brain of the reference
patient. If this is the case, the deviation between the
output delivered by the machine learning model and
the information about the location of cerebral venous
sinus thrombosis in the brain of the reference patient
can be reduced by modifying parameters of the machine
learning model.
[0059] In summary, a computer-implemented method
for generating a tool for determining the location of cere-
bral venous sinus thrombosis in a patient suffering from
CVSTcanbedescribed asone inwhich basedon training
data, a machine learning model is configured to extract
information from said training data and trained to first
determine and then, if necessary, to reduce the deviation
between the output delivered by the machine learning
model and the information about the location of cerebral
venous sinus thrombosis in the brain of the reference
patient.
[0060] The training data comprises at least one CT
image of the brain of the reference patient and informa-
tion about the location of cerebral venous sinus throm-
bosis in the brain of the referencepatient at the timewhen
the at least one CT image of the brain of the reference
patient was obtained.
[0061] The machine learning model is configured to
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extract awide variety of data in the formof attentionmaps
and convolutional neural network segmentation masks
from the at least one CT image of the brain of the re-
ference patient using one or more of different methods
such as vision transformers and/or convolutional neural
networks. It can then fuse the attention maps and con-
volutional neural network segmentation masks obtained
from different methods into a combined (segmentation)
mask, based on which the region in the brain of the
reference patient where CVST is located is detected.
An output is then generated comprising information
about the location of cerebral venous sinus thrombosis
in the brain of the reference patient. If a deviation be-
tween theoutput and the informationabout the locationof
cerebral venous sinus thrombosis in the brain of the
reference patient is detected - e.g., the output indicates
that CVST is located in a region different (such as ad-
jacent and/or neighboring and/or overlapping) to that
where CVST is really located - the machine learning
model’s parameters can be modified in order to reduce
the deviation.
[0062] In another aspect, the present invention relates
to a computer-implemented method for detecting cere-
bral venous sinus thrombosis (CVST) in a patient.
[0063] In order to detect CVST in a patient, patient
data, i.e., at least one CT image of the brain of the patient
is provided. As described above, patient data may also
comprise additional CT images and further image data,
such as MRI images and venograms. Patient data may
also additionally comprise non-image data from the pa-
tient. A trained machine learning model is also provided.
Said trained machine learning model must have been
trained on training data which, for each reference patient
of a multitude of reference patients, includes (i) at least
one CT image of the brain of said reference patient, and
(ii) an information onwhether or not the reference patient
had CVSTat the time when the at least one CT image of
the reference patient was obtained. Additional image
and/or non-image clinical data may have been provided
to train the machine learning model. Said trained ma-
chine learning model is configured, as described above,
to extract a wide variety of data from the at least one CT
image of the brain of the patient using one or more of
differentmethods such as radiomics, vision transformers
and/or convolutional neural networks. It can then com-
bine the data obtained from different methods into a joint
feature vector based on which the patient can be as-
signed to one of at least two classes, one of which must
include patients with CVST. If additional, non-image data
is used, the additional information obtained from non-
imagedata canbe (i) in the formof a feature vector, which
can be combined with the joint feature vector obtained
from fusing the radiomics features, the vision transformer
features and the convolutional neural network features or
(ii) provided as additional input to assign the patient to
one of at least two classes, with at least one class
including patients who have cerebral venous sinus
thrombosis. The trained machine learning model then

outputs the information regarding the class the patient
belongs to (e.g., patients with or without CVST). Based
on this assignment, an output is generated.
[0064] The provided patient data, i.e., the at least one
CT image of the brain of the patient and any additional
non-image data is input into the trainedmachine learning
model, which provides an output comprising information
regarding the class the patient belongs to (e.g., patients
with or without CVST). This information can then be
further processed, i.e., it can be output, stored and/or
transmitted into a separate computer system.
[0065] In another aspect, the present invention relates
to a computer-implemented method for locating cerebral
venous sinus thrombosis (CVST) in a patient.
[0066] In order to determine the location of cerebral
venous sinus thrombosis in a patient suffering from
CVST, patient data, i.e., at least one CT image of the
brain of the patient is provided. As described above,
patient data may also comprise additional CT images
and further image data, such as MRI images and veno-
grams. A trained machine learning model is also pro-
vided. Said trained machine learning model must have
been trained on training data which, for each reference
patient of amultitude of reference patients, includes (i) at
least one CT image of the brain of said reference patient,
and (ii) an information about the location of cerebral
venous sinus thrombosis in the brain of the reference
patient at the time when the at least one CT image was
obtained. Said trained machine learning model is con-
figured, as described above, to extract a data in the form
of attention maps and convolutional neural network seg-
mentation masks from the at least one CT image of the
brainof thepatient usingoneormoreof differentmethods
such as vision transformers and/or convolutional neural
networks. It can then combine the obtained attention
maps and convolutional neural network segmentation
masks into a combined (segmentation) mask, based
on which the region in the brain of the patient where
CVST is located is detected. The trained machine learn-
ing model then outputs the information regarding the
location of cerebral venous sinus thrombosis in the pa-
tient suffering from CVST.
[0067] The provided patient data, i.e., the at least one
CT image of the brain of the patient, is input into the
trained machine learning model, which provides an out-
put comprising information regarding location of cerebral
venous sinus thrombosis in a patient suffering from
CVST. This information can then be further processed,
i.e., it can be output, stored and/or transmitted into a
separate computer system.
[0068] In another aspect, the present disclosure re-
lates to a computer-implemented method for detecting
the presence and determining the location of cerebral
venous sinus thrombosis in a patient. Thus, the above-
described computer-implementedmethods for detecting
the presence and determining the location of cerebral
venous sinus thrombosis in a patient can be combined
and used to both detect and, if present, determine the
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location of CVST in a patient.
[0069] Thus, amachine learningmodelmay be trained
asdescribed above, basedon training data, to provide an
output comprising information as to the class a patient is
assigned to, i.e., whether a patient suffers from cerebral
venous sinus thrombosis and - if present - about the
location of cerebral venous sinus thrombosis in the brain
of thepatient. In otherwords, themachine learningmodel
is trained to provide two outputs, one regarding the pre-
sence or not of CVST in the patient and another one
regarding the location of CVST in case the patient is
assigned to a class representing patients suffering from
cerebral venous sinus thrombosis.
[0070] The trained machine learning model can use
provided patient data to extract information in the form of
radiomics features, vision transformer features and con-
volutional neural network featuresaswell as in the formof
vision transformer attention maps and convolutional
neural network segmentation masks. The radiomics fea-
tures, vision transformer features, and convolutional
neural network features can be fused into a joint feature
vector, based upon which the reference patient is as-
signed to one of at least two classes, with at least one
class including reference patients who have cerebral
venous sinus thrombosis. The vision transformer atten-
tion maps and convolutional neural network segmenta-
tion masks can be combined into a combined (segmen-
tation)mask, uponwhichanobject-detection tool suchas
bounding box or segmentation can be applied to deter-
mine the region in thebrainof the referencepatientwhere
cerebral venous sinus thrombosis is located.
[0071] The trained machine learning model then pro-
vides information towhich class the patientwasassigned
and information about the location of cerebral venous
sinus thrombosis in the brain of the patient. The pro-
cesses for detecting the presence of and for determining
the location of venous sinus thrombosis in a patient can
be carried out in parallel, i.e., simultaneously, or sequen-
tially, i.e., one after another. In a preferred embodiment,
both processes are carried out simultaneously. In an-
other preferred embodiment, the processes are carried
out sequentially.
[0072] In a preferred embodiment of the computer-
implemented method for detecting the presence and
determining the location of cerebral venous sinus throm-
bosis in a patient, the training data and/or the patient data
may additionally comprise non-image clinical data for the
patient and/or each reference patient of the multitude of
reference patients which can be used in the detection of
CVST. Preferably, the detection of CVST in a (reference)
patient, i.e., the assignment of said (reference) patient to
one of at least two classes, wherein at least one class
includes (reference) patients who have cerebral venous
sinus thrombosis, is made based on the combination of
data extracted from the at least one CT image, i.e., the
joint feature vector and of information obtained from
additional non-image clinical data. The additional infor-
mation obtained from non-image data can be (i) in the

form of a feature vector, which can be combinedwith the j
oint feature vector or (ii) provided as additional input to
assign the (reference) patient to one of at least two
classes, with at least one class including (reference)
patients who have cerebral venous sinus thrombosis.
[0073] In a further aspect, the present disclosure re-
lates to a computer-implementedmethod for the genera-
tion of synthetic venography images (venograms). Ve-
nogramsare the "gold standard" inCVSTdetection and it
is therefore desirable to provide methods which can
provide such images without subjecting the patient to
the invasive procedures venography necessarily in-
volves. The present disclosure addresses the need for
the provision of venography data by providing a compu-
ter-implemented method for the generation of synthetic
venography images (venograms) from CTor MRI image
data, thus reducingand/or eliminating theneed to subject
a patient to strenuous, invasive venography procedures.
Further, the synthetic venogramsgenerated by themeth-
od described in the present disclosure can be used as
training and/or patient data in any of the computer-im-
plemented methods of the present disclosure described
above for the detection and/or localization of CVST in a
patient.
[0074] Thus, the present disclosure relates to a com-
puter-implemented method for the generation of syn-
thetic venograms, the method comprising the steps:

• receiving patient data, the patient data comprising at
least one CT image and/or at least oneMRI image of
the brain of the patient,

• providing a trained GAN-based prediction model,
wherein the prediction model is configured to

∘ receive the patient data,

∘ generate a synthetic venogram based on said
patient data,

wherein thepredictionmodelwas trainedon
the basis of training data, wherein the train-
ingdata included, for each referencepatient
of a multitude of reference patients, (i) at
least one CT image and/or the at least one
MRI image of the brain of the reference
patient, and (ii) at least one venogram of
the brain of the reference patient,

wherein the training included the following
steps, for each reference patient:

∘ inputting theat least oneCTimageand/or theat
least oneMRI imageof thebrain of the reference
patient into the GAN-based prediction model,

∘ receivingasynthetic venogramgenerated from
the at least oneCT image and/or the at least one
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MRI image of the brain of the reference patient,

• inputting the patient data into the prediction model,

• receiving a synthetic venogram from the prediction
model,

• outputting the synthetic venogram, storing the syn-
thetic venogram and/or transmitting the synthetic
venogram to a separate computer system.

[0075] Training data and patient data are required in
the computer-implemented method for the generation of
synthetic venograms of the present invention. Both com-
priseat least oneCTimageand/orat least oneMRI image
of the brain of the (reference) patient. The at least oneCT
image and/or the at least one MRI image of the brain of
the (reference) patient is preferably a CT image of the
(reference) patient’s brain acquired according to routine
methods for computed tomography available in the art
and/or an MRI image of the (reference) patient’s brain
acquired according to routine methods for magnetic re-
sonance imaging available in the art, respectively. In
addition, training data further comprises at least one
venogram of the brain of the reference patient. The at
least one venogramof thebrain of the referencepatient is
preferably a venogram of the reference patient’s brain
acquired according to routine methods for contrast-en-
hanced venography available in the art.
[0076] The method of the present disclosure for the
generation of synthetic venograms does not exclude the
use of more than one CT image or of more than one MRI
image as training and/or patient data. Further, it does not
exclude the use of a combination of CTand MRI images,
i.e., of at least one CT image and of at least one MRI
image.
[0077] The images used as training and/or patient
data, i.e., the at least one CT image and/or the at least
one MRI image - and the at least one venogram in the
case of training data - of the brain of the (reference)
patient may need a so-called "pre-processing" step prior
to their use in the computer-implemented method for the
generation of synthetic venograms. Without being limit-
ing, such "pre-processing" step may comprise the re-
moval of the skull from the image(s), the alignment of the
image(s) to an axis of symmetry, the normalization of the
images and any other processes which enable the provi-
sion of (a) coherent, comparable and homogeneous
image(s). Such a "pre-processing" step thus provides
normalized, full-size symmetric CT,MRI and venography
image(s).
[0078] A GAN-based prediction model is used in the
method for the generation of synthetic venograms of the
present invention.
[0079] In the field of machine learning, GAN stands for
Generative Adversarial Network. GANs are a type of
neural network architecture that consists of two compo-
nents: a generator and a discriminator. GANs are primar-

ily used for generating synthetic data samples that re-
semble a given training dataset.
[0080] The generator is responsible for generating a
synthetic venogram based on at least one CT image
and/or at least one MRI image. The quality of generated
synthetic venograms improves as the generator learns
from the feedback provided by the discriminator.
[0081] The discriminator, on the other hand, acts as a
critic or classifier, distinguishing between real and syn-
thetic venograms. It receives both real venograms from
the training dataset and synthetic venograms generated
by the generator. The discriminator’s objective is to ac-
curately classify the origin of each venogram.
[0082] During training, GANs engage in a two-player
minimax game. The generator aims to fool the discrimi-
nator by generating synthetic venograms that the discri-
minator cannot differentiate from real ones. Simulta-
neously, the discriminator aims to correctly classify the
generated synthetic venograms as fake while correctly
identifying real venograms.
[0083] As the generator and discriminator continue to
improve through adversarial interactions, the generator
gradually learns to produce high-quality synthetic veno-
grams that are realistic and indistinguishable from the
real venograms. This iterative training process leads to
the generator learning the underlying distribution of the
training data.
[0084] Thus, the GAN-based prediction model is
trained to generate synthetic venograms based on at
least one CT image and/or at least one MRI image and
on at least one venogram of the brain of the reference
patient. The GAN’s generator generates a synthetic ve-
nogrambased on the at least oneCT imageand/or on the
at least one MRI image and the discriminator aims to
distinguish the synthetic venogram from a real veno-
gram, i.e., the at least one venogram of the brain of the
reference patient of the training data. The generator is
trained to generate synthetic venograms which the dis-
criminator cannot distinguish from real venograms, and
the discriminator is trained for increasingly better distin-
guishing of the synthetic venograms, which are becom-
ing increasingly better, from real venograms.
[0085] Thus, using patient data, a synthetic venogram
generated from the at least oneCT imageand/or from the
at least one MRI image of the brain of the reference
patient is received from the trained, GAN-based predic-
tion model. Said synthetic venogram - also called corre-
sponding synthetic venography image - can then be
further processed, i.e., it can be output, stored and/or
transmitted toaseparatecomputer system. Inapreferred
embodiment, the synthetic venogram can be transferred
to an interactive GUI for visualization, thus allowing for
theevaluationbya trainedmedical professionalwhocan,
for example, provide an evaluation score depending on
his/her professional judgement. As a result, the output
can be the venogram alone or a combination of the
venogram and the medical professional’s evaluation
score.
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[0086] Further, as described above, the synthetic ve-
nogram can also be fed into any of the computer-imple-
mented methods described above for the detection an-
d/or localization of CVST in a patient, i.e., it can be part of
the training and/or patient data in any of said computer-
implemented methods for the detection and/or localiza-
tion of CVST in a patient.
[0087] Fig. 1 shows schematically an embodiment of
the computer-implemented method for generating a tool
for detecting cerebral venous sinus thrombosis in a pa-
tient according to the present disclosure in form of a flow
chart.
[0088] The method (100) comprises the steps:

(110) providing training data, the training data com-
prising for each reference patient of a multitude of
reference patients (i) at least one CT image of the
brain of the reference patient, and (ii) an information
on whether or not the reference patient had cerebral
venous sinus thrombosis at the time when the at
least one CT image was obtained

(120) providing a machine learning model, wherein
the machine learning model is configured to

∘ receive the at least one CT image of the re-
ference patient,
∘ generate radiomics features based on the at
least one CT image of the reference patient,
∘ generate vision transformer features based on
the at least one CT image of the reference
patient,
∘ generate convolutional neural network fea-
tures based on the at least one CT image of
the reference patient,
∘ fuse the radiomics features, the vision trans-
former features and the convolutional neural
network features into a joint feature vector,
∘ assign the reference patient to one of at least
two classes based on the joint feature vector,
with at least one class including reference pa-
tients who have cerebral venous sinus throm-
bosis,
∘ output information to which class the reference
patient was assigned,

(130) training the machine learning model with the
training data, wherein the training of the machine
learning model comprises the steps for each refer-
ence patient:

(131) inputting the at least one CT image of the
reference patient into the machine learning
model,
(132) receiving an output from the machine
learning model,
(133) determining a deviation between the out-
put and the information whether the reference

patient suffers from cerebral venous sinus
thrombosis,
(134) reducing the deviation by modifying para-
meters of the machine learning model,

(140) outputting and/or storing the trained machine
learningmodel and/or transmitting the trainedmodel
to a separate computer system and/or using the
trained machine learning model to detect cerebral
venous sinus thrombosis in a patient.

[0089] Fig. 2 shows schematically an embodiment of
the computer-implemented method for detecting cere-
bral venous sinus thrombosis in apatient according to the
present disclosure in form of a flow chart.
[0090] The method (200) comprises the steps:

(210) receiving patient data, the patient data com-
prising at least one CT image of the brain of the
patient,

(220) providing a trained machine learning model,
wherein themachine learningmodel is configured to

▪ receive the at least one CT image of the
patient,
▪ generate radiomics features based on the at
least one CT image of the patient,
▪ generate vision transformer features based
on the at least one CT image of the patient,
▪ generate convolutional neural network fea-
tures based on the at least one CT image of the
patient,
▪ fuse the radiomics features, the vision trans-
former features and the convolutional neural
network features into a joint feature vector,
▪ assign the reference patient to one of at least
two classes based on the joint feature vector,
with at least one class including patients who
have cerebral venous sinus thrombosis,
▪ output information to which class the patient
was assigned,

∘ wherein the trained machine learning model
was trainedon trainingdata,wherein the training
data included, for each reference patient of a
multitude of reference patients, (i) at least one
CT image of the brain of the reference patient,
and (ii) an information on whether or not the
reference patient had cerebral venous sinus
thrombosis at the time when the at least one
CT image was obtained,
∘ wherein the training included the following
steps for each reference patient:

▪ inputting the at least one CT image of the
reference patient data into the machine
learning model,
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▪ receiving an output from the machine
learning model,
▪ determining a deviation between the out-
put and the information whether the refer-
ence patient suffers from cerebral venous
sinus thrombosis,
▪ reducing the deviation by modifying
parameters of the machine learning model,

(230) inputting the at least one CT image of the
patient into the trained machine learning model,

(240) receiving from the trained machine learning
model information to which class the patient was
assigned,

(250) outputting and/or storing the information to
which class the patient was assigned, and/or trans-
mitting the information towhich class the patient was
assigned to a separate computer system.

[0091] Fig. 3 shows schematically an embodiment of
the computer-implemented method for generating a tool
for determining the location of cerebral venous sinus
thrombosis in a patient suffering from CVST according
to the present disclosure in form of a flow chart.
[0092] The method (300) comprises the steps:

(310) providing training data, the training data com-
prising for each reference patient of a multitude of
reference patients (i) at least one CT image of the
brain of the reference patient, and (ii) an information
about the location of cerebral venous sinus throm-
bosis in the brain of the reference patient at the time
when the at least one CT image was obtained
(320) providing a machine learning model, wherein
the machine learning model is configured to

∘ receive the at least one CT image of the re-
ference patient,
∘ generate vision transformer attention maps
based on the at least one CT image of the
reference patient,
∘ generate convolutional neural network seg-
mentation masks based on the at least one
CT image of the reference patient,
∘ combine the vision transformer attentionmaps
and the convolutional neural network segmen-
tation masks into a combined (segmentation)
mask,
∘ determine a region in the brain of the reference
patient where cerebral venous sinus thrombosis
is located based on the combined (segmenta-
tion) mask,
∘ output information about the location of cere-
bral venous sinus thrombosis in the brain of the
reference patient,

(330) training the machine learning model with the
training data, wherein the training of the machine
learning model comprises the steps for each refer-
ence patient:

(331) inputting the at least one CT image of the
reference patient into the machine learning
model,
(332) receiving an output from the machine
learning model,
(333) determining a deviation between the out-
put and the information about the location of
cerebral venous sinus thrombosis in the brain
of the reference patient,
(334) reducing the deviation by modifying para-
meters of the machine learning model,

(340) outputting and/or storing the trained machine
learningmodel and/or transmitting the trainedmodel
to a separate computer system and/or using the
trainedmachine learningmodel to determine a loca-
tion of cerebral venous sinus thrombosis in a patient.

[0093] Fig. 4 shows schematically an embodiment of
the computer-implemented method for determining the
location of cerebral venous sinus thrombosis in a patient
suffering from CVSTaccording to the present disclosure
in form of a flow chart.
[0094] The method (400) comprises the steps:

(410) receiving patient data, the patient data com-
prising at least one CT image of the brain of the
patient,

(420) providing a trained machine learning model,
wherein themachine learningmodel is configured to

∘ receive theat least oneCT imageof thepatient,
∘ generate vision transformer attention maps
based on the at least one CT image of the
patient,
∘ generate convolutional neural network seg-
mentation masks based on the at least one
CT image of the patient,
∘ combine the vision transformer attentionmaps
and the convolutional neural network segmen-
tation masks into a combined (segmentation)
mask,
∘ detect a region in the brain of the patient where
cerebral venous sinus thrombosis is located,
∘ output information about the location of cere-
bral venous sinus thrombosis in the brain of the
patient,

wherein the trainedmachine learningmodel
was trained on training data, wherein the
training data included, for each reference
patient of a multitude of reference patients,
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(i) at least one CT image of the brain of the
reference patient, and (ii) an information
about the location of cerebral venous sinus
thrombosis in the brain of the reference
patient at the time when the at least one
CT image was obtained,

wherein the training included the following
steps for each reference patient:

▪ inputting theat least oneCTimageof
the reference patient into the machine
learning model,
▪ receiving an output from the ma-
chine learning model,
▪ determining a deviation between the
output and the information about the
location of cerebral venous sinus
thrombosis in the brain of the reference
patient,
▪ reducing the deviation by modifying
parameters of the machine learning
model,

(430) inputting the at least one CT image of the
patient into the trained machine learning model,

(440) receiving from the trained machine learning
model information about a location of cerebral ve-
nous sinus thrombosis in the brain of the patient,

(450) outputting the information about a location of
cerebral venous sinus thrombosis in the brain of the
patient, storing the information about a location of
cerebral venous sinus thrombosis in the brain of the
patient and/or transmitting the information about a
location of cerebral venous sinus thrombosis in the
brain of the patient to a separate computer system.

[0095] Fig. 5 shows schematically an embodiment of
the computer-implementedmethod for detecting the pre-
sence and determining the location of venous sinus
thrombosis in a patient wherein the processes for detect-
ing the presence and for determining the location of
venous sinus thrombosis in a patient are carried out in
parallel, i.e., simultaneously, in the form of a flow chart.
[0096] The method (500) comprises the steps:

(510) receiving patient data, the patient data com-
prising at least one CT image of the brain of the
patient,

(520) providing a trained machine learning model,
wherein themachine learningmodel is configured to

▪ receive the at least one CT image of the
patient,
▪ generate radiomics features based on the at

least one CT image of the patient,
▪ generate vision transformer features based
on the at least one CT image of the patient,
▪ generate convolutional neural network fea-
tures based on the at least one CT image of the
patient,
▪ fuse the radiomics features, the vision trans-
former features and the convolutional neural
network features into a joint feature vector,
▪ assign the patient to one of at least two
classes based on the joint feature vector, with
at least one class including patients who have
cerebral venous sinus thrombosis,
▪ output information to which class the patient
was assigned,
and wherein the machine learning model is also
configured to
▪ receive the at least one CT image of the
patient,
▪ generate vision transformer attention maps
based on the at least one CT image of the
patient,
▪ generate convolutional neural network seg-
mentation masks based on the at least one CT
image of the patient,
▪ combine the vision transformer attention
maps and the convolutional neural network seg-
mentation masks into a combined (segmenta-
tion) mask,
▪ detect a region in the brain of the patient
where cerebral venous sinus thrombosis is lo-
cated based on the combined (segmentation)
mask,
▪ output information about the location of cere-
bral venous sinus thrombosis in the brain of the
patient,

wherein the trainedmachine learningmodel
was trained on training data, wherein the
training data included, for each reference
patient of a multitude of reference patients,
(i) at least one CT image of the brain of the
reference patient, (ii) an information on
whether or not the reference patient had
cerebral venous sinus thrombosis at the
time when the at least one CT image was
obtained, and (iii) an information about the
location of cerebral venous sinus thrombo-
sis in the brain of the referencepatient at the
time when the at least one CT image was
obtained,

wherein the training included the following
steps for each reference patient:

▪ inputting theat least oneCTimageof
the reference patient into the machine
learning model,
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▪ receiving an output from the ma-
chine learning model, said output com-
prising informationas towhichclass the
reference patient was assigned and
about a location of cerebral venous
sinus thrombosis in the brain of the
reference patient,
▪ determining a deviation (i) between
the output and the information whether
the reference patient suffers from
thrombosis and (ii) between the output
and the information about the location
of cerebral venous sinus thrombosis in
the brain of the reference patient,
▪ reducing the deviation (i) between
the output and the information whether
the reference patient suffers from
thrombosis and/or (ii) between the out-
put and the information about the loca-
tion of cerebral venous sinus thrombo-
sis in the brain of the reference patient
by modifying parameters of the ma-
chine learning model,

(530) inputting the at least one CT image of the
patient into the trained machine learning model,

(540) receiving from the trained machine learning
model information to which class the patient was
assigned and information about a location of cere-
bral venous sinus thrombosis in the brain of the
reference patient,

(550) outputting the information to which class the
patient was assigned and/or about the location of
cerebral venous sinus thrombosis in the brain of the
patient, storing the information to which class the
patient was assigned and/or about the location of
cerebral venous sinus thrombosis in the brain of the
patient and/or transmitting the information to which
class the patient was assigned and/or about the
location of cerebral venous sinus thrombosis in the
brain of the patient to a separate computer system.

[0097] Fig. 6 shows schematically an embodiment of
the computer-implemented method for the generation of
synthetic venograms according to the present disclosure
in form of a flow chart.
[0098] The method (600) comprises the steps:

(610) receiving patient data, the patient data com-
prising at least oneCT image and/or at least oneMRI
image of the brain of the patient,
(620) providing a trained GAN-based prediction
model, wherein the predictionmodel is configured to

• receive the patient data,
• generate a synthetic venogram based on said

patient data,
• wherein the predictionmodel was trained on the

basis of training data, wherein the training data
included, for each reference patient of a multi-
tude of reference patients, (i) at least one CT
imageand/or at least oneMRI imageof the brain
of the reference patient, and (ii) at least one
venogram of the brain of the reference patient,

wherein the training included the following steps, for
each reference patient:

• inputting the at least one CT image and/or at
least oneMRI imageof thebrain of the reference
patient into the GAN-based prediction model,

• receiving a synthetic venogram generated from
the at least oneCT image and/or the at least one
MRI image of the brain of the reference patient,

(630) inputting the patient data into the prediction
model,
(640) receiving a synthetic venogram of the patient
from the prediction model,
(650) outputting the synthetic venogram of the pa-
tient, storing the synthetic venogram of the patient
and/or transmitting the synthetic venogram of the
patient to a separate computer system.

[0099] The operations in accordance with the teach-
ings herein may be performed by at least one computer
system specially constructed for the desired purposes or
general-purpose computer system specially configured
for thedesiredpurposebyat least one computer program
stored in a typically non-transitory computer readable
storage medium.
[0100] A "computer system" is a system for electronic
data processing that processes data by means of pro-
grammable calculation rules. Such a system usually
comprises a "computer", that unit which comprises a
processor for carrying out logical operations, and also
peripherals.
[0101] In computer technology, "peripherals" refer to
all devices which are connected to the computer and
serve for the control of the computer and/or as input and
output devices. Examples thereof are monitor (screen),
printer, scanner, mouse, keyboard, drives, camera, mi-
crophone, loudspeaker, etc. Internal ports andexpansion
cards are, too, considered to be peripherals in computer
technology.
[0102] Computer systems of today are frequently di-
vided into desktop PCs, portable PCs, laptops, note-
books, netbooks and tabletPCsand so-calledhandhelds
(e.g. smartphone); all these systems can be utilized for
carrying out the invention.
[0103] The term "non-transitory" is used herein to ex-
clude transitory, propagating signals or waves, but to
otherwise include any volatile or non-volatile computer
memory technology suitable to the application.
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[0104] The term "computer" should be broadly con-
strued to cover any kind of electronic device with data
processing capabilities, including, by way of non-limiting
example, personal computers, servers, embedded
cores, computing system, communication devices, pro-
cessors (e.g., digital signal processor (DSP)), microcon-
trollers, field programmable gate array (FPGA), applica-
tion specific integrated circuit (ASIC), etc.) and other
electronic computing devices.
[0105] The term"process"asusedabove is intended to
include any type of computation ormanipulation or trans-
formation of data represented as physical, e.g., electro-
nic, phenomena which may occur or reside e.g., within
registers and/or memories of at least one computer or
processor. The term processor includes a single proces-
sing unit or a plurality of distributed or remote such units.
[0106] Fig. 7 shows schematically a computer system
(1) according to some example computer-implemented
methods of the present disclosure in more detail.
[0107] Generally, a computer system of exemplary
implementations of the computer-implemented methods
of the present disclosure may be referred to as a com-
puter and may comprise, include, or be embodied in one
or more fixed or portable electronic devices. The com-
puter may include one or more of each of a number of
components such as, for example, a processing unit (20)
connected to a memory (50) (e.g., storage device).
[0108] The processing unit (20) may be composed of
one or more processors alone or in combination with one
or more memories. The processing unit (20) is generally
any piece of computer hardware that is capable of pro-
cessing informationsuchas, for example, data, computer
programs and/or other suitable electronic information.
The processing unit (20) is composed of a collection of
electronic circuits some of whichmay be packaged as an
integrated circuit or multiple interconnected integrated
circuits (an integrated circuit at times more commonly
referred to as a "chip"). The processing unit (20) may be
configured to execute computer programs,whichmaybe
stored onboard the processing unit (20) or otherwise
stored in the memory (50) of the same or another com-
puter.
[0109] The processing unit (20) may be a number of
processors, amulti-core processor or some other type of
processor, depending on the particular implementation.
For example, it may be a central processing unit (CPU), a
field programmable gate array (FPGA), a graphics pro-
cessing unit (GPU) and/or a tensor processing unit
(TPU). Further, the processing unit (20) may be imple-
mented using a number of heterogeneous processor
systems in which a main processor is present with one
or more secondary processors on a single chip. As an-
other illustrative example, the processing unit (20) may
be a symmetric multi-processor system containingmulti-
ple processors of the same type. In yet another example,
the processing unit (20) may be embodied as or other-
wise includeoneormoreASICs,FPGAsor the like. Thus,
although the processing unit (20) may be capable of

executing a computer program to perform one or more
functions, the processing unit (20) of various examples
may be capable of performing one or more functions
without the aid of a computer program. In either instance,
the processing unit (20) may be appropriately pro-
grammed to perform functions or operations according
to example implementations of the present disclosure.
[0110] The memory (50) is generally any piece of
computer hardware that is capable of storing information
such as, for example, data, computer programs (e.g.,
computer-readable program code (60)) and/or other sui-
table information either on a temporary basis and/or a
permanent basis. The memory (50) may include volatile
and/or non-volatile memory and may be fixed or remo-
vable. Examples of suitable memory include random
access memory (RAM), read-only memory (ROM), a
hard drive, a flash memory, a thumb drive, a removable
computer diskette, an optical disk, a magnetic tape or
some combination of the above. Optical disks may in-
clude compact disk - read only memory (CD-ROM),
compact disk - read/write (CD-R/W), DVD, Blu-ray disk
or the like. In various instances, the memory may be
referred to as a computer-readable storage medium or
datamemory. Thecomputer-readable storagemedium is
a non-transitory device capable of storing information
and is distinguishable from computer-readable transmis-
sion media such as electronic transitory signals capable
of carrying information from one location to another.
Computer-readable medium as described herein may
generally refer to a computer-readable storage medium
or computer-readable transmission medium.
[0111] In addition to the memory (50), the processing
unit (20)mayalsobeconnected to oneormore interfaces
for displaying, transmitting and/or receiving information.
The interfacesmay include one ormore communications
interfaces and/or one or more user interfaces. The com-
munications interface(s) may be configured to transmit
and/or receive information, such as to and/or from other
computer(s), network(s), database(s) or the like. The
communications interface may be configured to transmit
and/or receive information by physical (wired) and/or
wireless communications links. The communications in-
terface(s) may include interface(s) (41) to connect to a
network, such as using technologies such as cellular
telephone, Wi-Fi, satellite, cable, digital subscriber line
(DSL), fiber optics and the like. In some examples, the
communications interface(s) may include one or more
short-range communications interfaces (42) configured
to connect devices using short-range communications
technologies such as NFC, RFID, Bluetooth, Bluetooth
LE, ZigBee, infrared (e.g., IrDA) or the like.
[0112] The user interfaces may include a display (30).
The display (screen) may be configured to present or
otherwise display information to a user, suitable exam-
ples of which include a liquid crystal display (LCD), light-
emitting diode display (LED), plasma display panel
(PDP) or the like. The user input interface(s) (11) may
be wired or wireless and may be configured to receive
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information from a user into the computer system (1),
such as for processing, storage and/or display. Suitable
examples of user input interfaces include a microphone,
image or video capture device, keyboard or keypad,
joystick, touch-sensitive surface (separate from or inte-
grated into a touchscreen) or the like. In some examples,
the user interfaces may include automatic identification
and data capture (AIDC) technology (12) for machine-
readable information. This may include barcode, radio
frequency identification (RFID), magnetic stripes, optical
character recognition (OCR), integrated circuit card
(ICC), and the like. The user interfaces may further in-
clude one or more interfaces for communicating with
peripherals such as printers and the like.
[0113] As indicated above, program code instructions
(60) may be stored in memory (50) and executed by
processing unit (20) that is thereby programmed, to im-
plement functions of the systems, subsystems, tools and
their respective elements described herein. As will be
appreciated, any suitable program code instructions (60)
may be loaded onto a computer or other programmable
apparatus from a computer-readable storage medium to
produce a particular machine, such that the particular
machine becomes a means for implementing the func-
tions specified herein. These program code instructions
(60) may also be stored in a computer-readable storage
medium that can direct a computer, processing unit or
other programmable apparatus to function in a particular
manner to thereby generate a particular machine or
particular article of manufacture. The instructions stored
in the computer-readable storage medium may produce
an article of manufacture, where the article of manufac-
ture becomes a means for implementing functions de-
scribed herein. The program code instructions (60) may
be retrieved from a computer-readable storage medium
and loaded into a computer, processing unit or other
programmable apparatus to configure the computer,
processing unit or other programmable apparatus to
execute operations to be performed on or by the com-
puter, processing unit or other programmable apparatus.
[0114] Retrieval, loading and execution of the program
code instructions (60) may be performed sequentially
such that one instruction is retrieved, loaded and exe-
cuted at a time. In some example implementations, re-
trieval, loading and/or execution may be performed in
parallel such that multiple instructions are retrieved,
loaded, and/or executed together. Execution of the pro-
gram code instructions (60) may produce a computer-
implementedprocesssuch that the instructionsexecuted
by the computer, processing circuitry or other program-
mable apparatus provide operations for implementing
functions described herein.
[0115] Execution of instructions by processing unit, or
storage of instructions in a computer-readable storage
medium, supports combinations of operations for per-
forming the specified functions. In this manner, a com-
puter system (1) may include processing unit (20) and a
computer-readable storage medium or memory (50)

coupled to the processing circuitry, where the processing
circuitry is configured to execute computer-readable pro-
gram code instructions (60) stored in the memory (50). It
will also be understood that one or more functions, and
combinations of functions, may be implemented by spe-
cial purpose hardware-based computer systems and/or
processing circuitry which perform the specified func-
tions, or combinations of special purpose hardware
and program code instructions.
[0116] The computer system of the present disclosure
may be in the form of a laptop, notebook, netbook, and/or
tablet PC; itmay also be a component of anMRI scanner,
a CT scanner, or an ultrasound diagnostic machine.
[0117] In another aspect, the present disclosure pro-
vides a computer program product. Such a computer
program product comprises a non-volatile data carrier,
such as a CD, a DVD, a USB stick or other medium for
storing data. A computer program is stored on the data
carrier. The computer program can be loaded into a
workingmemory of a computer system (in particular, into
a working memory of a computer system of the present
disclosure), where it can cause the computer system to
perform any of the computer-implemented methods de-
scribed throughout the present disclosure, e.g., a com-
puter-implemented method for generating a tool for de-
tecting cerebral venous sinus thrombosis in a patient, a
computer-implemented method for detecting cerebral
venous sinus thrombosis in a patient, a computer-imple-
mented method for generating a tool for determining the
location of cerebral venous sinus thrombosis in a patient
suffering from CVST, a computer-implemented method
for determining the location of cerebral venous sinus
thrombosis in a patient suffering from CVST, a compu-
ter-implemented method for detecting the presence and
determining the location of venous sinus thrombosis in a
patient and/or a computer-implemented method for the
generation of synthetic venograms.
[0118] The computer program product may also be
marketed in combination with a contrast agent, prefer-
ably a contrast agent suitable for generating the at least
one CT image of the (reference) patient. Such a combi-
nation is also referred to as a kit. Such a kit includes the
contrast agent and the computer program product. It is
also possible that such a kit includes the contrast agent
and means for allowing a purchaser to obtain the com-
puter program, e.g., download it from an Internet site.
These means may include a link, i.e., an address of the
Internet site from which the computer program may be
obtained, e.g., fromwhich the computer programmay be
downloaded to a computer system connected to the
Internet. Such means may include a code (e.g., an al-
phanumeric string or a QR code, or a DataMatrix code or
a barcode or other optically and/or electronically read-
able code) by which the purchaser can access the com-
puter program.Such a link and/or codemay, for example,
be printed on a package of the contrast agent and/or
printed on a package insert for the contrast agent. A kit is
thus a combination product comprising a contrast agent
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andacomputer program (e.g., in the formof access to the
computer program or in the form of executable program
code on a data carrier) that is offered for sale together.

Claims

1. A computer-implemented method for detecting the
presence and/or determining the location of cerebral
venous sinus thrombosis (CVST) in a patient, the
method comprising the steps:

- receiving patient data, the patient data com-
prising at least one CT image of the brain of the
patient,
- providing a trained machine learning model,

∘ wherein for detecting the presence of
CVST in a patient the machine learning
model is configured to

▪ receive the at least one CT image of
the patient,
▪ generate radiomics features based
on the at least one CT image of the
patient,
▪generate vision transformer features
based on the at least one CT image of
the patient,
▪ generate convolutional neural net-
work features based on the at least one
CT image of the patient,
▪ fuse the radiomics features, the vi-
sion transformer features and the con-
volutional neural network features into
a joint feature vector,
▪ assign the patient to one of at least
two classes based on the joint feature
vector, with at least one class including
patients who have cerebral venous si-
nus thrombosis,
▪ output information towhich class the
patient was assigned,

∘ wherein for determining the location of
CVST in a patient the machine learning
model is also configured to

▪ receive the at least one CT image of
the patient,
▪ generate vision transformer atten-
tion maps based on the at least one CT
image of the patient,
▪ generate convolutional neural net-
work segmentation masks based on
the at least oneCT image of the patient,
▪ combine the vision transformer at-
tention maps and the convolutional

neural network segmentation masks
into a combined (segmentation) mask,
▪ detect a region in the brain of the
patient where cerebral venous sinus
thrombosis is located based on the
combined (segmentation) mask,
▪output informationabout the location
of cerebral venous sinus thrombosis in
the brain of the patient,

∘wherein the trainedmachine learningmod-
el was trained on training data, wherein the
training data included, for each reference
patient of a multitude of reference patients,
(i) at least one CT image of the brain of the
reference patient, (ii) an information on
whether or not the reference patient had
cerebral venous sinus thrombosis at the
time when the at least one CT image was
obtained, and (iii) an information about the
location of cerebral venous sinus thrombo-
sis in the brain of the referencepatient at the
time when the at least one CT image was
obtained,
∘wherein the training included the following
steps:
for each reference patient:

▪ inputting theat least oneCTimageof
the reference patient into the machine
learning model,
▪ receiving an output from the ma-
chine learning model, said output com-
prising informationas towhichclass the
reference patient was assigned and/or
about a location of cerebral venous
sinus thrombosis in the brain of the
reference patient,
▪ determining a deviation (i) between
the output and the information whether
the reference patient suffers from
thrombosis and (ii) between the output
and the information about the location
of cerebral venous sinus thrombosis in
the brain of the reference patient,
▪ reducing the deviation (i) between
the output and the information whether
the reference patient suffers from
thrombosis and/or (ii) between the out-
put and the information about the loca-
tion of cerebral venous sinus thrombo-
sis in the brain of the reference patient
by modifying parameters of the ma-
chine learning model,

- inputting the at least one CT image of the
patient into the trained machine learning model,
- receiving from the trained machine learning
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model information towhich class thepatientwas
assigned and/or information about a location of
cerebral venous sinus thrombosis in the brain of
the reference patient,
- outputting the information to which class the
patient was assigned and/or about the location
of cerebral venous sinus thrombosis in the brain
of the patient, storing the information to which
class the patient was assigned and/or about the
location of cerebral venous sinus thrombosis in
the brain of the patient and/or transmitting the
information to which class the patient was as-
signed and/or about the location of cerebral
venous sinus thrombosis in the brain of the
patient to a separate computer system.

2. The computer-implemented method according to
claim 1, wherein the method only comprises detect-
ing the presence of cerebral venous sinus thrombo-
sis (CVST) in a patient.

3. The computer-implemented method according to
claim 1, wherein the method only comprises deter-
mining the location of cerebral venous sinus throm-
bosis (CVST) in a patient.

4. The computer-implemented method according to
any of claims 1 or 2, wherein the patient and/or
training data comprises non-image clinical data of
the (reference) patient.

5. The computer-implemented method according to
claim 4, wherein the non-image clinical data of the
(reference) is in the form of a feature vector.

6. The computer-implemented method according to
any of claim 1 or 3, wherein the combined (segmen-
tation) mask is post-processed, preferably wherein
the combined (segmentation) mask is post-pro-
cessed by bounding box detection and/or segmen-
tation.

7. The computer-implemented method according to
any of claims 1 to 6, wherein the vision transformer
features and/or the vision transformer attention
maps are generated using DinoV2.

8. A computer-implementedmethod for the generation
of synthetic venograms, the method comprising the
steps:

• receiving patient data, the patient data com-
prising at least oneCT image and/or at least one
MRI image of the brain of the patient,
• providing a trained GAN-based prediction
model, wherein the prediction model is config-
ured to

∘ receive the patient data,
∘ generate a synthetic venogram based on
said patient data,
wherein thepredictionmodelwas trainedon
the basis of training data, wherein the train-
ingdata included, for each referencepatient
of a multitude of reference patients, (i) at
least one CT image and/or the at least one
MRI image of the brain of the reference
patient, and (ii) at least one venogram of
the brain of the reference patient,
wherein the training included the following
steps, for each reference patient:

∘ inputting the at least one CT image
and/or theat least oneMRI imageof the
brain of the reference patient into the
GAN-based prediction model,
∘ receiving a synthetic venogram gen-
erated from the at least one CT image
and/or theat least oneMRI imageof the
brain of the reference patient,

• inputting the patient data into the prediction
model,
• receiving a synthetic venogram from the pre-
diction model,

outputting the synthetic venogram, storing the syn-
thetic venogram and/or transmitting the synthetic
venogram to a separate computer system.

9. The computer-implemented method according to
any of claims 1 to 7, wherein the patient and/or
training data additionally comprises a synthetic ve-
nogramgenerated according to the computer-imple-
mented method of claim 8.

10. A computer system comprising (i) a processor; and
(ii) a memory storing an application program config-
ured to perform,when executed by the processor, an
operation, the operation comprising the computer-
implementedmethod according to any of claims 1 to
9.

11. Anon-transitory computer readable storagemedium
having stored thereon software instructions that,
when executed by a processor of a computer sys-
tem, cause the computer system to execute the
computer-implemented method according to any
of claims 1 to 9.
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