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method based on an on-board voice AI. The method
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song and the singing voice data of the on-board voice AI
at the same time; and collecting and broadcasting an
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Description

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims a priority of the Chinese
patent application No. 202211335986.9 filed on October
28, 2022, the entire content of which is incorporated
herein by reference.

TECHNICAL FIELD

[0002] The present invention belongs to a field of in-
telligent voice technology, and in particular relates to a
voice data processing method and related device based
on an on-board voice AI.

BACKGROUND

[0003] With the improvement of people’s living stan-
dards and the yearning for a better life, the demand for
self-driving entertainment is increasing each day. Cur-
rently, inside a vehicle, most on-board cockpits are
equipped with a mature karaoke software. A user can
use the karaoke software to sing by himself or with other
users through a microphone. This type of karaoke soft-
ware can process and mix a voice from the user to
generate a human voice with a reverberation effect,
and then mix the human voice with a song accompani-
ment to produce a sound of singing. However, the user
cannot use this type of karaoke software to chorus or duet
with an AI assistant. The user can only shift into an
original vocal to sing, that is, the user cannot chorus
his favorite songs with the AI assistant at the same time.
In terms of singing entertainment, an interactivity with the
AI assistant is relatively low, resulting in a low competi-
tiveness of intelligent cockpit products equipped with this
type of karaoke software.

SUMMARY

[0004] In view of the above problems, the present
invention proposes a voice data processing method
and related device based on an on-board voice AI, which
improves an interactivity between users and AI assis-
tants as well as an entertainment and a product competi-
tiveness of an in-vehicle intelligent cockpit.
[0005] According to a first aspect of the present inven-
tion, a voice data processing method based on an on-
board voice AI is provided. The method includes: acquir-
ing an audio feature and a lyrics feature of a target song;
generating a singing voice data of the on-board voice AI
for the target song based on the audio feature and the
lyrics feature; broadcasting the target song and the sing-
ing voice data of the on-board voice AI at the same time;
and collecting and broadcasting an audio data of a target
user in real time.
[0006] According to a second aspect of the present
invention, a voice data processing apparatus based on

an on-board voice AI is provided, including: an acquisi-
tion unit, configured to acquire an audio feature and a
lyrics feature of a target song; a generation unit, config-
ured to generate a singing voice data of an on-board
voice AI for the target song based on the audio feature
and the lyrics feature; a loudspeaking unit, configured to
broadcast the target song and the singing voice data of
the on-board voice AI at the same time; and a collection
and broadcasting unit, configured to collect and broad-
cast an audio data of a target user in real time.
[0007] According to a third aspect of the present in-
vention, a computer-readable storage medium is pro-
vided. The computer-readable storage medium includes
a stored program, which when executed by a processor
causes the processor to implement the above voice data
processing method based on the on-board voice AI.
[0008] According to a fourth aspect of the present
invention, an electronic device is provided, including at
least one processor and at least one memory connected
to the processor; the processor is configured to call
program instructions in the memory and execute the
above voice data processing method based on the on-
board voice AI.
[0009] The above description is only an overview of
technical solutions of the present invention. In order to
make technical means of the present invention under-
stood more clearly to be implemented according to the
content of the description, and in order to make the above
and other objects, features and advantages of the pre-
sent invention more obvious and understandable, the
embodiments of the present invention are specifically
listed below.

BRIEF DESCRIPTION OF DRAWINGS

[0010] Various other advantages and benefits will be-
come apparent to those skilled in the art upon reading the
following detailed description of the embodiments. The
accompanying drawings are only used to illustrate some
embodiments of the present invention and are not con-
sidered to be limitations of the present invention.
Throughout the accompanying drawings, the same re-
ference characters are used to represent the same com-
ponents. In the accompanying drawings:

FIG. 1 shows a schematic flow chart of a voice data
processing method based on an on-board voice AI
according to some embodiments of the present in-
vention;
FIG. 2 shows a structural block diagram of a voice
data processing apparatus based on an on-board
voice AI according to some embodiments of the
present invention; and
FIG. 3 shows a structural block diagram of an elec-
tronic device according to some embodiments of the
present invention.
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DESCRIPTION OF EMBODIMENTS

[0011] Exemplary embodiments of the present inven-
tion will be described in more detail below with reference
to the accompanying drawings. Although exemplary em-
bodiments of the present invention are shown in the
accompanying drawings, it should be understood that
the present invention may be implemented in various
forms and should not be limited to the embodiments
set forth herein. Rather, these embodiments are provided
to enable a thorough understanding of the present in-
vention, and to fully convey a scope of the present
invention to those skilled in the art.
[0012] At present, a user cannot use a karaoke soft-
ware to chorus or duet with an AI assistant, and the users
can only shift into an original vocal for chorusing, that is,
the user cannot chorus favorite songs with the AI assis-
tant at the same time, and in terms of singing entertain-
ment, an interactivity with the AI assistant is relatively low,
resulting in a low competitiveness of intelligent cockpit
products equipped with this type of karaoke software. For
this reason, embodiments of the present invention pro-
vide a voice data processing method based on an on-
board voice AI. As shown in FIG. 1, the method may
include step S101 to step S104.
[0013] In step S101, an audio feature and a lyrics
feature of a target song are acquired.
[0014] In some embodiments, the above practical ap-
plication scenario may be that when a vehicle is in a
startup state, the user first selects a chorus mode by
operating a karaoke application installed in an In-Vehicle
Infotainment of the vehicle. There are a plurality of songs
in the chorus mode that have been classified and the
chorus mode may be a duet mode or a sing-along mode.
Then the user selects the song to be chorused.
[0015] It can be understood that the target song may be
a song for chorusing selected by the user, and the In-
Vehicle Infotainment can acquire the audio feature and
the lyrics feature of a selected song for chorusing. The
audio feature may be a phoneme information, an intona-
tion information, a prosodic boundary text information, a
note information, a beat information, a slur and score
information and so on of the selected song for chorusing.
The lyrics feature may be a lyric information stored in a
text data corresponding to the selected song for chorus-
ing, or may be the lyric information obtained by analyzing
the audio data corresponding to the selected song for
chorusing.
[0016] In step S102, a singing voice data of the on-
board voice AI for the target song is generated based on
the audio feature and the lyrics feature.
[0017] It can be understood that the AI assistant is an
on-board voice AI application configured in the In-vehicle
infotainment. During an implementation procedure, the
singing voice data of the on-board voice AI for the target
song can be generated based on the audio feature, the
lyrics feature and the on-board voice AI application, for
example the singing voice data of the on-board voice AI is

generated based on the audio feature, the lyrics feature,
and a synthesis solution model of an AI singing voice
configured in the AI assistant.
[0018] It should be noted that the AI assistant can
generate the singing voice data of the on-board voice
AI for the target song by the synthesis solution model of
the AI singing voice configured with a deep learning
neural network algorithm, according to the phoneme
information, the intonation information, the prosodic
boundary text information, the note information, the beat
information, the slur and score information and the lyrics
information of the target song acquired in step S101. In
some embodiments, this synthesis solution model of the
AI singing voice is configured after a model-training by
using massive data.
[0019] Taking that the choral song selected by the user
in the In-Vehicle Infotainment is "Good Luck Comes" as
an example, the AI assistant can generate the singing
voice data of the on-board voice AI for the song "Good
Luck Comes", based on the lyrics information of the song
"Good Luck Comes"; the phoneme information, the in-
tonation information, and the prosodic boundary text
information which correspond to the text in the lyrics
information; the note information, the beat information,
the slur and score information of an accompaniment
audio of the song "Good Luck Comes"; and the synthesis
solution model of the AI singing voice.
[0020] It should be understood that a phoneme is a
smallest phonetic unit divided according to natural prop-
erties of a voice. If an analysis is based on pronunciation
actions in a syllable, one pronunciation action constitutes
one phoneme. The phonemes are divided into two cate-
gories: vowels and consonants. For example, Chinese

syllable (a) has only one phoneme; Chinese syllable

(ài) has two phonemes; and Chinese syllable
(dài) has three phonemes.
[0021] An intonation refers to changes of tones of a
language, and is high or low of a sound that is inherent in
Chinese syllables and has different meanings. A pitch of
the intonation is relative, not absolute. The changes in
intonation are in a sliding motion rather than in a jumping
movement from one scale to another. A five-level tone
mark is usually used to present whether the intonation is
high or low.
[0022] Prosodic boundaries play an important role on
two indexes: a naturalness and accuracy of a language
expression. In people’s communication, pauses among
sentences are the prosodic boundaries.
[0023] In step S103, the target song and the singing
voice data of the on-board voice AI are broadcasted at the
same time.
[0024] In some embodiments, the selected target song
and the singing voice data of the on-board voice AI can be
processed in terms of audio based on the karaoke ap-
plication in the In-vehicle infotainment, and then output
through a loudspeaker device in the In-vehicle infotain-
ment. During an implementation procedure, an output of
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the target song with the original vocal or the output of the
target song with only an accompaniment can be achieved
correspondingly by a way of turning on or turning off the
original vocal.
[0025] By broadcasting the singing voice data of the
on-board voice AI and the target song with the original
vocal at the same time, or broadcasting the singing voice
data of the on-board voice AIand the target song with only
the accompaniment at the same time, a good foundation
can be laid for the chorus of subsequent users, so that an
overall audio output experience can be made better. In
addition, by a way of freely turning on the original vocal,
three kinds of sound rays can be chorused at the same
time when the user subsequently inputs a voice source,
thereby enhancing a richness of a singing way.
[0026] In step S104, an audio data of the target user is
collected and broadcasted in real time.
[0027] It should be noted that the In-Vehicle Infotain-
ment can have an external or built-in sound source
collection device. While the target song, and the singing
voice data of the on-board voice AI are broadcasted, a
sound information input by the user currently using the
karaoke application through the sound source collection
device is collected in real time, and the sound information
is used as the audio data of the target user and broad-
casted through the loudspeaker device. Of course, the
sound information collected can also be processed
through an echo cancellation technology, to obtain the
audio data of the target user, followed by outputting the
audio data through the loudspeaker device.
[0028] In some embodiments, when the user uses a
karaoke application, an external microphone may be
connected to a USB interface of the In-Vehicle Infotain-
ment. After the user selects a song corresponding to his
preferred chorus mode, the user can sing at a reasonable
angle and within a reasonable collection range of a sound
source, to input the sound source from a human voice. At
this time, a loudspeaker of the In-Vehicle Infotainment
may broadcast the song accompaniment and the singing
voice data of the on-board voice AI in step S103. The In-
Vehicle Infotainment filters a voice source output by the
speakers by using the echo cancellation technology, and
conduct a secondary output with low-latency of the sound
source from the human voice input by the user and the
filtered voice source.
[0029] It can be understood that an echo cancellation is
a processing method that prevents, by eliminating or
removing an audio signal from a far-end sound picked
up by a local microphone, the far-end sound from return-
ing back. This kind of removing of the audio signal is done
through digital signal processing. A basic principle of the
echo cancellation is to establish a voice model of a far-
end signal based on a correlation between a loudspeaker
signal and a multi-path echo generated by the loudspea-
ker signal, and use the voice model to estimate the echo,
and continuously modify a coefficient of a filter to make an
estimated value closer to a real echo. Then, the esti-
mated value of the echo is subtracted from an input signal

of the microphone, thereby achieving a purpose of elim-
inating the echo.
[0030] The above solution can solve the current pro-
blem that, inside the vehicle, the user can, based on a
mature karaoke software that has been configured in
most on-board cockpits, sing by himself or sing with other
users through the microphone. This type of application
software can process and mix a voice of the user to
generate a human voice with a reverberation effect,
and then mix the human voice with the song accompani-
ment to produce a sound of singing. However, the user
cannot use this type of application software to chorus or
duet with an AI assistant. The user can only shift into an
original vocal for chorusing, that is, the user cannot
chorus his favorite songs with the AI assistant at the
same time. In terms of singing entertainment, an inter-
activity with the AI assistant is relatively low, resulting in a
problem of low competitiveness of the intelligent cockpit
products. According to the above method of the present
invention, the user can select a song to be chorused by
selecting the chorus mode on the karaoke application.
The In-Vehicle Infotainment can extract the audio feature
and the lyrics feature of the target song selected by the
user, generate the singing voice data of the on-board
voice AI for the target song, broadcast the target song
and the singing voice data of the on-board voice AI, and
collect the audio data of the target user in real time, and
finally mix and broadcast the above three types of audio,
and therefore an effect of improving the interactivity
between the user and the AI assistant as well as the
entertainment and product competitiveness of the in-
vehicle intelligent cockpit can be achieved.
[0031] In some embodiments, when the above method
is executed, the step S101: acquiring an audio feature
and a lyrics feature of a target song, may include a step
S201-A or a step S201-B.
[0032] In the step S201-A, the audio feature and the
lyrics feature of the target song are acquired based on the
karaoke application.
[0033] It should be noted that the audio feature and the
lyrics feature of the target song mentioned in the step
S101 can be obtained through direct analysis by the
karaoke application. In some embodiments, the karaoke
application can directly call an internally cached or down-
loaded karaoke audio file of the target song and analyze
the karaoke audio file, to obtain the audio feature and the
lyrics feature of the above audio file.
[0034] In the step S201-B, the audio data of the target
song is acquired based on the karaoke application; and
the audio feature and the lyrics feature of the target song
are determined based on the on-board voice AI applica-
tion and the audio data of the target song.
[0035] It should be noted that a difference between the
step S201-B and the step S201-Ais that in the step S201-
B, the internally cached or downloaded karaoke audio file
of the target song is transmitted to the on-board voice AI
application firstly based on the karaoke application, and
then the on-board voice AI application (i.e., the AI assis-
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tant) analyzes the above-mentioned karaoke audio file to
obtain the audio feature and the lyrics feature of the target
song.
[0036] The above embodiment designs two ways to
analyze the karaoke audio file. During an implementation
procedure, it can be decided according to a busy status of
a process whether the karaoke audio file of the target
song is parsed by the karaoke application or the on-board
voice AI application. The resultant In-vehicle infotain-
ment is more smoother during use.
[0037] It can be understood that the above methods
are divided into two types, A and B. When any one of the
two types of methods is executed, a purpose of acquiring
a song audio feature and the lyrics feature of the target
song can be achieved.
[0038] In some embodiments, the above method,
when executed, may also include a step S301 that: a
sound ray of the AI singing voice of the singing voice data
of the on-board voice AI is the same as a sound ray of a
voice currently set by the on-board voice AI application.
[0039] It should be noted that the sound ray of the on-
board voice AI application configured by the In-vehicle
infotainment varies, and can be male voices, female
voices, dialects and so on. The dialects may be Canto-
nese, Szechwan dialect, Northeastern dialect and so on.
In daily use, the users are often familiar with sounds of the
on-board voice AI applications they set, and feel a familiar
sense of companionship. The In-Vehicle Infotainment
can synchronize, by synchronizing the features of sound
rays, the sound ray of the AI singing voice of the singing
voice data of the on-board voice AI with the sound ray of
the voice currently set by the on-board voice AI applica-
tion into a same sound ray, such that an experience of
chorusing with the voice that accompanies the user every
day can be brought to the user; a distance between the
on-board voice AI and the user can be shorten; the AI
singing voice is no longer a cold companion for the user;
and a coordination of an overall chorus is added. Thus a
singing experience of the user is improved, and at the
same time an overall in-vehicle atmosphere of singing
entertainment can be avoided from being disrupted due
to a presence of two different sound rays when the In-
Vehicle Infotainment outputs certain prompt tones.
[0040] In some embodiments, the sound ray set by the
on-board voice AI application can be set as a gentle
female voice, and the sound ray of the above-mentioned
AI singing voice can be set to be synchronized to the
sound ray of the voice currently set by the on-board voice
AI application. After completion of setting, the singing
voice data of the on-board voice AI broadcasted by the
loudspeaker according to the sound ray feature of the AI
singing voice is based on an audio of the sound ray of the
gentle female voice.
[0041] In some embodiments, the above method,
when executed, may also include a step S401 to step
S402.
[0042] In the step S401, a singing preference of the
target user is determined based on a historical karaoke

data of the target user.
[0043] It should be noted that during each singing
procedure of the user, the In-vehicle infotainment records
a singing habit and emotional ups and downs of the user
according to the voice source input by the user through
the sound source collection device, and analyzes them
by the synthesis solution model of the AI singing voice
configured with the deep learning neural network algo-
rithm, to obtain the singing preference of the user, and
save this singing preference in the database. The singing
preferences can be personalized and classified for sto-
rage by setting different storage names.
[0044] For example, the users are driver A, passenger
B and baby C. The In-vehicle infotainment can remind the
user whether to perform a classified storage. After the
classified storage is executed, the karaoke application is
launched again, and when the user choruses with the AI
assistant through the karaoke application, the In-vehicle
infotainment can automatically match the sound ray fea-
ture of the user with stored singing preferences to en-
hance the singing experience.
[0045] In the step S402, the singing voice data of the
on-board voice AI is adjusted according to the singing
preference.
[0046] It should be noted that the In-Vehicle Infotain-
ment adapts to the singing preference of the user during a
chorus procedure according to the singing preference
determined in the step S401, thereby making the entire
chorus more harmonious and melodious. The above-
mentioned singing preference may be an emotional ex-
pression of the singing of the user, which may be high-
pitched, excited, disappointed, sad and so on, and the
emotional expression and a volume for an AI singing
voice of the singing voice data of the on-board voice AI
are adaptively adjusted according to the above-men-
tioned singing preferences.
[0047] In some embodiments, in the historical karaoke
data of a user A recorded in a database, there are mostly
sad songs, and singing preferences are mostly low voice
volume and moderate intonation. When the user A uses
the karaoke application to select the chorus mode to
chorus a song "Coral Sea" with the AI assistant, the AI
assistant adapts to the singing preferences of the user A
and adjusts parameters such as the intonation and the
prosodic boundaries and so on to be similar to that of the
user A, so as to better complete a collaborative singing of
the song.
[0048] In some embodiments, when the above method
is executed, the step S102: generating a singing voice
data of the on-board voice AI for the target song based on
the audio feature and the lyrics feature, may include a
step S501: transmitting the singing voice data of the on-
board voice AI to the Karaoke application based on an
Android interface definition language AIDL.
[0049] It can be understood that according to the step
S102, after the AI assistant, according to the audio fea-
ture and the lyrics feature, generates the singing voice
data of the on-board voice AI for the target song through
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the synthesis solution model of the AI singing voice
configured with the deep learning neural network algo-
rithm, the above-mentioned singing voice data of the on-
board voice AI needs to be transmitted to the karaoke
application and then can be mixed with the target song for
broadcasting. The karaoke application and the AI assis-
tant belong to two independent process programs in the
In-Vehicle Infotainment, respectively, so the singing
voice data of the on-board voice AI needs to be trans-
mitted across processes.
[0050] The Android Interface Definition Language
(AIDL) is an interface definition language compiled based
on Android. Because in Android, different applications
respectively run in independent processes, and one ap-
plication cannot access memory spaces of another ap-
plication. In order to achieve an inter-process commu-
nication, a standard (Peripheral Component Intercon-
nect, PCI) mechanism that defines a local bus is used.
Android supports the PCI mechanism, but a serialized
data that Android can read is required and AIDL is used to
describe the above data.
[0051] In some embodiments, the above method,
when executed, may also include a step S601: adjusting
the sound ray of the voice currently set by the on-board
voice AI application based on a sound ray preference of
the target user.
[0052] It should be noted that different users probably
have different preferences for the sound ray of the voice
set by the on-board voice AI application. As can be seen
from the step S301, the sound ray of the AI singing voice
of the singing voice data of the on-board voice AI can be
changed with the sound ray of the voice currently set by
the on-board voice AI application. Thus a setting of the
sound ray of the on-board voice AI application can be
adjusted according to the sound ray preference set by the
user, to synchronize the sound ray of the AI singing voice
to a preferred sound ray of the user. The sound ray may
be a gentle female voice, a deep male voice and so on.
[0053] In some embodiments, during a procedure that
the user A choruses by using the karaoke application, the
In-Vehicle Infotainment will identify the user A as a male
voice or female voice, and adaptively switch a gender
sound ray feature of the AI singing voice. If the sound ray
of the AI singing voice has been preset to be the same as
the sound ray of the voice currently set by the on-board
voice AI application, but the sound ray of the voice
currently set by the on-board voice AI application is
different from the gender sound ray feature of the AI
singing voice adaptively switched, at this time a priority
of this step is higher than that of the step S301 by default,
and the sound ray of the voice currently set by the on-
board voice AI application is overwritten by the gender
sound ray feature of the AI singing voice adaptively
switched, to achieve a purpose of improving a chorus
experience.
[0054] In some embodiments, the above method,
when executed, may also include a step S701: adaptively
adjusting an environmental atmosphere inside the vehi-

cle based on the sound ray of the AI singing voice of the
singing voice data of the on-board voice AI and/or the
audio feature of the target song.
[0055] It should be noted that a lighting and shading
device in the vehicle can be adaptively adjusted accord-
ing to the sound ray of the AI singing voice and/or the
audio feature of the target song, to better integrate a
scene in the vehicle with an atmosphere of the selected
target song, so that the in-vehicle intelligent cockpit is no
longer just a carrier of a song for chorusing, but a part of
an overall singing atmosphere.
[0056] For example, when the user selects the song
"Hair is Like Snow" through the karaoke application to
chorus with the AI assistant, the In-Vehicle Infotainment
controls a sunshade device to automatically close win-
dows of the vehicle, adaptively adjusts a grayscale of
glasses of the vehicle, reduces a light transmittance and
a saturability of the glasses of the vehicle, adjusts con-
comitantly an ambient light in the vehicle to ice blue to
simulate a snowy atmosphere scene, and adjusts para-
meters of a low-frequency, a mid-frequency, and a high-
frequency of the loudspeaker device, so as to achieve a
good singing environment.
[0057] It should be noted that, as an implementation of
the method shown in the above-mentioned FIG. 1 and
several related embodiments, the embodiments of the
present invention also provide a voice data processing
apparatus based on an on-board voice AI for implement-
ing the method shown by the above-mentioned FIG. 1
and several embodiments. This device embodiment cor-
responds to the foregoing method embodiment, and can
correspondingly implement all contents in the foregoing
method embodiment. As shown in FIG. 2, the device may
include: an acquisition unit 21, configured to acquire an
audio feature and a lyrics feature of a target song; a
generation unit 22, configured to generate a singing voice
data of an on-board voice AI for the target song based on
the audio feature and the lyrics feature; a loudspeaking
unit 23, configured to broadcast the target song and the
singing voice data of the on-board voice AI at the same
time; a collection and broadcasting unit 24, configured to
collect and broadcast an audio data of a target user in real
time.
[0058] In some embodiments, the acquisition unit 21 is
also configured to: acquire an audio feature and the lyrics
feature of the target song based on the karaoke applica-
tion; or acquire an audio data of the target song based on
the karaoke application; determining the audio feature
and the lyrics feature of the target song based on the on-
board voice AI application and the audio data of the target
song.
[0059] In some embodiments, a sound ray of the AI
singing voice of the singing voice data of the on-board
voice AI is the same as a sound ray of a voice currently set
by the on-board voice AI application.
[0060] In some embodiments, the device may further
include a sound ray adjustment unit (not shown), config-
ured to adjust the sound ray of the voice currently set by
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the on-board voice AI application based on a sound ray
preference of the target user.
[0061] In some embodiments, the generation unit 22 is
also configured to: determine a singing preference of the
target user based on a historical karaoke data of the
target user; and adjust the singing voice data of the
on-board voice AI according to the singing preference.
[0062] In some embodiments, this device may also
include a transmission unit (not shown), configured to
transmit the singing voice data of the on-board voice AI to
the karaoke application based on an Android interface
definition language AIDL.
[0063] In some embodiments, this device may also
include an atmosphere adjustment unit (not shown),
configured to adaptively adjust an environmental atmo-
sphere inside the vehicle based on the sound ray of the AI
singing voice of the singing voice data of the on-board
voice AI and/or the audio feature of the target song.
[0064] By means of the above technical solution, the
present invention provides a voice data processing meth-
od based on an on-board voice AI, thereby solving a
problem of a mature karaoke software currently config-
ured in most on-board cockpits inside the vehicle that: a
human voice of a user can be processed and mixed
through a microphone to generate the human voice with
a reverberation effect and then the human voice is mixed
with a song accompaniment to produce a sound of sing-
ing, but the user cannot use this type of application soft-
ware to chorus or duet with an AI assistant; but the user
cannot chorus or duet with an AI assistant, and the user
can only shift into an original vocal for chorusing, that is,
the user cannot chorus his favorite songs with the AI
assistant at the same time. Therefore in terms of singing
entertainment, an interactivity with the AI assistant is
relatively low, resulting in a problem of low competitive-
ness of the intelligent cockpit products. The present
invention, by extracting the audio feature and the lyrics
feature of the target song selected by the user, can
generate the singing voice data of the on-board voice
AI for the target song, broadcast the target song and the
singing voice data of the on-board voice AI, and collect
the audio data of the target user in real time, and finally
mix and broadcast the above three types of audio, and
therefore an effect of improving the interactivity between
the user and the AI assistant as well as the entertainment
and product competitiveness of the in-vehicle intelligent
cockpit can be achieved.
[0065] A processor contains a core, which retrieves a
corresponding program unit from a memory. One or more
cores can be set. By adjusting core parameters, a voice
data processing method based on an on-board voice AI
can be implemented to solve the problem in the existing
technology that the user cannot chorus or duet with the AI
assistant, and the user can only shift into an original vocal
for chorusing, that is, the user cannot chorus his favorite
songs with the AI assistant at the same time; in terms of
singing entertainment, an interactivity with the AI assis-
tant is relatively low,

[0066] Embodiments of the present invention provide a
storage medium on which a program is stored, and the
program, when executed by the processor, implements
the voice data processing method based on the on-board
voice AI.
[0067] Embodiments of the present invention provide a
processor, the processor is configured to run a program,
and the program, when running, executes the voice data
processing method based on the on-board voice AI.
[0068] The embodiment of the present invention pro-
vides an electronic device 30. As shown in FIG. 3, the
electronic device includes at least one processor 31, and
at least one memory 32 and bus 33 connected to the
processor; in which a mutual communication of the pro-
cessor 31 and the memory 32 is achieved through the bus
33; the processor 31 is configured to call program in-
structions in the memory to execute the above-men-
tioned voice data processing method based on the on-
board voice AI.
[0069] The electronic device in the present invention
may be a server, PC, PAD, mobile phone and so on.
[0070] The present invention also provides a computer
program product, which, when executed on a data pro-
cessing device, is adapted to execute a program initia-
lized with the following steps of method: acquiring an
audio feature and a lyrics feature of a target song; and
generating a singing voice data of the on-board voice AI
for the target song based on the audio feature and the
lyrics feature; broadcasting the target song and the sing-
ing voice data of the on-board voice AI at the same time;
and collecting and broadcasting an audio data of a target
user in real time.
[0071] In some embodiments, acquiring the audio fea-
ture and the lyrics feature of the target song includes:
acquiring a song audio feature and the lyrics feature of
the target song based on the karaoke application; or
acquiring the audio data of the target song based on
the karaoke application; determining the audio feature
and the lyrics feature of the target song based on the on-
board voice AI application and the audio data of the target
song.
[0072] In some embodiments, the above method
further includes: a sound ray of the AI singing voice of
the singing voice data of the on-board voice AI is the
same as a sound ray of a voice currently set by the on-
board voice AI application.
[0073] In some embodiments, the above method
further includes: determining a singing preference of
the target user based on a historical karaoke data of
the target user; and adjusting the singing voice data of
the on-board voice AI according to the singing prefer-
ence.
[0074] In some embodiments, the above method
further includes: the singing voice data of the on-board
voice AI is transmitted to the Karaoke application based
on an Android interface definition language AIDL.
[0075] In some embodiments, the above method
further includes: the sound ray of the voice currently

5

10

15

20

25

30

35

40

45

50

55



8

13 EP 4 579 653 A1 14

set by the on-board voice AI application is adjusted based
on a sound ray preference of the target user.
[0076] In some embodiments, the above method
further includes: an environmental atmosphere inside
the vehicle is adaptively adjusted based on the sound
ray feature of the AIsinging voice of the singing voice data
of the on-board voice AI and/or the song audio feature of
the target song.
[0077] By means of the above technical solution, the
present invention provides a voice data processing meth-
od based on an on-board voice AI, thereby solving a
problem of a mature karaoke software currently config-
ured in most on-board cockpits inside the vehicle that: a
human voice of a user can be processed and mixed
through a microphone to generate the human voice with
a reverberation effect and then the human voice is mixed
with a song accompaniment to produce a sound of sing-
ing, but the user cannot use this type of application soft-
ware to chorus or duet with an AI assistant; but the user
cannot chorus or duet with an AI assistant, and the user
can only shift into an original vocal for chorusing, that is,
the user cannot chorus his favorite songs with the AI
assistant at the same time. and therefore in terms of
singing entertainment, an interactivity with the AI assis-
tant is relatively low, resulting in a problem of low com-
petitiveness of the intelligent cockpit products. The pre-
sent invention, by extracting the audio feature and the
lyrics feature of the target song selected by the user, can
generate the singing voice data of the on-board voice AI
for the target song, broadcast the target song and the
singing voice data of the on-board voice AI, and collect
the audio data of the target user in real time, and finally
mix and broadcast the above three types of audio, and
therefore an effect of improving the interactivity between
the user and the AI assistant as well as the entertainment
and product competitiveness of the in-vehicle intelligent
cockpit can be achieved.
[0078] The present disclosure is described with refer-
ence to flowcharts and/or block diagrams of methods,
devices ( systems), and computer program products
according to embodiments of the disclosure. It will be
understood that each process and/or block in the flow-
charts and/or block diagrams, and combinations of pro-
cesses and/or blocks in the flowchart and/or block dia-
grams, can be implemented by computer program in-
structions. These computer program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, embedded computer, or other
programmable data processing apparatus to produce a
device, such that the device produced by the instructions
executed by a processor of the computer or other pro-
grammable data processing apparatus can implement
the functions specified in a process or processes in the
flowcharts and/or in a block or blocks in the block dia-
grams.
[0079] In a typical configuration, a device includes one
or more processors (CPUs), memory, and buses. The
devices may also include input/output interfaces, net-

work interfaces and so on.
[0080] The memory may include a non-permanent
memory in computer-readable media, a random access
memory (RAM) and/or a non-volatile memory, such as a
read-only memory (ROM) or a flash memory (flash RAM).
The memory includes at least one storage chip. The
memory is an example of a computer-readable medium.
[0081] The computer-readable media includes both
persistent and non-volatile, removable and non-remova-
ble media that can be implemented by any method or
technology for storage of information. The information
may be computer-readable instructions, data structures,
modules of programs, or other data. Examples of a
computer storage media include but are not limited to
phase change memory (PRAM), static random access
memory (SRAM), dynamic random access memory
(DRAM), other types of random access memory
(RAM), read-only memory. (ROM), electrically erasable
programmable read-only memory (EEPROM), flash
memory or other memory technology, compact disc
and read-only memory (CD-ROM), digital versatile disc
(DVD) or other optical storage, magnetic tape cassette,
tape magnetic disk storage or other magnetic storage
devices or any other non-transmission medium which
can be used to store information that can be accessed by
a computing device. As defined in the present invention,
the computer-readable media does not include a com-
puter readable transitory media, such as modulated data
signals and carrier waves.
[0082] It should also be noted that the terms "com-
prise", "include" or any other variation thereof are in-
tended to cover a non-exclusive inclusion, such that a
procedure, method, article, or device that includes a
series of elements not only includes those elements,
but also includes other elements not expressly listed or
elements are inherent to the procedure, method, article
or device. Without further limitation, an element qualified
by a statement "comprises a ..." does not exclude a
presence of additional identical elements in the proce-
dure, method, article, or device that includes the element.
[0083] Those skilled in the art will appreciate that em-
bodiments of the present invention may be provided as
methods, systems, or computer program products. Ac-
cordingly, the present invention may take the form of an
entirely hardware embodiment, an entirely software em-
bodiment, or an embodiment that combines software and
hardware aspects. Furthermore, the present invention
may take the form of a computer program product em-
bodied on one or more computer-usable storage media
(including, but not limited to, disk storage, CD-ROM,
optical storage, etc.) having a computer-usable program
code embodied therein.
[0084] The above are only embodiments of the present
invention and are not intended to limit the present inven-
tion. Various modifications and variations may occur to
the present invention for those skilled in the art. Any
modifications, equivalent substitutions, improvements
and so on made within a spirit and principle of the present
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invention shall be included in the scope sought for by the
present invention.

Claims

1. A voice data processing method based on an on-
board voice AI, characterized by comprising:

acquiring an audio feature and a lyrics feature of
a target song;
generating a singing voice data of the on-board
voice AI for the target song based on the audio
feature and the lyrics feature;
broadcasting the target song and the singing
voice data of the on-board voice AI at the same
time; and
collecting and broadcasting an audio data of a
target user in real time.

2. The method according to claim 1, wherein the ac-
quiring the audio feature and the lyrics feature of the
target song comprises:

acquiring the audio feature and the lyrics feature
of the target song based on the karaoke applica-
tion; or
acquiring an audio data of the target song based
on the karaoke application; and
determining the audio feature and the lyrics
feature of the target song based on an on-board
voice AI application and the audio data of the
target song.

3. The method according to claim 2, wherein a sound
ray of an AI singing voice of the singing voice data of
the on-board voice AI is the same as a sound ray of a
voice currently set by the on-board voice AI applica-
tion.

4. The method according to claim 2, further comprising:
adjusting the sound ray of the voice currently set by
the on-board voice AI application based on a sound
ray preference of the target user.

5. The method according to claim 1, further comprising:

determining a singing preference of the target
user based on a historical karaoke data of the
target user; and
adjusting the singing voice data of the on-board
voice AI according to the singing preference.

6. The method according to claim 1, further comprising:
transmitting the singing voice data of the on-board
voice AI to a Karaoke application based on an An-
droid interface definition language AIDL.

7. The method according to claim 1, further comprising:
adaptively adjusting an environmental atmosphere
inside a vehicle based on a sound ray of an AI singing
voice of the singing voice data of the on-board voice
AI and/or the audio feature of the target song.

8. A voice data processing apparatus based on an on-
board voice AI, characterized by comprising:

an acquisition unit, configured to acquire an
audio feature and a lyrics feature of a target
song;
a generation unit, configured to generate a sing-
ing voice data of the on-board voice AI for the
target song based on the audio feature and the
lyrics feature
a loudspeaking unit, configured to broadcast the
target song and the singing voice data of the on-
board voice AI at the same time; and
a collection and broadcasting unit, configured to
collect and broadcast an audio data of a target
user in real time.

9. A computer-readable storage medium, character-
ized by comprising a stored program, which, when
executed by a processor, causes the processor to
implement the voice data processing method based
on the on-board voice AI according to any one of
claims 1 to 7.

10. An electronic device, characterized by comprising
at least one processor and at least one memory
connected to the processor; the processor is config-
ured to call program instructions in the memory and
execute the voice data processing method based on
the on-board voice AI according to any one of claims
1 to 7.
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