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PROCESSING SYSTEM, AND PROGRAM

(57)  The presentdisclosure relates to an information
processing system, an operation method of the informa-
tion processing system, and a program capable of im-
plementing drawing and reproduction of an optimal vir-
tual viewpoint image in reproduction devices having var-
ious performances.

Three-dimensional shape data with UV coordinates
is generated by setting coordinates on a packing texture
generated by extracting and packing a region of a subject
from camera images captured by a plurality of cameras
corresponding to three-dimensional shape data as UV
coordinates, and adding information of the UV coordi-
nates in association with the three-dimensional shape
data. In rendering, on the basis of the three-dimensional
shape data with UV coordinates, for a pixel to be drawn, in
acase where thereis a pixel appearing ina cameraimage
close to the viewpoint direction, drawing is performed by
view dependent drawing processing, and otherwise,
drawing is performed by UV map drawing processing.
The present disclosure can be applied to a reproduction
device of a virtual viewpoint image.

INFORMATION PROCESSING SYSTEM, METHOD FOR ACTUATING INFORMATION
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Description
TECHNICAL FIELD

[0001] The present disclosure relates to an information processing system, an operation method of the information
processing system, and a program, and more particularly relates to an information processing system, an operation
method of the information processing system, and a program capable of implementing reproduction of an optimal virtual
viewpoint image (free viewpoint image and volumetric image) in reproduction devices having various performances.

BACKGROUND ART

[0002] There has been proposed atechnique for generating a virtual viewpoint (free viewpoint and volumetric) image by
combining images captured using a large number of cameras.

[0003] Forexample, atechnique for generating a birdview video on the basis of a plurality of viewpointimages captured
from a plurality of viewpoints or a plurality of viewpointimages which are computer graphics (CG) images from a plurality of
viewpoints has been proposed (see Patent Document 1).

CITATION LIST

PATENT DOCUMENT

[0004] Patent Document 1: WO 2018/150933 A1
SUMMARY OF THE INVENTION

PROBLEMS TO BE SOLVED BY THE INVENTION

[0005] However, in the technique of Patent Document 1, although it is possible to perform drawing using image data
suitable for adrawing viewpoint by usingimages captured from a plurality of viewpoints, the drawing processing has alarge
processing load, and there is a limitation on a reproduction device capable of drawing and reproducing according to
performance.

[0006] The present disclosure has been made in view of such a situation, and particularly, an object of the present
disclosure is to enable implementation of drawing and reproduction of an optimal virtual viewpoint image in reproduction
devices having various performances.

SOLUTIONS TO PROBLEMS

[0007] An information processing system and a program according to one aspect of the present disclosure are an
information processing system and a program including a texture coordinate generation unit that generates three-
dimensional shape data with texture coordinates by imaging a subject with a plurality of cameras, setting coordinates on a
packing texture generated from a plurality of camera images captured by the plurality of cameras corresponding to the
three-dimensional shape data as texture coordinates on the basis of the three-dimensional shape data, a camera
parameter, and color information texture data which are used when generating a virtual viewpointimage from the camera
images, and adding information of the texture coordinates in association with the three-dimensional shape data.
[0008] Anoperation method of aninformation processing system according to one aspect of the present disclosure is an
operation method of an information processing including generating three-dimensional shape data with texture coordi-
nates by imaging a subject with a plurality of cameras, setting coordinates on a packing texture generated from a plurality of
camera images captured by the plurality of cameras corresponding to the three-dimensional shape data as texture
coordinates on the basis of the three-dimensional shape data, a camera parameter, and color information texture data
which are used when generating a virtual viewpoint image from the camera images, and adding information of the texture
coordinates in association with the three-dimensional shape data.

[0009] Inone aspect of the present disclosure, three-dimensional shape data with texture coordinates is generated by
imaging a subject with a plurality of cameras, setting coordinates on a packing texture generated from a plurality of camera
images captured by the plurality of cameras corresponding to the three-dimensional shape data as texture coordinates on
the basis of the three-dimensional shape data, a camera parameter, and color information texture data which are used
when generating a virtual viewpoint image from the camera images, and adding information of the texture coordinates in
association with the three-dimensional shape data.
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BRIEF DESCRIPTION OF DRAWINGS
[0010]

Fig. 1 is a diagram illustrating a configuration example of an image processing system that generates a volumetric
image.

Fig. 2 is a diagram illustrating a process of generating a volumetric image.

Fig. 3 is a diagram illustrating rendering based on view independent and view dependent vertices.

Fig. 4 is a diagram illustrating an example of a data structure necessary for view dependent rendering.

Fig. 5 is a diagram illustrating an example of a data structure necessary for view independent rendering.

Fig. 6 is a diagram illustrating an example of a data structure necessary for rendering of the present disclosure.
Fig. 7 is a diagram illustrating an outline of an information processing system to which the technology of the present
disclosure is applied.

Fig. 8 is a diagram illustrating generation of a multi-view imaging system used to generate a virtual viewpointimage in
the information processing system to which the technology of the present disclosure is applied.

Fig. 9is aflowchartillustrating virtual viewpointimage display processing by the information processing systemin Fig.
7.

Fig. 10 is a diagram illustrating a detailed configuration example of an encoding unit in Fig. 6.

Fig. 11 is adiagramillustrating that three-dimensional shape data is surface data of an object to be a subject formed by
a large number of triangular patches.

Fig. 12 is a diagram illustrating an example of a data structure of three-dimensional shape data.

Fig. 13 is a diagram illustrating color information texture data.

Fig. 14 is a diagram illustrating an example of a data structure of three-dimensional shape data with UV coordinates.
Fig. 15 is a diagram illustrating an example of a packing texture.

Fig. 16 is a diagram illustrating image arrangement information.

Fig. 17 is a diagram illustrating visibility check.

Fig. 18 is a flowchart illustrating encoding processing by the encoding unit illustrated in Fig. 10.

Fig. 19is a flowchartillustrating UV coordinate generation processing by the UV coordinate generation unitin Fig. 10.
Fig. 20 is a diagram illustrating a detailed configuration example of a decoding unit in Fig. 6.

Fig. 21 is a flowchart illustrating a decoding operation by the decoding unit illustrated in Fig. 20.

Fig. 22 is a diagram illustrating a detailed configuration example of a rendering unit in Fig. 6.

Fig. 23 is a flowchart illustrating rendering processing by the rendering unit in Fig. 22.

Fig. 24 illustrates a configuration example of a general-purpose computer.

MODE FOR CARRYING OUT THE INVENTION

[0011] Hereinafter, a preferred embodiment of the present disclosure will be described in detail with reference to the
accompanying drawings. Note that, in the present specification and drawings, components having substantially the same
functional configuration are denoted by the same reference signs, and redundant description is omitted.

[0012] Hereinafter, modes for carrying out the technology of the present disclosure will be described. The description will
be given in the following order.

1. Outline of Present Disclosure

2. Preferred Embodiment

3. Example of Execution by Software
4. Application Examples

<<1. Outline of Present Disclosure>>
<Generation of Virtual Viewpoint Image>

[0013] Inparticular, the presentdisclosure makes it possible toimplement drawing and reproduction of an optimal virtual
viewpoint image (free viewpoint image and volumetric image) in reproduction devices having various performances.
[0014] Therefore, in describing the technology of the present disclosure, a configuration for generating a virtual
viewpoint image and a generation process will be briefly described.

[0015] Generation of a virtual viewpoint image requires images obtained by capturing a subject from a plurality of
viewpoint positions.

[0016] Thus, in generating the virtual viewpointimage, an information processing system as illustrated in Fig. 1 is used.



10

15

20

25

30

35

40

45

50

55

EP 4 586 206 A1

[0017] Theinformation processingsystem 11inFig. 1is provided with a plurality of cameras 31-1to 31-8 that can capture
images of a subject 32 from many viewpoint positions.

[0018] Note that although Fig. 1 illustrates an example in which the number of cameras 31 is eight, a plurality of other
cameras may be used. Furthermore, Fig. 1 illustrates an example in which the cameras 31-1 to 31-8 at eight viewpoint
positions are provided so as to two-dimensionally surround the subject 32, but more cameras 31 may be provided so as to
three-dimensionally surround the subject.

[0019] Hereinafter, in a case where it is not necessary to particularly distinguish the cameras 31-1 to 31-8, they are
simply referred to as the camera 31, and the other configurations are also similarly referred to.

[0020] The cameras 31-1 to 31-8 capture images from a plurality of different viewpoint positions with respect to the
subject 32.

[0021] Note that, hereinafter, images from a plurality of different viewpoint positions of the subject 32 captured by the
plurality of cameras 31 are also collectively referred to as a multi-viewpoint image.

[0022] The virtual viewpoint image is generated by rendering at a virtual viewpoint position from the multi-viewpoint
image captured by the information processing system 11 in Fig. 1. In generating the virtual viewpoint image, three-
dimensional data of the subject 32 is generated from the multi-viewpoint image, and a virtual viewpoint image (rendered
image) is generated by rendering processing of the subject 32 at the virtual viewpoint position on the basis of the generated
three-dimensional data.

[0023] Thatis, as illustrated in Fig. 2, three-dimensional data 52 of the subject 32 is generated on the basis of a multi-
viewpoint image 51 of the subject 32.

[0024] Then, the rendering processing at the virtual viewpoint position is performed on the basis of the three-
dimensional data 52 of the subject 32, and the virtual viewpoint image 53 is generated.

<Rendering>

[0025] Next, rendering for generating the virtual viewpointimage 53 at the virtual viewpoint position will be described by
taking as an example a case where color is applied on the basis of a predetermined vertex in the subject 32.

[0026] Rendering includes view independent rendering that is independent of a viewpoint and view dependent
rendering that is dependent of a viewpoint position.

[0027] In a case where color is applied to a vertex P on the subject 32 from the virtual viewpoint position by the view
independent rendering on the basis of multi-viewpoint images of viewpoint positions camO0 to cam2 of the subject 32, the
color is applied as illustrated in the left part of Fig. 3.

[0028] That is, as illustrated in the upper left part of Fig. 3, pixel values corresponding to the vertex P of the multi-
viewpoint image of the viewpoint positions cam0 to cam2 are combined in consideration of angles formed by line-of-sight
directions with respect to the vertex P at the respective viewpoint positions camO0 to cam2 and a normal direction at the
vertex P, and are set as a pixel value Pi viewed from a virtual viewpoint VC as illustrated in the lower left part of Fig. 3. Note
that the view independent rendering is rendering generally known as UV mapping, for example.

[0029] On the other hand, in a case where color is applied to the vertex P on the subject 32 from the virtual viewpoint
position by the view dependent rendering on the basis of the multi-viewpoint images of the viewpoint positions cam0 to
cam2 of the subject 32, the color is applied as illustrated in the right part of Fig. 3.

[0030] Thatis, as illustrated in the upper right part of Fig. 3, pixel values corresponding to the vertex P of the multi-
viewpoint images of the viewpoint positions cam0 to cam2 are combined in consideration of an angle formed by a line-of-
sight direction from the virtual viewpoint VC and the normal direction of the vertex P in addition to the information of the
angles formed by the line-of-sight directions with respect to the vertex P at the respective viewpoint positions camO0 to cam?2
and the normal direction at the vertex P, and are set as a pixel value Pd viewed from the virtual viewpoint VC as illustrated in
the lower right part of Fig. 3.

[0031] As illustrated in Fig. 3, in the view dependent rendering, when color is applied to the vertex P in the view
independent rendering, the color is applied in consideration of the angle formed by the line-of-sight direction from the
virtual viewpoint and the normal direction at the vertex P, so that a more natural color can be applied.

<Data Structure Necessary for View Dependent Rendering>

[0032] Next, a data structure necessary for the view dependent rendering will be described.

[0033] A data structure VDDS necessary for the view dependent rendering includes three-dimensional shape data 71,
camera parameter + rectangular arrangement information 72, and a packing texture 73, as illustrated in Fig. 4.

[0034] The three-dimensional shape data 71 is information indicating a correspondence relationship between co-
ordinates of vertex positions of a subject represented by a three-dimensional mesh and respective vertex positions of
triangular patches forming a surface of the subject on the three-dimensional mesh.

[0035] Thecameraparameter+rectangulararrangementinformation 72 is acamera parameter indicating a relationship
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between a three-dimensional position and a coordinate position in an image captured by each camera 31, and
arrangement coordinate information of a rectangular image including the subject among images captured by the plurality
of cameras 31 packed in the packing texture 73.

[0036] The packing texture 73 is texture information of the subject formed by packing an image (texture) obtained by
clipping the rectangular range including the subject among images captured by the plurality of cameras 31.

[0037] Thatis, in the view dependent rendering, positions of three vertices of triangular patches constituting a three-
dimensional model of the subject of coordinate positions of respective vertices constituting the three-dimensional model of
the subject are specified on the basis of the three-dimensional shape data.

[0038] Then, by using the camera parameter according to the viewpoint position, the coordinate position in the image is
specified on the basis of the three vertexes of each triangular patch, the arrangement coordinates of each rectangular
image in the packing texture are specified on the basis of the rectangular arrangement information, and the texture at the
specified coordinate position in the image is used for each rectangular image of the specified arrangement coordinates,
thereby implementing rendering.

[0039] Note that the three-dimensional shape data 71, the camera parameter + rectangular arrangement information
72, and the packing texture 73 will be described later in detail with reference to Figs. 12, 16, and 15.

<Data Structure Necessary for View Independent Rendering>

[0040] Next, a data structure necessary for the view independent rendering will be described.

[0041] The data structure VIDS necessary for the view independent rendering includes three-dimensional shape data +
UV coordinates 81 and UV texture 82, as illustrated in Fig. 5.

[0042] The three-dimensional shape data + UV coordinates 81 includes, in addition to the three-dimensional shape data
71 described above, information of UV coordinates in the UV texture 82 corresponding to each of the three vertices of the
triangular patch of the three-dimensional shape data 71.

[0043] The UV texture 82is a map on which a texture is arranged by two-dimensionally developing a three-dimensional
mesh of a subject.

[0044] Thatis, the view independent rendering is substantially the UV mapping itself, and specifies the positions of the
three vertices of the triangular patch from the three-dimensional shape data on the basis of the three-dimensional shape
data + UV coordinates 81, further specifies the UV coordinates on the UV texture 82 of each of the three vertices, and
performs rendering using the specified texture.

[0045] As described above, in the viewpoint dependent rendering, the UV texture is not provided, and when the vertex
positions of the triangular patches constituting the subject are specified on the basis of the three-dimensional shape data
71, the rendering is implemented using the texture on the packing texture 73 for each viewpoint position using the camera
parameters.

[0046] Thus,inthe view dependent rendering, color reproduction with high accuracy can be implemented, but since the
processing load is large, usable reproduction devices are limited according to performance.

[0047] On the other hand, the view independent rendering is substantially the UV mapping itself, and when the vertex
positions of the triangular patches constituting the subject are specified on the basis of the three-dimensional shape data +
UV coordinates 81, the coordinate positions on the corresponding UV texture 82 are specified, and the texture at the
coordinate positions is only read and used.

[0048] Thus, in the view independent rendering, distortion may occur due to two-dimensional development of the UV
texture 82 from the three-dimensional mesh and appropriate color reproduction may not be possible, but since the
processing load is small, reproduction can be performed in most reproduction devices.

[0049] Therefore, in the data structure used for rendering of the present disclosure, as illustrated in Fig. 6, the
information of the UV coordinates in the data structure of the view independent rendering is added on the basis of the
data structure of the view dependentrendering, so that the view dependent rendering and the view in dependent rendering
can be switched and used according to the processing load of the reproduction device.

[0050] Thus, it is possible to eliminate the limitation according to the performance of the reproduction device and to
switch between the view dependent rendering and the view independent rendering according to the processing load of the
reproduction device to reproduce the virtual viewpoint image.

[0051] As aresult, drawing and reproduction of an optimal virtual viewpoint image can be implemented in reproduction
devices having various performances.

[0052] Note thatthe data structure DS of the present disclosure in Fig. 6 includes a view dependent rendering part VDP
used in the view dependent rendering, and a view independent rendering part VIP used in the view independent rendering,
and the view dependent rendering part VDP and the view independent rendering part VIP share a part with each other.
[0053] The view dependent rendering part VDP is the data structure VDDS itself necessary for the view dependent
rendering described with reference to Fig. 4.

[0054] Furthermore, the view independent rendering part VIP includes three-dimensional shape data + UV coordinates
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81 obtained by adding UV coordinate information to the three-dimensional shape data 71, and the packing texture 73.
[0055] Thatis, in the view independent rendering part VIP, the UV texture 82 is not provided in the data structure VIDS
necessary for the view independent rendering described with reference to Fig. 5, and the packing texture 73 is provided
instead.

[0056] Inthe viewindependentrendering part VIP, since both the packing texture 73 and the UV texture 82 store texture
information, the texture information of the packing texture 73 is used instead of the UV texture 82 in the data structure DS of
Fig. 6.

[0057] Thus, the information of the UV coordinates (two-dimensional coordinates of the texture surface) in the three-
dimensional shape data + UV coordinates 81 is information of the coordinate position on the packing texture 73.
[0058] From such a configuration, the data structure DS in Fig. 6 is based on the data structure VDDS necessary for the
viewpoint dependent rendering described with reference to Fig. 4, and has a structure in which information of UV
coordinates (two-dimensional coordinates of the texture surface)in the three-dimensional shape data + UV coordinates 81
are added.

<<2. Preferred Embodiment>>
<OQutline of Information Processing System of Present Disclosure>

[0059] Fig. 7 illustrates an outline of an information processing system to which the technology of the present disclosure
is applied.

[0060] An information processing system 101 in Fig. 7 includes a data acquisition unit 111, a 3D model generation unit
112, an encoding unit 113, a transmission unit 114, a reception unit 115, a decoding unit 116, a rendering unit 117, and a
display unit 118.

[0061] The data acquisition unit 111 acquires image data for generating a 3D model of a subject. For example, as
illustrated in Fig. 8, a plurality of viewpointimages captured by a multi-viewpointimaging system 120 including a plurality of
cameras 121-1 to 121-n arranged so as to surround a subject 131 are acquired as image data.

[0062] Note that, hereinafter, in a case where it is not necessary to particularly distinguish the cameras 121-1to 121-n,
the cameras are simply referred to as a camera 121, and other configurations are similarly referred to. Furthermore, the
plurality of viewpoint images is also referred to as multi-viewpoint images.

[0063] In this case, the plurality of viewpoint images is preferably images captured by the plurality of cameras 121 in
synchronization.

[0064] Furthermore, the data acquisition unit 111 may acquire, for example, image data obtained by imaging the subject
from a plurality of viewpoints by moving one camera 121.

[0065] Moreover, the data acquisition unit 111 may acquire one captured image of the subject as image data using
machine learning by a 3D model generation unit 112 described later.

[0066] Furthermore, the data acquisition unit 111 may perform calibration on the basis of the image data and acquire
internal parameters and external parameters of each camera 121. Note that the camera parameters to be described later
are configured by combining internal parameters and external parameters of the camera 121, and details thereof will be
described later.

[0067] Moreover, the data acquisition unit 111 may acquire, for example, a plurality of pieces of depth information (depth
maps) indicating distances from viewpoints at a plurality of positions to the subject.

[0068] The 3D model generation unit 112 generates a model having three-dimensional information of the subject 131 on
the basis of image data for generating a 3D model of the subject 131.

[0069] The 3D model generation unit 112 generates the 3D model of the subject by, for example, scraping the three-
dimensional shape of the subject using images from a plurality of viewpoints (for example, silhouette images from the
plurality of viewpoints) using what is called a visual hull.

[0070] In this case, the 3D model generation unit 112 can further deform the 3D model generated using the visual hull
with high accuracy using the plurality of pieces of depth information indicating distances from the viewpoints at a plurality of
positions to the subject.

[0071] Furthermore, for example, the 3D model generation unit 112 may generate the 3D model of the subject 131 from
one captured image of the subject 131.

[0072] The 3D model generated by the 3D model generation unit 112 can also be referred to as a moving image of the 3D
model by generating the 3D model in time series frame units.

[0073] Furthermore, since the 3D model is generated using an image captured by the camera 121, the 3D model can
also be referred to as a live-action 3D model.

[0074] The 3D model can represent shape information representing a surface shape of the subject 131 in the form of, for
example, mesh data represented by connection between a vertex and a vertex, which is referred to as a polygon mesh.
Note that, hereinafter, the shape information representing the surface shape of the subject 131 representing the 3D model
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is also referred to as three-dimensional shape data.

[0075] The method of representing the 3D model is not limited thereto, and the 3D model may be described by what is
called a point cloud representation method that represents the 3D model by position information about points.

[0076] Data of colorinformation is also generated as a texture in association with the 3D shape data. For example, there
are a case of a view independent texture in which colors are constant when viewed from any direction and a case of a view
dependent texture in which colors change depending on a viewing direction. Note that, hereinafter, the texture that is the
data of color information is also referred to as color information texture data.

[0077] The encoding unit 113 converts the data of the 3D model generated by the 3D model generation unit 112 into a
format suitable for transmission and accumulation.

[0078] The transmission unit 114 transmits transmission data formed by the encoding unit 113 to the reception unit 115.
The transmission unit 114 performs a series of processing of the data acquisition unit 111, the 3D model generation unit
112, and the encoding unit 113 offline, and then transmits the transmission data to the reception unit 115.

[0079] Furthermore, the transmission unit 114 may transmit transmission data generated from the series of processing
described above to the reception unit 115 in real time.

[0080] The reception unit 115 receives the transmission data transmitted from the transmission unit 114 and outputs the
transmission data to the decoding unit 116.

[0081] The decoding unit 116 restores the bit stream received by the reception unit to a two-dimensional image, restores
the image data to a mesh and texture information that can be drawn by the rendering unit 117, and outputs the mesh and
texture information to the rendering unit 117.

[0082] The rendering unit 117 projects the mesh of the 3D model as an image of a viewpoint position to be drawn,
performs texture mapping of pasting a texture representing a color or a pattern, and outputs the mesh to the display unit 118
for display. A feature of this system is that the drawing at this time can be arbitrarily set and viewed from a free viewpoint
regardless of the viewpoint position of the camera 121 at the time of imaging. Hereinafter, an image of arbitrarily settable
viewpoint is also referred to as a virtual viewpoint image or a free viewpoint image.

[0083] The texture mappingincludes whatis called a view dependent method in which the viewing viewpoint of a user is
considered and a view independent method in which the viewing viewpoint of a user is not considered.

[0084] Since the view dependent method changes the texture to be pasted on the 3D model according to the position of
the viewing viewpoint, there is an advantage that rendering of higher quality can be achieved than by the view independent
method.

[0085] On the other hand, the view independent method does not consider the position of the viewing viewpoint, and
thus there is an advantage that the processing amount is reduced as compared with the view dependent method.
[0086] Notethatadisplay device detects a viewing point (region of interest) of the user, and the viewing viewpoint data is
input from the display device to the rendering unit 117.

[0087] The display unit 118 displays a result of rendering by the rendering unit 117 on the display surface of the display
device. The display device may be, for example, a 2D monitor or a 3D monitor, such as a head mounted display, a spatial
display, a mobile phone, a television, or a personal computer (PC).

[0088] The information processing system 101 in Fig. 7 illustrates a series of flow from the data acquisition unit 111 that
acquires a captured image that is a material for generating content to the display unit 118 that controls the display device
viewed by the user.

[0089] However, not meaning that all functional blocks are necessary forimplementation of the present disclosure, the
present disclosure can be implemented for each functional block or a combination of a plurality of functional blocks.
[0090] For example, the information processing system 101 in Fig. 7 is provided with the transmission unit 114 and the
reception unit 115in order to illustrate a series of flow from the side of creating the content to the side of viewing the content
through the distribution of content data, but in a case where the processing from creation to viewing of the content is
performed by the same information processing device (forexample, a personal computer), itis not necessary to include the
encoding unit 113, the transmission unit 114, the decoding unit 116, or the reception unit 115.

[0091] When the information processing system 101 in Fig. 7 is implemented, the same implementer may implement all
the processes, or different implementers may implement each functional block.

[0092] As an example, a company A generates 3D content through the data acquisition unit 111, the 3D model
generation unit 112, and the encoding unit 113. Then, it is conceivable that the 3D content is distributed through the
transmission unit (platform) 114 of a company B, and the display unit 118 of a company C performs reception, rendering,
and display control of the 3D content.

[0093] Furthermore, each functional block can be implemented on a cloud. For example, the rendering unit 117 may be
implemented in a display device or may be implemented in a server. In this case, information is exchanged between the
display device and the server.

[0094] InFig.7,the data acquisition unit 111, the 3D model generation unit 112, the encoding unit 113, the transmission
unit 114, the reception unit 115, the decoding unit 116, the rendering unit 117, and the display unit 118 are collectively
described as the information processing system 101.
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[0095] However, the information processing system 101 of the present specification is referred to as the information
processing system 101 when two or more functional blocks are related, and for example, the data acquisition unit 111, the
3D model generation unit 112, the encoding unit 113, the transmission unit 114, the reception unit 115, the decoding unit
116, and the rendering unit 117 can be collectively referred to as the information processing system 101 without including
the display unit 118.

<Virtual Viewpoint Image Display Processing>

[0096] Next, an example of a flow of virtual viewpoint image display processing by the information processing system
101 in Fig. 7 will be described with reference to a flowchart in Fig. 9.

[0097] In step S101, the data acquisition unit 111 acquires image data for generating the 3D model of the subject 131,
and outputs the image data to the 3D model generation unit 112.

[0098] Instep S102, the 3D model generation unit 112 generates a model having three-dimensional information of the
subject 131 on the basis of image data for generating a 3D model of the subject 131, and outputs the model to the encoding
unit 113.

[0099] In step S103, the encoding unit 113 executes encoding processing to be described later, encodes shape and
texture data of the 3D model generated by the 3D model generation unit 112 into a format suitable for transmission and
accumulation, and outputs the encoded data to the transmission unit 114.

[0100] In step 104, the transmission unit 114 transmits the encoded data.

[0101] In step 105, the reception unit 115 receives the transmitted data and outputs the data to the decoding unit 116.
[0102] In step 106, the decoding unit 116 performs decoding processing to be described later, converts the data into
shape and texture data necessary for display, and outputs the data to the rendering unit 117.

[0103] In step 107, the rendering unit 117 executes rendering processing to be described later, renders the virtual
viewpointimage using the shape and texture data of the 3D model, and outputs the virtual viewpointimage as a rendering
result to the display unit 118.

[0104] In step 108, the display unit 118 displays the virtual viewpoint image that is the rendering result.

[0105] When the processing in step S108 ends, the virtual viewpoint image display processing by the information
processing system 101 ends.

<Encoding Unit>

[0106] Next, a detailed configuration of the encoding unit 113 will be described with reference to Fig. 10.

[0107] The encoding unit 113 generates and outputs a three-dimensional shape data bit stream with UV coordinates, a
texture data bit stream, a camera parameter, and image arrangement information on the basis of the three-dimensional
shape data, the color information texture data, and the camera parameter supplied from the 3D model generation unit 112.
Note that the camera parameters are output as they are.

[0108] Here,thethree-dimensional shape datais, forexample, surface data of an objectto be a subjectformed by alarge
number of triangular patches as illustrated in an image P1 of Fig. 11.

[0109] Note thatFig. 11 illustrates an example in which a woman wearing a skirt standing with her hands outstretched is
the subject, and illustrates a state in which a surface portion of the woman is covered with a triangular patch on the basis of
three-dimensional shape data.

[0110] The data structure of the three-dimensional shape data corresponds to the three-dimensional shape data of Fig.
4, and is, for example, three-dimensional shape data 181 of Fig. 12.

[0111] That s, on the left side of the three-dimensional shape data 181 in Fig. 12, an array indicated by vertex in the
drawing of three-dimensional coordinates of vertexes constituting the surface of the subject is arranged, and on the right
side of the three-dimensional shape data 181, an array indicated by face in the drawing of vertex numbers of triangles
representing a graph structure of triangular patches is arranged.

[0112] Thatis, in the array on the left side of the three-dimensional shape data 181 in Fig. 12, the vertex numbers are
denotedas 1, 2, 3, 4, ... from the top, and the coordinate positions are respectively denoted as (x1, y1, z1), (X2, y2, z2), (x3,
y3, z3), (x4, y4, z4), ... from the top.

[0113] Furthermore, in the array on the right side of the three-dimensional shape data 181 in Fig. 12, (2,1, 3), (2, 1,4), ...
are indicated from the top.

[0114] Thus, it is indicated that the triangular patch indicated by (2, 1, 3) indicated in the array on the right side is
constituted by three points of vertex numbers 2, 1, and 3, and respective coordinate positions of the vertices are (x2, y2,
z2), (x1, y1, z1), and (x3, y3, z3).

[0115] Furthermore, itis indicated that the triangular patch indicated by (2, 1, 4) indicated in the array on the right side is
constituted by three points of vertex numbers 2, 1, and 4, and respective coordinate positions of the vertices are (x2, y2,
z2), (x1, y1, z1), and (x4, y4, z4).
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[0116] The colorinformation texture data is, for example, as indicated by color information texture data 191 illustrated in
Fig. 13, and basically includes a plurality of camera images captured by the plurality of cameras 121 illustrated in Fig. 8.
[0117] Note that, in the color information texture data 191 in Fig. 13, an example is illustrated in which a rectangular
image including a woman who is the subject is clipped from each of three camera images obtained by imaging the woman
corresponding to the subject in Fig. 11 from three different directions. Note that the camera images constituting the color
information texture data 191 correspond to the number of cameras 121, and thus may be constituted by a number of
camera images other than three.

[0118] Furthermore, although not illustrated, each of the plurality of camera images constituting the color information
texture data 191 is subjected to lens distortion correction and color correction in the preceding stage, and is configured to
correspond to the three-dimensional model by perspective projection conversion by camera parameters.

[0119] The camera parameter is a perspective projection parameter of the camera 121, and is expressed by, for
example, a matrix as in the following expression (1).

[Math. 1]

P fr 0 cx |71 r12 713 1]
s|Q|=|0 fy ¢ ||T21 T2z T23 L2
1 0 0 1|73 T3 733 l3

=N X

[0120] Here, X, Y, and Z are coordinate positions in a three-dimensional space based on three-dimensional shape data,
r11 to r33 are rotation components of camera external parameters, t1 to t3 are movement components of camera external
parameters, are camera internal parameters that can be expressed by fx, fy and cx, cy, P and Q are two-dimensional
coordinates of a projection plane, and s is a depth.

[0121] Thatis, as indicated by Formula (1), the two-dimensional coordinates P and Q and the depth s of the projection
plane are obtained by multiplying the matrix of the camera external parameters and the matrix of the camera internal
parameters by the coordinates in the three-dimensional space based on the three-dimensional shape data as an input.
[0122] Note that one camera parameter is correspondingly input for one piece of color information texture.

[0123] The encoding unit 113 includes a depth map generation unit 171, a UV coordinate generation unit 172, a shape
data compression processing unit 173, a color information packing unit 174, and a moving image data compression
processing unit 175.

[0124] The depth map generation unit 171 generates a depth map (depth image) by projection for each camera on the
basis of the three-dimensional shape data, and outputs the generated depth map to the UV coordinate generation unit 172.
[0125] Thedepth mapisused for visibility check, which is processing of determining whether or not a point on the surface
of the three-dimensional shape data appears in each camera.

[0126] The UV coordinate generation unit 172 generates, for each triangular patch, UV coordinates indicating from
which position of the packing texture the color information should be acquired.

[0127] Atthistime, the UV coordinate generation unit 172 executes the visibility check and determines whether or not the
distance between each triangular patch and the camera 121 matches the distance in the depth map, thereby determining
whether or not the triangular patch appears in the camera image captured by the camera 121.

[0128] On the basis of the visibility check, the UV coordinate generation unit 172 determines which camera’s color
information is most suitable to use from among the cameras 121 in which it is determined that the triangular patch appears
in the camera image on the basis of the camera priority, the projection area on the texture, and the like, and calculates the
coordinate position of the triangular patch on the packing texture as UV coordinates on the basis of the determination
result.

[0129] The UV coordinate generation unit 172 adds the calculated UV coordinate information by adding the data of UV
coordinates corresponding to the array of UV coordinates and the vertices of the triangular patch to the three-dimensional
shape data 181 in the same manner as the input three-dimensional shape data, and outputting the data to the shape data
compression processing unit 173 as three-dimensional shape data with UV coordinates.

[0130] The three-dimensional shape data with UV coordinates has, for example, a data structure asillustrated in Fig. 14.
That is, the three-dimensional shape data 201 with UV coordinates in Fig. 14 has a structure in which UV coordinates,
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which are two-dimensional coordinates of the packing texture surface indicated by uv, are added to the three-dimensional
shape data 181’ corresponding to the three-dimensional shape data 181 in Fig. 12.

[0131] Note thatthe three-dimensional shape data 181’ of Fig. 14 is different from the three-dimensional shape data 181
of Fig. 12 in that the vertex numbers of the three-dimensional shape data of the array indicated by vertex and the vertex
numbers on the texture surface of the array of UV coordinates indicated by uv are stored in the array indicating the graph
structure of the triangular patch indicated by face.

[0132] Thatis, itisindicated thatthe triangular patchindicated by (2/2, 1/1, 3/3) inthe array indicated by face atthe center
in Fig. 14 is constituted by three points of vertex numbers 2, 1, and 3 in the three-dimensional shape data, and respective
coordinate positions of vertices are (x2, y2, z2), (x1, y1, z1), and (x3, y3, z3), and it is indicated that these three points
correspond to three points of vertex numbers 2, 1, and 3 on the texture surface, and respective coordinate positions on the
texture surface are (u2, v2), (u1, v1), and (u3, v3).

[0133] Furthermore, it is indicated that the triangular patch indicated by (2/4, 1/1, 4/5) indicated in the array on the right
side is constituted by three points of vertex numbers 2, 1, and 4 in the three-dimensional shape data, and respective
coordinate positions of the vertices are (x2, y2, z2), (x1, y1, z1), and (x4, y4, z4), and it is indicated that these three points
correspond to three points of vertex numbers 4, 1, and 5 on the texture surface, and respective coordinate positions on the
texture surface are (u4, v4), (u1, v1), and (u5, v5).

[0134] Note that the data format of the three-dimensional shape data 201 with UV coordinates illustrated in Fig. 14 is
general as CG mesh data, and can be drawn with a general-purpose CG library.

[0135] The shape data compression processing unit 173 compresses the three-dimensional shape data with UV
coordinates described with reference to Fig. 14 with a general-purpose mesh compression encoder and converts the
three-dimensional shape data into a bit stream, and outputs the bit stream to the transmission unit 114.

[0136] The compression codec may be of any type as long as it can efficiently compress three-dimensional shape data
with UV coordinates.

[0137] The color information packing unit 174 clips an area in which a subject appears from the camera 121 as a
rectangular image, and arranges and packs the image on one texture surface to generate a packing texture.

[0138] Since the colorinformation packing unit 174 arranges all the camera images on one texture surface, itis possible
to represent the camera images by two-dimensional coordinates (u, v) on one texture surface, and as view independent
rendering, color information can be drawn on a three-dimensional shape model by general UV map drawing.

[0139] The packing texture is, for example, as illustrated in Fig. 15. In the packing texture 211 of Fig. 15, the female
subjectin Fig. 11 is clipped in rectangular shapes from camera images captured by the camera 121 in various line-of-sight
directions, and is aligned to the left.

[0140] The positions ofthe images clipped inrectangular shapesin the packing texture 211 are specified by, forexample,
image arrangement information as illustrated in Fig. 16.

[0141] Inimage arrangementinformation 221 in Fig. 16, "packSize (3840, 2160)" is indicated in the uppermost row, and
it is indicated that the resolution of the packing texture 211 is 3840 pixels X2160 pixels.

[0142] Inthe second and subsequent stages, image arrangement information of each texture clipped in a rectangular
shape is recorded.

[0143] More specifically, forexample, inthe second row, "Cam 101:res(4096, 2160) src(1040, 324,2016, 1836) dst(676,
628,672,612)"is indicated from the left, indicating that the image is a rectangularimage clipped from animage captured by
the camera 121 identified by Cam 101, the resolution of the original image before clipping is 4096 pixels X 2160 pixels, the
image is clipped in arectangular shape from arange of a coordinate position (left end, top end, width, height) (= (1040, 324,
2016, 1836)) on the original image, and the image is pasted in a range of a coordinate position (676, 628, 672, 612) in the
packing texture 211.

[0144] On the basis of the image arrangement information, a rectangular image clipped from the original image is
enlarged or reduced and packed, whereby the packing texture 211 is formed.

[0145] Theimage arrangementinformation may be determined inside the color information packing unit 174, or may be
designated from the outside as a predetermined arrangement.

[0146] On the basis of the image arrangement information, it is possible to restore the original color information texture
coordinates of the camera 121 from the data in each rectangle, and it is possible to take correspondence between the
three-dimensional shape data and the texture using the camera parameters.

[0147] The moving image data compression processing unit 175 encodes the packing texture 211 with the codec and
outputs the encoded texture to the transmission unit 114. Since the packing texture 211 formed by pasting a plurality of
rectangular camera images has a high correlation in the time direction, it can be efficiently compressed by a general-
purpose moving image codec, and for example, a general format such as AVC or HEVC can be used.

[0148] Note that the texture used in the present disclosure is a perspective projection obtained by clipping a camera
image, and the geometric correspondence with the triangular patch is a homography transformation that is also affected by
the depth direction.

[0149] On the other hand, general texture pasting processing used in general UV map rendering is performed by Affine
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transformation without elements in the depth direction. Thus, even if the triangular patch on the camera image is pasted by
aligning the positions of the three vertexes, the pattern inside the triangular patch strictly includes an error in the difference
between the homography transformation and the Affine transformation.

[0150] However, in a general volumetric imaging condition, since the triangular patch is sufficiently small with respect to
the imaging distance, the homography element that is reduced with increasing distance is very small. Therefore, even if
processing is performed by the Affine transform used in general UV texture pasting instead of the homography
transformation, an error due to this difference does not cause a problem.

<Visibility Check>

[0151] In a case of determining which is to be used as color information of a point on an object from among projection
images of the plurality of cameras 121, itis necessary to determine whether or not the point of the object is visible from the
projection point of the image, and this determination processing is visibility check.

[0152] Although the triangular patches of the three-dimensional shape model overlap on the projection plane,
information actually recorded in the image as color information is the one closest to the projection point, and other than
that, the color information is missing due to shielding.

[0153] The visibility check, which is a process of determining whether or not it is visible from the projection point, is
determined on the basis of whether or not the depth of the point on the three-dimensional point matches a depth acquired
from a depth map by creating the depth map which is depth information of the closest point.

[0154] More specifically, for example, as illustrated in Fig. 17, a case will be considered in which the color information of
the point P on an object 231-1 is determined using camera images (textures) captured by two cameras of cameras 121-A
and 121-B having different viewpoint positions.

[0155] Note that, in Fig. 17, the camera 121-A captures the camera image from the viewpoint position at which the point
P on the object 231-1 can be directly viewed, but the camera 121-B has an object 231-2 in front of the object 232-1 so as to
hide the point P.

[0156] Furthermore, itis assumed that a depth map MD-A in the line-of-sight direction of the camera 121-A and a depth
map MD-B in the line-of-sight direction of the camera 121-B are generated on the basis of the three-dimensional shape
data.

[0157] In this case, an image in the direction of the point P on the object 231-1 on the camera image captured by the
camera 121-A is a point PA on the object 231-1, and an image in the direction of the point P on the object 231-1 on the
camera image captured by the camera 121-B is a point PB on the object 231-2.

[0158] Here, respective distances between the point P on the object 231-1 and the cameras 121-A and 121-B can be
obtained on the basis of the three-dimensional shape data, and assuming that the respective distances are distances DA
and DB, for example, a distance DPA at the point PA on a depth map DM-A coincides with the distance DA, but a distance
DPB at the point PB on a depth map DM-B does not coincide with the distance DB.

[0159] Thatis, since the point P on the object 231-1 is directly visible from the camera 121-A, the distance DPA of the
point PA on the depth map DM-A and the distance DA coincide with each other.

[0160] However, the pointP onthe object231-1is hidden by the object231-2 from the camera 121-B, and the point PB on
the object231-2is visible in the line-of-sight direction of the point P on the object 231-1, so that the distance DPB of the point
PB on the depth map DM-B is different from the distance DB.

[0161] Thatis, since the point P on the object 231-1 is not visible on the camera image of the camera 121-B, only the
image of the point PB on the object 231-2 is visible in the line-of-sight direction of the point P on the object 231-1 on the
camera image of the camera 121-B, and the color of the point P on the object 231-1 cannot be reproduced using the color
information on the camera image of the camera 121-B.

[0162] Therefore,inthe rectangularimages clipped from all the cameraimages by the visibility check, on the basis of the
depth map corresponding to the corresponding camera 121, the UV coordinate generation unit 172 determines whether or
not the image is a rectangular image that can be used to reproduce the color information by comparing a distance (the
degree of depth, depth) between the point at which the color information is to be reproduced and the camera 121 and a
distance (the degree of depth, depth) to the image projected in the line-of-sight direction to the point at which the color
information is to be reproduced on the depth map based on the three-dimensional shape data, and uses the image for
reproducing the color information only when the distances (the degrees of depth, depths) match.

[0163] Furthermore, in the visibility check described above, the UV coordinate generation unit 172 further obtains an
inner product of the normal direction of the triangular patch and the imaging direction of the corresponding camera 121 in
addition to matching the distance therebetween, and uses the inner product for reproduction of color information only when
the inner product becomes larger than a predetermined value, that is, when both directions are similar.

[0164] Thatis, the inner product of the normal direction of the triangular patch and the imaging direction of the camera
121 is obtained, and the texture is used for the reproduction of the color information only when the inner product becomes
larger than a predetermined value, that is, when both directions are similar and the projection area becomes larger than a
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predetermined value.
<Encoding Processing>

[0165] Next, encoding processing by the encoding unit 113 will be described with reference to a flowchart in Fig. 18.
[0166] Instep S131, the depth map generation unit 171 generates a depth map in the image captured by each camera
121 on the basis of the three-dimensional shape data, and outputs the depth map to the UV coordinate generation unit 172.
[0167] In step S132, the color information packing unit 174 packs the texture obtained by extracting the area of the
subject from the camera image as the color information on the basis of the color information texture data including the
camera image captured by each camera 121 and the camera parameters, generates a packing texture, outputs the
packing texture to the moving image data compression processing unit 175, and outputs the image arrangement
information to the UV coordinate generation unit 172 and the transmission unit 114.

[0168] Instep S133, the UV coordinate generation unit 172 executes UV coordinate generation processing, generates
three-dimensional shape data with UV coordinates on the basis of the three-dimensional data, the depth map, the camera
parameters, and the image arrangement information, and outputs the three-dimensional shape data with UV coordinates
to the shape data compression processing unit 173.

[0169] Note thatthe UV coordinate generation processing will be described later in detail with reference to the flowchart
of Fig. 19.

[0170] Instep S134,the movingimage data compression processing unit 175 encodes the packing texture by the codec,
and outputs the encoded packing texture to the transmission unit 114.

[0171] In step S135, the shape data compression processing unit 173 compresses the three-dimensional shape data
with UV coordinates by a general-purpose mesh compression encoder and converts the three-dimensional shape data
into a bit stream, and outputs the bit stream to the transmission unit 114.

<UV Coordinate Generation Processing>

[0172] Next, the UV coordinate generation processing by the UV coordinate generation unit 172 will be described with
reference to a flowchart of Fig. 19.

[0173] Instep S151, the UV coordinate generation unit 172 sets any of unprocessed triangular patches as a triangular
patch of interest.

[0174] Instep S152, the UV coordinate generation unit 172 sets one of the unprocessed cameras 121 as a camera 121
of interest.

[0175] Instep S153,the UV coordinate generation unit 172 calculates the distance from the camera 121 of interest to the
triangular patch of interest, that is, the depth on the basis of the three-dimensional shape data.

[0176] In step S154, the UV coordinate generation unit 172 determines whether or not a difference absolute value
between a depth, which is the distance from the camera 121 of interest to the triangular patch of interest, and a depth in the
triangular patch of interest on the depth map corresponding to a cameraimage of the camera 121 of interestis smaller than
a threshold value ThD on the basis of the three-dimensional shape data.

[0177] Thatis, in step S154, the above-described visibility check process is performed depending on whether or not a
difference absolute value between a depth value of the triangular patch of interest based on the three-dimensional shape
data and a depth up to the triangular patch of interest read from the depth map is smaller than the threshold value ThD, and
in a case where the difference absolute value is smaller than the threshold value ThD on the basis of the determination
result, it is considered that the triangular patch of interest appears in the camera image and is valid, and the processing
proceeds to step S155.

[0178] Instep S155, the UV coordinate generation unit 172 determines whether a normal line of the triangular patch of
interest is close to the imaging direction of the camera 121 of interest, that is, whether an inner product of the normal line of
the triangular patch of interest and a normal line of a projection plane that is the imaging direction of the camera 121 of
interest is larger than a threshold value ThN.

[0179] Thatis, instep S155, in a case where the inner product of the normal line of the triangular patch of interest and the
normal line of the projection plane, which is the imaging direction of the camera 121 of interest, is larger than the threshold
value ThN, the normal direction of the triangular patch of interest and the imaging direction of the camera 121 of interest are
close to each other, and it can be regarded that the projection plane is larger than a predetermined value, the processing
proceeds to step S156.

[0180] In step S156, the UV coordinate generation unit 172 assigns projection coordinates of the triangular patch of
interest in the rectangular image of the camera 121 of interest as UV coordinates.

[0181] Instep S157,the UV coordinate generation unit 172 determines whether or not an unprocessed triangular patch
exists, and in a case where an unprocessed triangular patch exists, the processing returns to step S151, and the
unprocessed triangular patch is sequentially set as the triangular patch of interest until there is no unprocessed triangular
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patch, and the subsequent processing is repeated.

[0182] Then,in acase where the processing is performed on all the triangular patches and itis determined in step S157
that there is no unprocessed triangular patch, the processing ends.

[0183] Furthermore, in a case where the difference absolute value between the depth of the triangular patch of interest
based on the three-dimensional shape data and the depth read from the depth map is larger than the threshold value ThD
in step S154, and the triangular patch of interest does not appear in the camera image and is regarded as invalid, orin a
case where the inner product of the normal direction of the triangular patch of interest and the normal direction of the
projection plane that is the imaging direction of the camera 121 of interest is smaller than the threshold value ThN in step
S155, the normal direction of the triangular patch of interest is not close to the imaging direction of the camera 121 of
interest, and the projection area cannot be regarded as larger than the predetermined value, the processing proceeds to
step S158.

[0184] In step S158, the UV coordinate generation unit 172 determines whether or not an unprocessed camera 121
exists, and in a case where an unprocessed camera 121 exists, the processing returns to step S152, one of the
unprocessed cameras 121 is set as a new camera 121 of interest, and the subsequent processing is repeated.
[0185] Furthermore, in step S158, in a case where there is no unprocessed camera 121, thatis, in a case where all the
cameras 121 are set as cameras of interest and the projection coordinates of the triangular patch of interest are not setin
any of them, the processing proceeds to step S159.

[0186] InstepS159,the UV coordinate generation unit 172 changes and resets the threshold values ThD and ThN. More
specifically, the UV coordinate generation unit 172 resets the threshold value ThN by increasing the threshold value ThD
by a predetermined value and decreasing the threshold value ThN by a predetermined value.

[0187] Instep S160,the UV coordinate generation unit 172 resets all the cameras 121 to unprocessed cameras, and the
processing returns to step S152.

[0188] Thatis, when no unprocessed camera 121 exists and the UV coordinate generation processing is performed on
allthe cameras 121 in step S158, since the UV coordinates to be the texture assigned to the triangular patch of interest are
not assigned, the settings of the threshold values ThD and ThN are loosened by a predetermined value to change the
direction to facilitate the assignment, and the processing is repeated again.

[0189] Finally, even if the depth is greatly deviated or the orientation of the triangular patch is greatly deviated, some
coordinates of any camera image are allocated to all the triangular patches.

[0190] Through the above processing, the visibility check process is performed, and the projection coordinates of the
triangular patch of interest in the rectangular image of the camera 121, which are regarded as being valid since the
triangular patch of interest appears in the camera image and in which the normal line of the triangular patch of interest and
the imaging direction of the attention camera 121 are regarded as being close, are assigned as the UV coordinates.

<Decoding Unit>

[0191] Next, a configuration example of the decoding unit 116 will be described with reference to Fig. 20.

[0192] The decoding unit 116 includes a shape data decompression processing unit 251 and a texture data decom-
pression processing unit 252.

[0193] The shape data decompression processing unit 251 decodes the bit stream encoded by the shape data
compression processing unit 173 of the encoding unit 113 and restores the original three-dimensional shape data with
UV coordinates.

[0194] The texture data decompression processing unit 252 decodes the bit stream encoded by the moving image data
compression processing unit 175 of the encoding unit 113, and restores the packing texture. The restored packing texture
data is the packing texture 211 illustrated in Fig. 15.

[0195] The decoding unit 116 outputs the camera parameters and the image arrangement information together with the
decoded three-dimensional shape data with UV coordinates and the packing texture data described above to the
rendering unit 117 on the subsequent stage as they are.

<Decoding Processing>

[0196] Next, decoding processing by the decoding unit 116 will be described with reference to a flowchart in Fig. 21.
[0197] In step S171, the shape data decompression processing unit 251 decodes and decompresses the bit stream
encoded by the shape data compression processing unit 173 of the encoding unit 113, and restores the original three-
dimensional shape data with UV coordinates.

[0198] In step S172, the texture data decompression processing unit 252 decodes and decompresses the bit stream
encoded by the moving image data compression processing unit 175 of the encoding unit 113, and restores the packing
texture.

[0199] In step S173, the decoding unit 116 outputs the camera parameters and the image arrangement information
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together with the decoded three-dimensional shape data with UV coordinates and the packing texture data described
above to the rendering unit 117 on the subsequent stage as they are.

[0200] By the above processing, the three-dimensional shape data and the packing texture data supplied as the bit
stream are restored and supplied to the rendering unit 117 together with the camera parameters and the image
arrangement information.

<Rendering Unit>

[0201] Next, a detailed configuration of the rendering unit 117 will be described with reference to Fig. 22.

[0202] Therenderingunit117 includes a depth map generationunit271, a view dependentdrawing processing unit, 272,
a UV map drawing processing unit 273, a load determination unit 274, a switch 275, and a buffer 276.

[0203] The depth map generation unit 271 generates a depth map in the images captured by the N cameras 121 in the
direction close to the drawing viewpoint on the basis of the three-dimensional shape data, and outputs the depth map to the
view dependent drawing processing unit 272.

[0204] N, which is the number of cameras 121 in the direction close to the drawing viewpoint, is set by the load
determination unit 274 according to the processing load of the view dependent drawing processing unit 272.

[0205] The view dependent drawing processing unit 272 executes the view dependent drawing processing described
with reference to Fig. 3 on the basis of the three-dimensional shape data with UV coordinates, the depth map, the image
arrangementinformation, and the packing texture data, and outputs a drawing result to the buffer 276 via a terminal 275a of
the switch 275.

[0206] The UV map drawing processing unit 273 draws the pixel of interest by the UV map drawing processing, which is
the view dependent drawing processing described with reference to Fig. 3, and outputs a drawing result to the buffer 276
via a terminal 275b of the switch 275.

[0207] The load determination unit 274 determines whether or not the processing load of the view dependent drawing
processing unit 272 is in a state of being able to cope with real-time processing, and decreases N, which is the number of
cameras 121 in the direction close to the drawing viewpoint, by a predetermined value when the processing load exceeds a
predetermined threshold value ThA, which is an upper limit at which real-time processing can be considered to be
impossible.

[0208] On the other hand, the load determination unit 274 increases N, which is the number of cameras 121 in the
direction close to the drawing viewpoint, by a predetermined value when the processing load of the view dependent
drawing processing unit 272 falls below a predetermined threshold value ThB, which is a lower limit that can be regarded as
having a margin.

[0209] Inacasewherethe switch 275 s controlled by the view dependent drawing processing unit 272 and connected to
the terminal 275a, the view dependent drawing processing unit 272 outputs the pixel of interest drawn by the view
dependent drawing processing to the buffer 276.

[0210] In a case where the switch 275 is connected to the terminal 275b, the UV map drawing processing unit 273
outputs the pixel of interest drawn by the UV map drawing processing, which is a view independent drawing processing, to
the buffer 276.

[0211] The buffer 276 sequentially stores drawing results supplied via the switch 275, stores the drawing results for one
frame, and then outputs the drawing results for one frame.

[0212] Thatis, therendering unit 117 executes processing similar to the visibility check described above, draws the pixel
of interest in view dependent drawing processing when the pixel of interest to be drawn can be regarded as appearingin a
camera image captured by any of the N cameras, and draws the pixel of interestin UV map drawing processing that is view
independent drawing processing when the pixel of interest to be drawn can be regarded as not appearing in any camera
image.

[0213] More specifically, the view dependent drawing processing unit 272 executes processing similar to the visibility
check described above for each of the camera images captured by the N cameras 121 in the direction close to the drawing
viewpoint, and when there is a camera image in which the difference absolute value between the depth, which is the
distance between the camera 121 based on the three-dimensional shape data and the pixel of interest to be drawn, and the
depth of the pixel of interest in the depth map corresponding to the camera image is smaller than a predetermined value
and there is a pixel of interest considered to appear in the camera image, the switch 275 is connected to the terminal 275a,
and the pixel of interest is drawn by mixing so that a large weight is set to the color information of the camera image at a
position close to the drawing viewpoint by the view dependent drawing processing by itself, and the pixel of interest is
output and stored in the buffer 276.

[0214] On the other hand, when the difference absolute value between the depth, which is the distance between the
camera 121 based on the three-dimensional shape data and the pixel of interest to be drawn, and the depth of the pixel of
interestin the depth map corresponding to the cameraimage is larger than the predetermined value and there is no camera
image in which the pixel of interest can be considered to appear in the camera image, the view dependent drawing
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processing unit 272 connects the switch 275 to the terminal 275b, and controls the UV map drawing processing unit 273 to
draw the pixel of interest by the UV map drawing processing, which is a non-view independent drawing processing, and
outputs a drawing result to the buffer 276 via the terminal 275b of the switch 275.

[0215] Note that the processing by the depth map generation unit 271 that generates the depth map used by the view
dependent drawing processing unit 272 is processing of writing all triangular patches in the depth buffer by perspective
projection, and itis necessary to perform this processing as many as the number of cameras 121 used for drawing, and the
processing load is high.

[0216] Furthermore, since the view dependent drawing processing unit 272 determines the color value by performing
weighted averaging at a mixing ratio suitable for the drawing viewpoint using the color information of the plurality of valid
cameras 121, the processing load of the view dependent drawing processing unit 272 is also high.

[0217] On the other hand, in the processing by the UV map drawing processing unit 273, the color to draw can be
determined only by accessing the packing texture with the UV coordinates obtained by internally interpolating the UV
coordinates recorded for each vertex in the triangular patch, and the processing amount is small.

[0218] Furthermore, since the processing of the UV map drawing processing unit 273 is established as a general CG
method, itis often prepared as a standard function of adrawing library, and is a drawing method that can be processed even
by a reproduction device having a relatively low processing capability such as a mobile device.

[0219] Inthe presentdisclosure, the processing load can be adjusted by selecting view dependent drawing with alarge
processing amount when the reproduction device can perform the processing in real time and selecting UV map drawing
with a light load when the processing capability is insufficient.

[0220] Furthermore, the reproduction processing on the reception side is often implemented by software, and in that
case, it is desirable to operate on hardware having various processing capabilities with one program.

[0221] Moreover, the software also needs to perform various other processing in the background, and a function of
adjusting the processing to be always dynamically performed in real time while viewing the load of the CPU or the GPU is
necessary.

[0222] The rendering unit 117 can dynamically switch between the processing by the view dependent drawing
processing unit 272 and the processing by the UV map drawing processing unit 273, and when the UV map drawing
processing unit 273 is selected, the operation of the depth map generation unit 271 necessary for the processing can be
stopped together with the view dependent drawing processing unit 272.

[0223] Since the rendering unit 117 can switch the operation in this manner, itis possible to greatly adjust the processing
load. This adjustment can be finely controlled in several stages by increasing or decreasing the number of cameras 121
used in the view dependent drawing processing for each frame.

<Rendering Processing>

[0224] Next,therendering processing by the rendering unit 117 in Fig. 22 will be described with reference to the flowchart
in Fig. 23.

[0225] Instep S201, the view dependent drawing processing unit 272 sets an unprocessed frame as a frame of interest.
[0226] In step S202, the depth map generation unit 271 and the view dependent drawing processing unit 272 acquire a
drawing viewpoint and a drawing line-of-sight direction.

[0227] Instep S203,the depth map generation unit271 generates a depth map corresponding to the N cameraimagesin
the direction close to the drawing viewpoint on the basis of the three-dimensional shape data, and outputs the depth maps
to the view dependent drawing processing unit 272.

[0228] In step S204, the view dependent drawing processing unit 272 sets any of unprocessed pixels of the frame of
interest as the pixel of interest.

[0229] In step S205, the view dependent drawing processing unit 272 determines whether or not the pixel of interest
appears in any of the N camera images by the visibility check.

[0230] Inacase where itis determined in step S205 that the pixel of interest appears in any of the N camera images by
the visibility check, the processing proceeds to step S206.

[0231] In step S206, the view dependent drawing processing unit 272 connects the switch 275 to the terminal 275a,
performs mixing so that a large weight is set to the color information of the camera image at a position close to the drawing
viewpoint by the view dependent drawing processing by itself, draws the pixel of interest, outputs the pixel of interest to the
buffer 276 to have the pixel of interest stored.

[0232] Ontheotherhand,inacase whereitis determined in step S205 that the pixel of interest does not appearin any of
the N camera images by the visibility check, the processing proceeds to step S207.

[0233] Instep S207, the view dependent drawing processing unit 272 connects the switch 275 to the terminal 275b, and
controls the UV map drawing processing unit 273 to draw the pixel of interest by the UV map drawing processing, which is a
view independent drawing processing, and to output the drawing result to the buffer 276 via the terminal 275b of the switch
275.
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[0234] In step S208, the view dependent drawing processing unit 272 determines whether or not there is an
unprocessed pixel in the frame of interest, and in a case where there is an unprocessed pixel, the processing returns
to step S204.

[0235] That is, the processing of steps S204 to S208 is repeated until all the pixels of the frame of interest are drawn.
[0236] Then,inacasewhereitis determined in step S208 that all the pixels of the frame of interest have been drawn and
there is no unprocessed pixel, the processing proceeds to step S209.

[0237] In step S209, the buffer 276 outputs all the stored pixels of the frame of interest as a drawing image.

[0238] In step S210, the load determination unit 274 determines whether or not the processing load of the view
dependent drawing processing unit 272 exceeds a predetermined threshold value ThA which is an upper limit at which
real-time processing can be regarded as impossible.

[0239] Instep S210,inacasewhere itis determined that the processing load of the view dependent drawing processing
unit 272 exceeds a predetermined threshold value ThA which is an upper limit at which real-time processing can be
regarded as impossible, the processing proceeds to step S211.

[0240] Instep S211, the load determination unit 274 controls the view dependent drawing processing unit 272 to reduce
N, which is the number of cameras 121 in the direction close to the drawing viewpoint, by a predetermined value, thereby
reducing the processing load.

[0241] Furthermore, in step S210, in a case where it is determined that the processing load of the view dependent
drawing processing unit 272 does not exceed the predetermined threshold value ThA which is the upper limit that can be
regarded that the real-time processing is impossible, the processing proceeds to step S212.

[0242] In step S212, the load determination unit 274 determines whether or not the processing load of the view
dependent drawing processing unit 272 has fallen below a predetermined lower limit threshold value ThB that can be
regarded as having a margin.

[0243] Inacasewhereitis determined in step S212 thatthe processing load of the view dependent drawing processing
unit 272 has fallen below the predetermined lower limit threshold value ThB that can be regarded as having a margin, the
processing proceeds to step S213.

[0244] In step S213, the load determination unit 274 controls the view dependent drawing processing unit 272 to
increase N, which is the number of cameras 121 in the direction close to the drawing viewpoint, by a predetermined value,
thereby increasing the processing load. Note that the increase of N does not need to be increased to the maximum value of
the camera image extracted as the rectangular image in the packing texture, and for example, a limitation to a
predetermined value may be applied.

[0245] Furthermore, in a case where it is determined in step S212 that the processing load of the view dependent
drawing processing unit272 is not below the predetermined lower limit threshold value ThB that can be regarded as having
a margin, the processing of step S213 is skipped.

[0246] In step S214, the view dependent drawing processing unit 272 determines whether or not there is an
unprocessed frame, and in a case where it is determined that there is an unprocessed frame, the processing returns
to step S201, and the subsequent processes are repeated until there is no unprocessed frame.

[0247] Then, in a case where it is determined in step S214 that there is no unprocessed frame, the processing ends.
[0248] With such processing, for example, in a case where the processing performance of the reproduction device is
sufficiently high, by generating a depth map of the number (N) of camera images in a direction close to a larger number of
drawing viewpoints, there is a high possibility that a cameraimage in which the pixel ofinterest can be considered to appear
can be found, so thatitis possible to draw a large number of pixels by the view dependent drawing processing, and thusiitis
possible to implement highly accurate drawing.

[0249] Furthermore, for example, by adjusting the number (N) of camera images in the direction close to the drawing
viewpoint according to the processing performance of the reproduction device, the processing load can be reduced by
limiting the number of depth maps generated with a large processing load, and then the view dependent drawing
processing can be implemented.

[0250] Moreover, in a case where the processing performance of the reproduction device is low, for example, since the
number (N) of camera images in the direction close to the drawing viewpoint can be set to 0, the depth map generation
processing can be substantially stopped by the depth map generation unit 271.

[0251] Furthermore, since the depth map is not generated in this manner, processing in which the camera image in
which the pixel of interest appears does not exist is performed, and thus it is possible to perform the drawing of the pixel of
interest by switching to the UV map drawing processing which is the view independent drawing processing. Thus, since the
processing of the view dependent drawing processing unit 272 can also be stopped, itis possible to implement drawing of
an appropriate virtual viewpointimage according to the processing performance of the reproduction device while reducing
the processing load.

[0252] As a result, since it is possible to provide color information according to the processing performance of the
reproduction device, it is possible to implement reproduction of an optimal virtual viewpoint image (free viewpoint image
and volumetric image) in reproduction devices having various performances.
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<<3. Example of Execution by Software>>

[0253] Fig. 24 is a block diagram illustrating a configuration example of the hardware of the computer that executes the
series of processing described above in accordance with the program. In the general-purpose computer illustrated in Fig.
24, a CPU 1001, a ROM 1002, and a RAM 1003 are connected to one another via a bus 1004.

[0254] An input/output interface 1005 is also connected to the bus 1004. An input unit 1006, an output unit 1007, a
storage unit 1008, a communication unit 1009, and a drive 1010 are connected to the input/output interface 1005.
[0255] The input unit 1006 includes, for example, a keyboard, a mouse, a microphone, a touch panel, an input terminal,
and the like. The output unit 1007 includes, for example, a display, a speaker, an output terminal, and the like. The storage
unit includes, for example, a hard disk, a RAM disk, a non-volatile memory, and the like. The communication unit 1009
includes, for example, a network interface. The drive 1010 drives a removable storage medium 1011 such as a magnetic
disk, an optical disk, a magneto-optical disk, or a semiconductor memory.

[0256] Inthe computerconfigured as described above, forexample, the CPU 1001 loads a program stored in the storage
unit 1008 into the RAM 1002 via the input/output interface 1005 and the bus 1004 and executes the program to perform the
above-described series of processing. Further, the RAM 1002 also appropriately stores data necessary for the CPU 1001
to perform various types of processing, and the like.

[0257] The program executed by the computer can be applied, for example, by being recorded in the removable storage
medium 1011 as a package medium or the like. In that case, the program can be installed in the storage unit 1008 via the
input/output interface 1005 by attaching the removable storage medium 1011 to the drive 1010.

[0258] Furthermore, the program can also be provided via a wired or wireless transmission medium such as alocal area
network, the Internet, or digital satellite broadcasting. In this case, the program can be received by the communication unit
1009 and installed in the storage unit 1008.

<<4. Application Examples>>
[0259] The technology according to the present disclosure can be applied to various products and services.
(4-1. Production of Content)

[0260] For example, new video content may be produced by combining the 3D model of a subject generated in the
present embodiment with 3D data managed by another server. Furthermore, for example, in a case where there is
background data acquired by a camera 121 such as Lidar, content as if the subjectis at a place indicated by the background
data can be produced by combining the 3D model of the subject generated in the present embodiment and the background
data.

[0261] Note thatthe video content may be three-dimensional video content or two-dimensional video content converted
into two dimensions. Note that examples of the 3D model of the subject generated in the presentembodimentinclude a 3D
model generated by the 3D model generation unit and a 3D model reconstructed by the rendering unit 117 (Fig. 7), and the
like.

(4-2. Experience in Virtual Space)

[0262] For example, the subject (for example, a performer) generated in the present embodiment can be arrangedin a
virtual space thatis a place where the user communicates as an avatar. In this case, the user has an avatar and can view a
subject of a live image in the virtual space.

(4-3. Application to Communication with Remote Location)

[0263] For example, by transmitting the 3D model of the subject generated by the 3D model generation unit 112 (Fig. 7)
from the transmission unit 114 (Fig. 7) to a remote place, a user at the remote place can view the 3D model of the subject
through a reproduction device at the remote place. For example, by transmitting the 3D model of the subjectin real time, the
subject and the user at the remote location can communicate with each other in real time. For example, a case where the
subject is a teacher and the user is a student, or a case where the subject is a physician and the user is a patient can be
assumed.

(4-4. Others)

[0264] For example, a free viewpoint video of a sport or the like can be generated on the basis of the 3D models of the
plurality of subjects generated in the present embodiment, or an individual can distribute himself/herself, which is a 3D
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model generated in the present embodiment, to a distribution platform. As described above, the contents in the
embodiments described in the present description can be applied to various technologies and services.

[0265] Furthermore, forexample, the above-described programs may be executed in any device. In this case, the device
is only required to have a necessary functional block and obtain necessary information.

[0266] Further, forexample, each step of one flowchart may be executed by one device, or may be shared and executed
by a plurality of devices. Moreover, in a case where a plurality of pieces of processing is included in one step, the plurality of
pieces of processing may be executed by one device, or may be shared and executed by a plurality of devices. In other
words, the plurality of pieces of processing included in one step can also be executed as pieces of processing of a plurality
of steps. Conversely, the processes described as a plurality of steps can also be collectively executed as a single step.
[0267] Furthermore, for example, in a program executed by the computer, processing of steps describing the program
may be executed in a time-series order in the order described in the present specification, or may be executed in parallel or
individually at a required timing such as when a call is made. That is, the pieces of processing of the respective steps may
be executed in an order different from the above-described order as long as there is no contradiction. Moreover, this
processing in steps describing program may be executed in parallel with processing of another program, or may be
executed in combination with processing of another program.

[0268] Moreover, for example, a plurality of techniques related to the present disclosure can be each independently
implemented alone as long as there is no contradiction. Of course, any plurality of the present disclosure can be
implemented in combination. For example, some or all of the present disclosure described in any of the embodiments can
be implemented in combination with some or all of the present disclosure described in other embodiments. Furthermore,
some or all of the above-described arbitrary present disclosure can be implemented in combination with other techniques
not described above.

[0269] Note that the present disclosure can also have the following configurations.

<1> An information processing system including:

atexture coordinate generation unitthat generates three-dimensional shape data with texture coordinates by imaging
a subject with a plurality of cameras, setting coordinates on a packing texture generated from a plurality of camera
images captured by the plurality of cameras corresponding to the three-dimensional shape data as texture
coordinates on the basis of the three-dimensional shape data, a camera parameter, and color information texture
datawhich are used when generating a virtual viewpointimage from the cameraimages, and adding information of the
texture coordinates in association with the three-dimensional shape data.

<2> The information processing system according to <1>,

in which the three-dimensional shape data includes an array indicating correspondence between vertex
coordinates of a mesh representing a surface shape of the subject in a three-dimensional space and vertices
of a plurality of triangular patches when a surface of the subject is represented by the triangular patches,

the camera parameter is a parameter obtaining a coordinate position in a camera image captured by the cameras
from a coordinate position in the three-dimensional space,

the color information texture data includes an image captured by the camera,

the information processing system further includes a packing unit that extracts and packs a rectangular region of
the subject from the camera image and generates the packing texture, and

the texture coordinate generation unit generates the three-dimensional shape data with texture coordinates by
setting coordinates on the packing texture corresponding to the vertices of the triangular patches as texture
coordinates and adding information of the texture coordinates in association with the three-dimensional shape
data.

<3> The information processing system according to <2>,

in which the texture coordinate generation unit sets, to the texture coordinates, coordinates on the packing texture
appearing in the camera image among the coordinates on the packing texture corresponding to the vertices of the
triangular patches.

<4> The information processing system according to <3>, further including

adepth map generation unit that generates a depth map corresponding to the camera image captured by each of
the plurality of cameras on the basis of the three-dimensional shape data,

in which the texture coordinate generation unit assumes coordinates on the packing texture in which a distance
difference, which is a difference between a distance between a vertex of the triangular patches and the camera
based on the three-dimensional shape data and a distance at the vertex of the triangular patches on the depth
map corresponding to the camera image, among coordinates on the packing texture corresponding to the vertex
of the triangular patches is smaller than a predetermined difference threshold, as coordinates on the packing
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texture appearing in the camera image, and sets the coordinates to the texture coordinates.

<5> The information processing system according to <4>,

in which in a case where coordinates on the packing texture in which the distance difference is smaller than a
predetermined difference threshold do not exist among the coordinates on the packing texture corresponding to the
vertices of the triangular patches, the texture coordinate generation unit resets the predetermined difference
threshold by increasing the predetermined difference threshold by a predetermined value, and assumes again
coordinates on the packing texture in which the distance difference is smaller than the reset difference threshold
among the coordinates on the packing texture corresponding to the vertices of the triangular patches as coordinates
on the packing texture appearing in the camera image, and sets the coordinates to the texture coordinates.

<6> The information processing system according to <3>,

in which the texture coordinate generation unit sets, to the texture coordinates, coordinates on the packing texture
appearing in the camera image among the coordinates on the packing texture corresponding to the vertices of the
triangular patches, at which a normal direction of a corresponding triangular patch of the triangular patches and an
imaging direction of the camera are similar to each other.

<7> The information processing system according to <6>,

in which the texture coordinate generation unit sets, to the texture coordinates as the coordinates at which the normal
direction of the corresponding triangular patch and the imaging direction of the camera are similar to each other,
coordinates on the packing texture appearing in the camera image among the coordinates on the packing texture
corresponding to the vertices of the triangular patches, at which an inner product of the normal direction of the
corresponding triangular patch and the imaging direction of the camera is larger than a predetermined inner product
threshold value.

<8> The information processing system according to <7>,

in which in a case where there is no coordinates at which an inner product of the normal direction of the corresponding
triangular patch and the imaging direction of the camera is larger than a predetermined inner product threshold value
among the coordinates on the packing texture corresponding to the vertices of the triangular patches, the texture
coordinate generation unit resets the predetermined inner product threshold value by reducing the predetermined
inner product threshold value by a predetermined value, and sets again, to the texture coordinates, coordinates on the
packing texture at which the inner product is larger than the resetinner product threshold value among the coordinates
on the packing texture corresponding to the vertices of the triangular patches as coordinates at which the normal
direction of the corresponding triangular patch and the imaging direction of the camera are similar to each other.
<9> The information processing system according to any one of <1> to <8>, further including:

a rendering unit that generates the virtual viewpoint image on the basis of the three-dimensional shape data with
texture coordinates, the camera parameter, and the packing texture.

<10> The information processing system according to <9>, in which

the rendering unit includes

a view dependent drawing unit that draws a pixel of interest in the virtual viewpointimage by view dependent
drawing, and

a view independent drawing unit that draws a pixel of interest in the virtual viewpoint image by view
independent drawing, and

the virtual viewpoint image is drawn by drawing the pixel of interest by switching the view dependent drawing unit
or the view independent drawing unit depending on whether or not the pixel of interest exists in the camera image
captured by the camera close to a drawing viewpoint direction of the virtual viewpoint image.

<11> The information processing system according to <10>,

in which the rendering unit includes

adepth map generation unitthat generates a depth map corresponding to cameraimages captured by N cameras
close to the drawing viewpoint direction on the basis of the three-dimensional shape data with texture coordi-
nates, and

the view dependent drawing unit determines whether or not the pixel of interest exists in the camera image
captured by the camera close to the drawing viewpoint direction of the virtual viewpoint image on the basis of
whether or not the camera image in which a distance difference formed by a difference absolute value between a
distance between the camera and the pixel of interest based on the three-dimensional shape data with texture
coordinates of the pixel of interest in the camera image and a distance at the pixel of interest in the depth map
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corresponding to the camera image is smaller than a predetermined difference threshold exists among the
camera images of the N cameras.

<12> The information processing system according to <11>,

in which in a case where the camera image in which the distance difference is smaller than the predetermined
difference threshold exists, the view dependent drawing unit determines that the pixel of interest exists in the
cameraimage captured by the camera closerto the drawing viewpoint direction of the virtual viewpointimage, and
in a case where the camera image in which the distance difference is smaller than the predetermined difference
threshold does not exist, the view dependent drawing unit determines that the pixel of interest does not exist in the
camera image captured by the camera closer to the drawing viewpoint direction of the virtual viewpoint image.

<13> The information processing system according to <10>,

in which in a case where the pixel of interest exists in the camera image captured by the camera close to the
drawing viewpoint direction, the view dependent drawing unit draws the pixel of interest by the view dependent
drawing unit itself by the view dependent drawing, and

in a case where the pixel of interest does not exist in the camera image captured by the camera close to the
drawing viewpoint direction, the view dependent drawing unit controls the view independent drawing unit to draw
the pixel of interest by the view independent drawing.

<14> The information processing system according to <11>,

in which the rendering unit includes
a processing load determination unit that determines a processing load by the view dependent drawing unit, and
the processing load determination unit

decreases the N that is a number of the depth maps generated by the depth map generation unit by a
predetermined value in a case where itis determined that the processing load of the view dependent drawing
unit exceeds an upper limit value at which processing in real time is considered to be impossible, and
increases the N that is the number of the depth maps generated by the depth map generation unit by a
predetermined value in a case where itis determined that the processing load of the view dependent drawing
unit falls below a lower limit value at which it is considered that there is a sufficient margin for the processingin
real time.

<15> The information processing system according to <10>,

in which the view independent drawing is UV map drawing.

<16> An operation method of an information processing system, the operation method including:

generating three-dimensional shape data with texture coordinates by imaging a subject with a plurality of cameras,
setting coordinates on a packing texture generated from a plurality of camera images captured by the plurality of
cameras corresponding to the three-dimensional shape data as texture coordinates on the basis of the three-
dimensional shape data, a camera parameter, and color information texture data which are used when generating a
virtual viewpointimage from the camera images, and adding information of the texture coordinates in association with
the three-dimensional shape data.

<17> A program for causing a computer to function as

atexture coordinate generation unit that generates three-dimensional shape data with texture coordinates by imaging
a subject with a plurality of cameras, setting coordinates on a packing texture generated from a plurality of camera
images captured by the plurality of cameras corresponding to the three-dimensional shape data as texture
coordinates on the basis of the three-dimensional shape data, a camera parameter, and color information texture
data which are used when generating a virtual viewpoint image from the plurality of camera images, and adding
information of the texture coordinates in association with the three-dimensional shape data.

REFERENCE SIGNS LIST

[0270]

101
M

Information processing system
Data acquisition unit
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112 3D model generation unit

113 Encoding unit

114 Transmission unit

115 Reception unit

116 Decoding unit

M7, 117 Rendering unit

118 Display unit

121 and 121-1to 121-n  Camera

171 Depth map generation unit

172 UV coordinate generation unit

173 Shape data compression processing unit
174 Color information packing unit

175 Moving image data compression processing unit
251 Shape data decompression processing unit
252 Texture data decompression processing unit
271 Depth map generation unit

272 View dependent drawing processing unit
273 UV map drawing processing unit

274 Load determination unit

275 Switch

276 Buffer

Claims

1. Aninformation processing system comprising:

atexture coordinate generation unit that generates three-dimensional shape data with texture coordinates by imaging
a subject with a plurality of cameras, setting coordinates on a packing texture generated from a plurality of camera
images captured by the plurality of cameras corresponding to the three-dimensional shape data as texture
coordinates on a basis of the three-dimensional shape data, a camera parameter, and color information texture
data which are used when generating a virtual viewpointimage from the camera images, and adding information of the
texture coordinates in association with the three-dimensional shape data.

The information processing system according to claim 1,

wherein the three-dimensional shape data includes an array indicating correspondence between vertex co-
ordinates of a mesh representing a surface shape of the subject in a three-dimensional space and vertices of a
plurality of triangular patches when a surface of the subject is represented by the triangular patches,

the camera parameter is a parameter obtaining a coordinate position in a cameraimage captured by the cameras
from a coordinate position in the three-dimensional space,

the color information texture data includes an image captured by the camera,

the information processing system further comprises a packing unit that extracts and packs a rectangular region
of the subject from the camera image and generates the packing texture, and

the texture coordinate generation unit generates the three-dimensional shape data with texture coordinates by
setting coordinates on the packing texture corresponding to the vertices of the triangular patches as texture
coordinates and adding information of the texture coordinates in association with the three-dimensional shape
data.

The information processing system according to claim 2,

wherein the texture coordinate generation unit sets, to the texture coordinates, coordinates on the packing texture
appearing in the camera image among the coordinates on the packing texture corresponding to the vertices of the
triangular patches.

The information processing system according to claim 3, further comprising:
adepth map generation unit that generates a depth map corresponding to the camera image captured by each of
the plurality of cameras on a basis of the three-dimensional shape data,

wherein the texture coordinate generation unit assumes coordinates on the packing texture in which a distance
difference, which is a difference between a distance between a vertex of the triangular patches and the camera

21



20

25

35

40

45

50

55

EP 4 586 206 A1

based on the three-dimensional shape data and a distance at the vertex of the triangular patches on the depth
map corresponding to the camera image, among coordinates on the packing texture corresponding to the vertex
of the triangular patches is smaller than a predetermined difference threshold, as coordinates on the packing
texture appearing in the camera image, and sets the coordinates to the texture coordinates.

5. The information processing system according to claim 4,

wherein in a case where coordinates on the packing texture in which the distance difference is smaller than a
predetermined difference threshold do not exist among the coordinates on the packing texture corresponding to the
vertices of the triangular patches, the texture coordinate generation unit resets the predetermined difference
threshold by increasing the predetermined difference threshold by a predetermined value, and assumes again
coordinates on the packing texture in which the distance difference is smaller than the reset difference threshold
among the coordinates on the packing texture corresponding to the vertices of the triangular patches as coordinates
on the packing texture appearing in the camera image, and sets the coordinates to the texture coordinates.

6. The information processing system according to claim 3,
wherein the texture coordinate generation unit sets, to the texture coordinates, coordinates on the packing texture
appearing in the camera image among the coordinates on the packing texture corresponding to the vertices of the
triangular patches, at which a normal direction of a corresponding triangular patch of the triangular patches and an
imaging direction of the camera are similar to each other.

7. The information processing system according to claim 6,
wherein the texture coordinate generation unit sets, to the texture coordinates as the coordinates at which the normal
direction of the corresponding triangular patch and the imaging direction of the camera are similar to each other,
coordinates on the packing texture appearing in the camera image among the coordinates on the packing texture
corresponding to the vertices of the triangular patches, at which an inner product of the normal direction of the
corresponding triangular patch and the imaging direction of the camera is larger than a predetermined inner product
threshold value.

8. The information processing system according to claim 7,

wherein in a case where there is no coordinates at which an inner product of the normal direction of the corresponding
triangular patch and the imaging direction of the camera is larger than a predetermined inner product threshold value
among the coordinates on the packing texture corresponding to the vertices of the triangular patches, the texture
coordinate generation unit resets the predetermined inner product threshold value by reducing the predetermined
inner product threshold value by a predetermined value, and sets again, to the texture coordinates, coordinates on the
packing texture at which the inner product is larger than the resetinner product threshold value among the coordinates
on the packing texture corresponding to the vertices of the triangular patches as coordinates at which the normal
direction of the corresponding triangular patch and the imaging direction of the camera are similar to each other.

9. The information processing system according to claim 1, further comprising:
arendering unitthat generates the virtual viewpointimage on a basis of the three-dimensional shape data with texture
coordinates, the camera parameter, and the packing texture.
10. The information processing system according to claim 9,
wherein the rendering unit includes:
a view dependent drawing unit that draws a pixel of interest in the virtual viewpointimage by view dependent
drawing; and
a view independent drawing unit that draws a pixel of interest in the virtual viewpoint image by view
independent drawing, and
the virtual viewpoint image is drawn by drawing the pixel of interest by switching the view dependent drawing unit
or the view independent drawing unit depending on whether or not the pixel of interest exists in the camera image
captured by the camera close to a drawing viewpoint direction of the virtual viewpoint image.

11. The information processing system according to claim 10,

wherein the rendering unit includes
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adepth map generation unitthat generates a depth map corresponding to cameraimages captured by N cameras
close to the drawing viewpoint direction on a basis of the three-dimensional shape data with texture coordinates,
and

the view dependent drawing unit determines whether or not the pixel of interest exists in the camera image
captured by the camera close to the drawing viewpoint direction of the virtual viewpoint image on a basis of
whether or not the camera image in which a distance difference formed by a difference absolute value between a
distance between the camera and the pixel of interest based on the three-dimensional shape data with texture
coordinates of the pixel of interest in the camera image and a distance at the pixel of interest in the depth map
corresponding to the camera image is smaller than a predetermined difference threshold exists among the
camera images of the N cameras.

The information processing system according to claim 11,

wherein in a case where the camera image in which the distance difference is smaller than the predetermined
difference threshold exists, the view dependent drawing unit determines that the pixel of interest exists in the
cameraimage captured by the camera closer to the drawing viewpoint direction of the virtual viewpointimage, and
in a case where the camera image in which the distance difference is smaller than the predetermined difference
threshold does not exist, the view dependent drawing unit determines that the pixel of interest does not existin the
camera image captured by the camera closer to the drawing viewpoint direction of the virtual viewpoint image.

The information processing system according to claim 10,

wherein in a case where the pixel of interest exists in the camera image captured by the camera close to the
drawing viewpoint direction, the view dependent drawing unit draws the pixel of interest by the view dependent
drawing unit itself by the view dependent drawing, and

in a case where the pixel of interest does not exist in the camera image captured by the camera close to the
drawing viewpoint direction, the view dependent drawing unit controls the view independent drawing unit to draw
the pixel of interest by the view independent drawing.

The information processing system according to claim 11,

wherein the rendering unit includes
a processing load determination unit that determines a processing load by the view dependent drawing unit, and
the processing load determination unit

decreases the N that is a number of the depth maps generated by the depth map generation unit by a
predetermined value in a case where itis determined that the processing load of the view dependent drawing
unit exceeds an upper limit value at which processing in real time is considered to be impossible, and
increases the N that is the number of the depth maps generated by the depth map generation unit by a
predetermined value in a case where itis determined that the processing load of the view dependent drawing
unitfalls below a lower limit value at which it is considered that there is a sufficient margin for the processingin
real time.

The information processing system according to claim 10,
wherein the view independent drawing is UV map drawing.

An operation method of an information processing system, the operation method comprising:

generating three-dimensional shape data with texture coordinates by imaging a subject with a plurality of cameras,
setting coordinates on a packing texture generated from a plurality of camera images captured by the plurality of
cameras corresponding to the three-dimensional shape data as texture coordinates on a basis of the three-
dimensional shape data, a camera parameter, and color information texture data which are used when generating
a virtual viewpoint image from the camera images, and adding information of the texture coordinates in association
with the three-dimensional shape data.

A program for causing a computer to function as:

atexture coordinate generation unitthat generates three-dimensional shape data with texture coordinates by imaging
a subject with a plurality of cameras, setting coordinates on a packing texture generated from a plurality of camera
images captured by the plurality of cameras corresponding to the three-dimensional shape data as texture
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coordinates on a basis of the three-dimensional shape data, a camera parameter, and color information texture data

which are used when generating a virtual viewpointimage from the plurality of cameraimages, and adding information
of the texture coordinates in association with the three-dimensional shape data.
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