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(57) According to a sequence analysis method for
inferring the polyad content of a polymer, which polyad is
formed by aligning a plurality of units, the method includ-
ing determining the number K of variants of the polyads;
sequentially ionizing gas components generated by
heating each sample of a reference sample and an in-
ference target sample to acquire a data matrix including
two-dimensional mass spectra; performing non-negative
matrix factorization of the data matrix to factorize the data
matrix into the product of a basis spectrum matrix and an
intensity distribution matrix; performing non-negative
matrix factorization of the intensity distribution matrix to
factorize the matrix into the product of a matrix represent-
ing the mass proportion of a model polymer formed only
from the polyad and a matrix representing a feature
vector; defining the feature vector of the model polymer
as an end member and determining a K‑1 dimensional
simplex including all of the feature vectors of samples;
and inferring each polyad content ratio by the distance
ratio between the end member and the feature vector of
the inference target sample, a simple sequence analysis
method for polymers is provided.
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Description

Technical Field

[0001] The present invention relates to a sequence analysis method, a sequence analyzing device, a polymerization
condition proposal device, and an automatic synthesizing device.

Background Art

[0002] As widely known in e.g. proteins and nucleic acid molecules, a sequence of units derived from monomers
significantly affects the physical properties of polymer. For biopolymers such as proteins and nucleic acid molecules, many
sequence analysis techniques have been proposed. As such techniques, Patent Literature 1 describes "a sequencing
method for determining a sequence of a plurality of monomers forming a biopolymer by measuring a tunneling current
flowing between a pair of electrodes, the method including a) a step of acquiring electric current value data by measuring
an electric current value between the electrodes at prescribed time intervales, b) a step of selecting an analysis region
including a dense region of signals from the electric current value data, c) a step of determining a minimum representative
value having the smallest electric current value of a plurality of representative values and a maximum representative value
having the maximum electric current value of a plurality of representative values in the analysis region, and d) a step of
differentiating the type of monomer corresponding to the signal based on the minimum representative value and the
maximum representative value."

Citation List

Patent Literature

[0003] Patent Literature 1: WO2019/208225

Summary of Invention

Technical Problem

[0004] As described above, sequence analysis methods for biopolymers, etc. have been established; however, for
many polymers which are industrially used, a sequence analysis method has not been established yet. Therefore, a
subject of the present invention is to provide a simple sequence analysis method for polymers. Another subject of the
present invention is to provide a sequence analyzing device, a polymerization condition proposal device, and an automatic
synthesizing device. Means of Solving Problem
[0005] As a result of diligent investigations to solve the above subjects, the present inventors found that the above
subjects could be solved by the following constitution.

[1] A polymer sequence analysis method for inferring the polyad content of a polymer obtained by polymerizing
monomers selected from a monomer set containing two or more types of monomers, which polyad is formed by
aligning a plurality of units derived from the monomers, the method including determining the number K of variants of
the polyads depending on the number of types of monomers contained in the monomer set, and the number of the
units forming the polyads; sequentially ionizing gas components generated by heating each sample of a reference
sample and an inference target sample, which are polymers formed from the monomers, to acquire a data matrix
including two-dimensional mass spectra having m/z with respect to heating temperature; performing first NMF
process by which the data matrix is subjected to non-negative matrix factorization to be factorized into the product of a
matrix representing a normalized basis spectrum and an intensity distribution matrix; performing second NMF
process by which the intensity distribution matrix in each of the samples is subjected to non-negative matrix
factorization to be factorized into the product of a matrix representing a mass proportion of a model polymer formed
only from the polyads in the sample, and a matrix representing a feature vector of the model polymer; defining the
feature vector of the model polymer as an end member and determining a K‑1 dimensional simplex including all of the
feature vectors of the samples; and defining a distance between the K end members and a feature vector of the
inference target sample by the Riemannian metric distance in consideration of non-orthogonality of the basis
spectrum of first NMF process; and inferring each polyad content ratio of the inference target sample by the ratio
of the distance.
[2] The sequence analysis method according to [1], wherein when the number K of variants is equal to or greater than
3, at least one of the feature vectors of the reference samples is present in each region external to a hypersphere
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inscribed in the K‑1 dimensional simplex or the reference samples contain at least one of the end members.
[3] The sequence analysis method according to [1] or [2], further including after the second NMF process,
reconstructing a spectrum of the model polymer by a matrix product of a matrix representing the feature vector of
the model polymer and a matrix representing the basis spectrum to identify the polyad to which the spectrum of the
model polymer is attributed.
[4] The sequence analysis method according to [3], wherein the identification is performed by comparing the sum of
mass numbers of the units forming the polyad and m/z at peaks of the spectrum of the model polymer.
[5] The sequence analysis method according to [3] or [4], wherein when a spectrum of the model polymer not attributed
to any of the polyads is present as a result of the identification, the number K of variants is changed and the first NMF
process, the second NMF process and the identification are repeated.
[6] The sequence analysis method according to [5], wherein the change is to subtract a predetermined number from
the number K of variants.
[7] The sequence analysis method according to [3] or [4], wherein when a spectrum of the model polymer which cannot
be attributed to the polyads is present as a result of the identification, the reference samples are added and the data
matrix acquisition, the first NMF process, the second NMF process and the identification are repeated.
[8] The sequence analysis method according to any one of [1] to [7], wherein when the number of the types is j and j is
equal to or greater than 3, the number K of variants is determined by the formula: K = jC3 + 3jC2 +jC1.
[9] The sequence analysis method according to any one of [1] to [8], wherein the polymer includes a resist resin.
[10] The sequence analysis method according to any one of [1] to [9], wherein the reference sample and the inference
target sample have different polymerization methods.
[11] A polymer sequence analyzing device for inferring the polyad content of a polymer obtained by polymerizing
monomers selected from a monomer set containing two or more types of monomers, which polyad is formed by
aligning a plurality of units derived from the monomers, the device including a mass spectrometer that sequentially
ionizes gas components generated by heating a sample including a reference sample and an inference target sample,
which are polymers formed from the monomers, and observes mass spectra continuously, and an information
processing device that processes the observed mass spectra, wherein the information processing device includes a
data matrix generating part that obtains a data matrix including two-dimensional mass spectra having m/z with respect
to heating temperature; a variant number determining part that determines the number K of variants of the polyads
depending on the number of types of monomers contained in the monomer set and the number of the units forming the
polyads; a first NMF processing part that performs NMF process by which the data matrix is subjected to non-negative
matrix factorization to be factorized into the product of a matrix representing a normalized basis spectrum and an
intensity distribution matrix; a second NMF processing part that performs NMF process by which the intensity
distribution matrix of each of the samples is subjected to non-negative matrix factorization to be factorized into the
product of a matrix representing a mass proportion of a model polymer formed only from the polyad in the sample, and
a matrix representing a feature vector of the model polymer and obtains the feature vector of the model polymer; a
vector projection part that defines the feature vector of the model polymer as an end member and determines a K‑1
dimensional simplex including all of the feature vectors of the samples; and a composition inference part that defines a
distance between each of the K end members and a feature vector of the inference target sample by the Riemannian
metric distance in consideration of non-orthogonality of the basis spectrum of first NMF process, and infers each
polyad content ratio of the inference target sample by the ratio of the distance.
[12] The sequence analyzing device according to [11], further including a model polymer spectrum identification part
that reconstructs a spectrum of the model polymer by the matrix product of a matrix representing the feature vector of
the model polymer and a matrix representing the basis spectrum, and identifies the polyad to which the spectrum of the
model polymer is attributed.
[13] The sequence analyzing device according to [12], wherein the identification is performed by comparing the sum of
mass numbers of the units forming the polyad and m/z at peaks of the spectrum of the model polymer.
[14] The sequence analyzing device according to [12] or [13], wherein when a spectrum of the model polymer not
attributed to any of the polyads is present as a result of the identification, the information processing device changes
the number K of variants and repeats NMF process by the first NMF processing part, NMF process by the second NMF
processing part, and identification by the model polymer spectrum identification part.
[15] A polymerization condition proposal device, further including the sequence analyzing device according to any one
of [11] to [14], and a plan proposal part that has been subjected to machine learning using sequence analysis result by
the sequence analyzing device and polymerization conditions of the inference target sample as training data, wherein
the plan proposal part proposes a new polymerization condition to obtain, by comparing sequence analysis result and
a predetermined target sequence, a polymer having the target sequence.
[16] An automatic synthesizing device, having the polymerization condition proposal device according to [15], and a
synthesizing device for the polymer, wherein the synthesizing device has a feeding system for the monomers, a
reaction tank that receives the monomers from the feeding system to allow the monomers to react, and a control
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device, wherein the control device controls at least one selected from the group consisting of the feeding system and
the reaction tank based on a polymerization condition proposed by the polymerization condition proposal device to
synthesize a new polymer.

Advantageous Effect of Invention

[0006] According to the present invention, it is possible to provide a simple sequence analysis method for polymers.
Furthermore, according to the present invention, it is also possible to provide a sequence analyzing device, a poly-
merization condition proposal device and an automatic synthesizing device.

Brief Description of Drawings

[0007]

Fig. 1 is a flowchart of a sequence analysis method according to one embodiment of the present invention;
Fig. 2 is M spectra calculated from respective matrices obtained by acquiring data matrices from samples synthesized
using methyl methacrylate (M) and styrene (S) as monomers and performing first NMF process and second NMF
process;
Fig. 3 is a conceptual view showing a K‑1 dimensional simplex (two-dimensional simplex, a triangle) when K is 3;
Fig. 4 is a conceptual view showing a K‑1 dimensional simplex (two-dimensional simplex, a triangle) when K is 3;
Fig. 5 is a hardware configuration view of a sequence analyzing device according to one embodiment of the present
invention;
Fig. 6 is a functional block diagram of the sequence analyzing device;
Fig. 7 is a functional block diagram of a sequence analyzing device according to the second embodiment;
Fig. 8 is a functional block diagram of a polymerization condition proposal device according to one embodiment of the
present invention;
Fig. 9 is a functional block diagram of an automatic synthesizing device according to one embodiment of the present
invention;
Fig. 10 shows model polymer spectra of respective polyads obtained by calculation;
Fig. 11 shows calculation result of model polymer spectra when the number of types of monomers is 2 and the length of
the polyads is 5;
Fig. 12 is a graph showing a relationship between polymerization time and conversion rate;
Figs. 13 are sequence analysis result and graphs showing a relationship between (A) the BBB content and (B) BBS
content in terms of mass and conversion rate; and
Fig. 14 is sequence analysis result and a graph showing a relationship between the BBS content in terms of mass and
conversion rate.

Description of Embodiments

[0008] The present invention will now be described in detail.
[0009] While constituting elements will be described below on the basis of representative embodiments of the present
invention, the present invention is not restricted to these embodiments.
[0010] In the present description, a numerical value range expressed using "‑" means a range including numerical
values written before and after "‑" as a lower limit value and an upper limit value.
[0011] The embodiments described below are examples of embodied technical ideas of the present invention, and the
technical ideas of the present invention do not specify the material, shape, structure, arrangement, etc. of components to
the embodiments described below. In addition, the drawings are schematic. Therefore, relationships between thickness
and plane dimensions, ratios, etc. may be different from those of reality, and also dimension relationships and ratios
between the drawings may be different from each other.

[Definition of Terms]

[0012] Terms used in the present description will be described. Terms which are not described below will be given a
meaning generally understandable for persons in the art.
[0013] In the present description, a "monomer" means a compound (monomer) used to synthesize a polymer, a sample.
Both a "reference sample" and an "inference target sample" are a polymer. The polymer is synthesized from one or two or
more monomers selected from a monomer set consisting of a predetermined number of monomers.
[0014] In the present description, a "unit" is a part of a polymer structure and is derived from a monomer. In polyvinyl
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chloride (CH2CHCl)n synthesized by polymerization of vinyl chloride (CH2=CHCl), for example, vinyl chloride corresponds
to the "monomer," polyvinyl chloride corresponds to the "polymer" and "CH2CHCl" corresponds to the "unit."
[0015] In the present description, "polyads" mean a partial structure of a polymer formed by aligning a plurality of units
with a finite number. Examples of polyads in a polymer synthesized from monomers A and B include diads such as AA, BB
and AB (or BA); triads such as AAB; and the like as those which can be conceived on a combination basis.
[0016] The polyads are units for sequence analysis, and the sequence analysis in the present description means to infer
the types of polyads included in an inference target sample and each polyad content in terms of mass.
[0017] In the above examples, "the number of units forming polyads" is 2 in e.g. AA, BB and AB (BA), and is 3 in e.g. AAA,
AAB, BBA, BBB and ABA (BAB). In the description below, "the number of units forming polyads" may be simply referred to
as "the length of polyads."
[0018] "The number of variants of polyads" means variations of combinations of units in the polyads. When the number
of types of monomers contained in a monomer set is 3 (monomers A, B and C) and the number of units forming polyads (the
length of polyads) is 3 (triad), for example, the number of variants of the triads is 13, AAA, BBB, CCC, AAC, AC{AC}, CCA,
BBA, AB{BA}, AAB, BBC, BC{BC}, BCC and ABC. The "AC{AC}" means that "AC" is repeated. The repeats of "AC" can be
represented as "ACA" and "CAC" as triads, but are represented as "AC{AC}" to be distinguished from "AAC{AAC}" and
"CCA{CCA}," which are different sequences. The same applies to the others.
[0019] The number of variants of polyads is uniquely determined as the number of combinations which can be made
depending on the length of polyads and the number of types of monomers contained in a monomer set. Some polyads
which exist as theoretical combinations but cannot be actually generated, however, also exist depending on the types of
monomers, polymerization forms, etc. When an alternating copolymer is not formed from monomers A and B, for example,
"AB{AB}" is a polyad which exists as a theoretical combination but cannot be actually generated. Therefore, the number of
variants of polyads is the number of combinations uniquely determined depending on the length of polyads and the number
of types of monomers contained in a monomer set, or a number smaller than the above. In the present description, the
number of variants of polyads can be represented as "K (a number of equal to or greater than 1)."
[0020] The "inference target sample" is a sample having a sequence to be inferred. The inference target sample is
formed from one or two or more types of monomers, of two or more types of monomers contained in a sample set. Both the
types of monomers used for synthesis and the amount thereof may be unknown. The inference target sample may be also
a so-called homopolymer formed from one type of monomer.
[0021] In the present description, the "homopolymer" includes both a polymer actually formed only from one type of unit,
and a polymer which is estimated (seemed) to be formed only from one type of unit on a mass spectrum. Specifically, even
when a polymer is estimated to be formed only from one type of unit on a mass spectrum, but actually includes other units at
equal to or smaller than the detection limit thereof, the polymer is treated as a "homopolymer" in the present description.
The same applies to the reference sample about the treating.
[0022] The "reference sample" means a sample required in determining K end members in a K‑1 dimensional simplex
described later, and is a polymer synthesized from one or two or more types of monomers selected from the "sample set"as
with the inference target sample.
[0023] The reference sample contains at least one or more types of polyads selected from K types of polyads. The types
of polyads contained is not particularly restricted and may be 1 to K types. The reference samples may include a sample
having the same composition as of the inference target sample. Specifically, while the inference target sample and the
reference sample may be the same, the reference samples differ from each other.
[0024] The reference samples "differing" from each other mean that the types of units contained differ from each other,
and at least one selected from the group consisting of sequences of units is different from the others.
[0025] The "end member" means a vector corresponding to a vertex of the K‑1 dimensional simplex, and the end
member corresponds to a feature vector of a polymer (model polymer) formed only from one of the K types of polyads.

[Sequence analysis method]

[0026] The sequence analysis method of the present invention is a sequence analysis method using as input the number
K of variants determined depending on the number of types of monomers contained in the sample set and the number of
units forming polyads, and two-dimensional mass spectra obtained from the reference samples and the inference target
sample, and as output polyad content ratios in terms of mass of the inference target sample.
[0027] The sequence analysis method of the present invention will be described in detail with reference to drawings. Fig.
1 is a flowchart of an embodiment of the present invention.
[0028] First, the number K of variants of polyads (K is an integer of equal to or greater than 2) is determined depending on
the number of types of monomers contained in a monomer set and the number of units forming the polyads as step S1.
[0029] The number of variants of polyads is a number which can be uniquely determined as the number of combinations
which can be made depending on the length of the polyads and the number of types of monomers contained in the
monomer set as an aspect.
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[0030] The number of types of monomers is an integer of equal to or greater than 2, and the upper limit thereof is not
particularly limited but preferably equal to or smaller than 10 as an aspect. When the number of types of monomers
contained in the monomer set is 10, for example, the reference samples and the inference target sample are those
synthesized from one or two or more types of the 10 types of monomers.
[0031] Specifically, the reference samples may be a (co)polymer obtained by adding one or two or more types of
monomers selected from the sample set to a reaction container and polymerizing the monomers in various conditions
(temperature and time). The inference target sample is only needed to be a sample synthesized from any one or two or
more types of monomers contained in the monomer set.
[0032] The number of units forming polyads (the length of polyads) is equal to or greater than 2, and the upper limit
thereof is not particularly restricted but preferably equal to or smaller than 10. Particularly, the length of polyads is
preferably equal to or greater than 3, preferably equal to or smaller than 9, more preferably equal to or smaller than 7, and
further preferably equal to or smaller than 5.
[0033] In the present sequence analysis method, the sequence of a polymer is inferred as polyad content ratios, and
thus longer polyads get closer to uniquely defining the whole polymer chain. On the other hand, when the number of
polyads is equal to or smaller than 10, increases in the number of variants of polyads and the number of end members are
within a certain degree on a combination calculation basis, and thus the number of reference samples required does not
easily increase.
[0034] When the length of polyads is equal to or greater than 3, the physical properties of a polymer are more easily
predicted based on analysis result by the present sequence analysis method, and when the length is equal to or smaller
than 5, the number of variations of the reference samples tends to become smaller and analysis tends to be easier.
[0035] When the number of types of monomers contained in the monomer set and the length of polyads are determined,
the number K of variants of polyads can be uniquely determined. When the number of monomers is equal to or greater than
3 and the length of polyads is 3 (triad), for example, the number K can be calculated by K = jC3 + 3jC2 + jC1. When the
number of monomers is 2, if the length of polyads is 2, 3, 4, 5, ..., K is 3, 5, 6, 9, ...
[0036] The length of polyads is uniquely determined from the number of theoretically possible combinations as
described above; however, as described below, the feasible number can be smaller than the number, and K is preferably
the number of theoretically possible combinations as described above or a number equal to or smaller than the above.
[0037] Next, gas components generated by heating each sample of the reference sample, which is a polymer formed
from monomers, and the inference target sample are sequentially ionized, and a data matrix including two-dimensional
mass spectra having m/z (originally written in italics, defined as a dimensionless quantity obtained by dividing ion mass by
unified atomic mass unit and dividing the obtained value by the absolute value of ion charge number) with respect to
heating temperature is acquired as step S2.
[0038] While a method of observing (acquiring) the mass spectrum is not particularly limited, a method of performing
mass spectrometry without preparatory process on a specimen in an ambient condition is preferred. A mass spectrometer
called "DART-MS" using an ion source called a "DART" (registered trademark, direct analysis in real time) ion source and a
mass spectrometer instrument in combination is known as a device used in a method for the ionization and mass
spectrometry described above.
[0039] The mass spectrometer instrument is not particularly limited but is preferably an instrument allowing precise
mass spectrometer and may be any of types including quadripolar type and a time-of-flight (TOF) type.
[0040] While a specific condition for acquisition of the mass spectrum is not particularly restricted, according to a
procedure given as a non-restrictive example, all the samples are sequentially heated at a temperature increasing rate of
50°C/min, and helium ions are injected at an interval of 50 shots/min to pyrolysis gas generated in a temperature range of
50‑550°C to ionize the gas, thereby acquiring two-dimensional mass spectra having m/z along the horizontal axis and a
temperature along the vertical axis.
[0041] The obtained two-dimensional mass spectra are stored for each sample and heating temperature as an aspect,
and at least two or more of the two-dimensional mass spectra may be collectively converted into a data matrix.
[0042] In the present step, mass spectra are acquired continuously on the basis of each predetermined temperature
increasing interval. While these mass spectra can be used as they are in generating the data matrix, they may be used after
being averaged on the basis of each predetermined temperature increasing range. Averaging the mass spectra on the
basis of each predetermined temperature increasing range and merging the mass spectra into one allow compression of a
data volume. This temperature increasing range is approximately 10‑30°C, for example.
[0043] In each spectrum, a peak intensity may be normalized. For example, this normalization can be realized by a
method of normalizing peak intensities in such a manner that the sum of squares of the peak intensities becomes 1.
[0044] As a result, by making one measurement on a sample, it becomes possible to acquire a predetermined number of
mass spectra at each heating temperature (or heating temperatures merged in each predetermined range) (this number
differs depending on a way of the merging and may be 20, for example).
[0045] By storing each of these mass spectra in each row and the heating temperature in each column, a two-
dimensional mass spectrum is acquired for each sample.
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[0046] After the two-dimensional mass spectra are acquired for the respective samples in this way, at least two or more
of these spectra are merged and converted to a data matrix X.
[0047] As long as the number of the two-dimensional mass spectra used in generating the data matrix X is equal to or
greater than 2, it is not particularly limited. Meanwhile, it is preferable that two-dimensional mass spectra of all the samples
(all the samples contained in the sample set) be used.
[0048] If one sample is subjected to measurement twice or more, some or all of two-dimensional mass spectra acquired
by measurement twice or more may be used in generating the data matrix X.
[0049] Next, first NMF process is performed by which the data matrix is subjected to non-negative matrix factorization to
be factorized into the product of a matrix including a normalized basis spectrum and an intensity distribution matrix as step
S3.
[0050] The data matrix X is subjected to the first NMF process to be factorized into the product of an intensity distribution
matrix A and a matrix S including a basis spectrum.

[0051] Here, the data matrix X as input is represented by the following formula:

[0052] The intensity distribution matrix A and a matrix representing a basis spectrum (basis spectrum matrix) S as output
are represented by the following formulas:

[0053] Here, N is the number of samples, T is the number of temperature zone partitions, D is the number of channels,
and M is the number of basis spectra. In the present description,
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[0054] The above is a non-negative or real-number N x M matrix.
[0055] Regarding the following matrix

represents an n-th row vector, an m-th row vector, and an (n, m)‑th element, respectively. Furthermore, XT is a transposed
matrix of X, and

represents a Frobenius norm. Furthermore,

represent the following of an n-th row of X:

Tr(X) represents a trace and diag(X) represents a diagonal matrix composed of a diagonal component. Furthermore, 1N
and 11N represent an N-dimensional vector or an (N, N) matrix where all elements are 1. Moreover, IN represents an N-
dimensional identity matrix.
[0056] Returning to the description of the first NMF process, the first NMF process in the present analysis method was
developed so as to achieve better conformity with data interpretation of MS (mass spectrometry) by adding the following
three points as main changes to ARD-SO-NMF suggested by Shiga, et al.

·Change 1: Variance-covariance matrix of Gaussian noise for each channel
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is estimated on the basis of a natural isotopic peak.
·Change 2: Application of soft orthogonal constraint between basis fragment spectra.
·Change 3: Merging of fragment spectra having similar intensity distributions (expansion of merging condition).

[0057] Regarding change 1, independent and identically distributed (i. i. d) Gaussian noise with a variance σ2 is
assumed for a while and then a variance-covariance matrix R is introduced in the middle. Assuming i. i. d in the noise, a
probabilistic generative model for the data matrix X can be written as

As the number M of basis spectra is unknown, automatic relevance determination (ARD) is introduced on the basis of
sparseness of a distribution matrix A for allowing this number to be inferred automatically. First, an exponential distribution
parametrized with λm for each basis component is assumed as a prior distribution of A.
[0058] Specifically, with respect to the following:

[0059] An entire probability model can be written as

[0060] Here, p(S) is a uniform distribution on a hypersphere as follows:
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[0061] Furthermore, p(λ|a, b) is an inverse gamma distribution parametrized with (a, b), which is specifically

[0062] Here, a is a hyperparameter for adjusting sparseness, a = 1 + 10‑6, and b can empirically be estimated from an
expected value E (Aim) of Aim and is related with
[Formula 18]

[0063] This further has a relation with E(Xid) as follows:

[0064] By approximating E(Xid) with an average µX of X

[0065] Then, b is defined as follows:
[Formula 21]
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[0066] Thus, a negative log likelihood function can be written as

[0067] This is a downward-convex function with respect to λ. Thus, an update formula for λ is obtained as

specifically, as
[Formula 24]

[0068] The deviation of the ARD-SO-NMF reported by Shiga, et al. has completely been followed so far.
[0069] The assumption of the i. i. d Gaussian distribution of the noise does not apply to MS data. A larger signal is known
to be likely to have larger noise. Then, a noise distribution was determined as

as a residual component of linear regression based on natural isotopic peaks. Specifically,
[Formula 26]
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[0070] Here,

is a channel [d‑30, d‑20, d‑10, d+10, d+20, d+30] with respect to a channel d and is an isotropic peak of ±3 m/z of the
channel d (note that channel spacing is 0.1 m/z). The variance-covariance matrix of each channel, which is given as

, is determined as follows:

[0071] Using this formula, the likelihood function is rewritten as

[0072] Note that R is a constant matrix. The total negative log likelihood function is defined as
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[0073] By substituting the update formula Eq. S3 for λ and making simplification by omitting a constant term,

is obtained. This function is minimized with respect to A and S by using hierarchical alternating least square (HALS). For
simplification, the following vector notation is used:

[0074] According to the HALS, a residual X-AS is expressed as

[0075] Here,

[0076] Then, L(X, A, S, λ) can be written separately between components m as
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[0077] Soft orthogonal constraint on S can be incorporated as a penalty term as follows into an objective function L:

[0078] Here,

is established. This term represents non-orthogonality between an m-component and other components, and ξm
represents a Lagrange’s undetermined multiplier applied if orthogonality is satisfied in a strict sense. This term is eased
further using wo ∈ [0, 1]. Thus, the objective function to be minimized is defined as

the gradients over am and sm are as follows:
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and by setting these values zero, update formulas are written as

[0079] As sm is normalized in response to each update, a constant coefficient was omitted. Non-negative constraint was
satisfied by being projected onto a non-negative quadrant in response to each update. As a specific example, the
projection can be realized as

where,

means a vector assuming an absolute value for each element. By multiplying Eq. S6 by
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from the left side and applying the following strict orthogonal condition and wo = 1:

the undetermined multiplier ξm is obtained as
[Formula]

[0080] Using Eq. S1 to S7 given above, an algorithm 1 is suggested as follows:

16

EP 4 560 309 A1

5

10

15

20

25

30

35

40

45

50

55



[0081] Here, each time A and S are updated, similar components are merged with each other. While merging of
components having similar spectra with each other has been suggested by Shiga et al., components having similar
intensity distributions are further subjected to the merging mentioned herein. By doing so, an isotopic peak, a fragment
series ionized through addition of different ions, an oligomer peak series having different numbers of units, etc. can be
merged into one component, making it possible to provide result with a higher degree of interpretability.
[0082] Furthermore, a noise component in the intensity distribution matrix is extracted through analysis on canonical
correlation between the obtained basis spectrum matrix and the data matrix, and the intensity distribution matrix is
corrected so as to reduce influence by the noise component, and thus the corrected intensity distribution matrix can be
acquired.
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[0083] The NMF is low-rank approximation of a data matrix. Thus, even if the component k is not actually present in an i-
th spectrum, Cik > 0 is established in a case where the presence of the component k provides better approximation in the
sense of a least square. In many cases, such Cik is considerably small and often does not cause any problem in the NMF
factorization.
[0084] In detecting a minor component, however, distinction is preferably made between Cjk > 0 actually present in tiny
quantity in a j-th spectrum and Cik > 0 as an NMF artifact, and 0 is preferably substituted into Cik as a ghost peak. The
reason for this is that removing a spurious peak derived from the artifact from the NMF algorithm as one noise makes it
possible to obtain inference result with higher precision.
[0085] Canonical correlation analysis can be employed as a method to solve the foregoing issue. The present method
was named canonical correlation analysis (CCA) filter by the present inventors.
[0086] Conceptually, the CCA filter is to make sample-wise scanning to see whether each component in a basis
spectrum output from the NMF is actually contained in original data, and to delete the component from the spectrum of a
sample if a similar peak pattern is not observed in the original data. The CCA filter will now be described in detail.
[0087] Input is a basis spectrum matrix of the first NMF process output

and a background spectrum:

[0088] Output is a list of polyads judged to be derived from background.
[0089] The m-component obtained by the first NMF process includes a component derived from background or a tramp
material. As these might distort sequence analysis result, they are preferably removed from A or S. Assuming that an M’-
component is judged to be a polyad derived from background by the CCA-filter,

and

are defined as
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and

respectively. While the number of components after application of the CCA-filter is M - M’ for simplification, M is still used
consistently.
[0090] To apply the CCA-filter, a background spectrum

is required to be incorporated in a dataset and required to be used together with a sample spectrum for performing the first
NMF. If the presence of any tramp material can be expected, a spectrum measured for the tramp material can be used as
XBG. According to the CCA-filter, components m = 1, ..., M are checked one by one to see whether their respective spectra
Sm: are contained in XBG.
[0091] The first step is to partition S composed of an M-spectrum and subjected to:

into a spectrum set similar to Sm::

and into a spectrum set dissimilar to Sm::
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[0092] This partitioning is performed in such a manner as to satisfy

[0093] . Here, t1 ∈ [0, 1] is a certain threshold and t1 = 0.2 was consistently used in the present invention. Furthermore, as
Sm: is always contained in Y, Sm: was stored in a first column of Y. Z is combined with XBG as

[0094] In order to obtain an average zero, Y and Z were defined as

[0095] The CCA is applied to these two spectrum sets. The CCA generates a pair of spectra as similar as possible to
each other through linear combination inside the two spectral sets. It is assumed that coefficients of linear combination of

and
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are stored in a vector

and in a vector

[0096] Accordingly, the spectrum pairs can be written as

and

respectively. Similarity therebetween is evaluated using the correlation coefficient ρ as
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where

[0097] A problem setting by the CCA can be written as

[0098] A solution thereof, which is written as

is provided as a solution of a generalized eigenvalue problem as

, where

is a matrix obtained by aligning the following characteristic vectors as column vectors in descending order of characteristic
value:
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[0099] Each characteristic value

is a coefficient of correlation between y and z generated through linear combination using corresponding (u*, v*) as a
coefficient. Here, u* corresponding to every characteristic value satisfying ρ > t2 is extracted. If a first element
corresponding to a coefficient of Sm: is a large component largely contributing to u*, specifically, if

the component m is judged to be a component derived from background and removed from a system. Here, t2 ∈ [0.9, 0.99]
and t3 ∈ [0, 1]. These were summarized as follows as an algorithm 2:
[Formula 76]

[0100] After the background component is identified, a corresponding column vector in A and a corresponding row
vector in S are deleted to be removed from the system.
[0101] After removal of the M’-component derived from background, the following is output from the CCA-filter:
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(this is expressed as follows when M - M’ is replaced with M for simplification:)

[0102] This is used for correcting an allocation intensity on the basis of a sample quantity and an internal reference peak.
Then,

, which is a one-dimensional vector generated from a submatrix section A(n) of A about a sample n, may be used as input in
the second NMF as a feature vector of the sample n. Meanwhile, as an M-fragment temperature distribution is
unnecessary information for composition analysis, all temperature zones may be added for each sample to represent
M-fragment abundance (FA) for each sample, and the following representing this abundance may be used as input:

[0103] Here, for simplification, the second NMF is performed on the following:

[0104] In the following section, non-negative least square (NNLS) fitting is performed frequently. Using an optimum non-
negative coefficient as
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and through column vector linear combination of a constant matrix as

the problem mentioned herein is to approximate:

and is determined by the following:

[0105] While this can be solved by a large number of optimization techniques including alternating direction multiplier
methods (ADMM) (1), ADMM-NNLS developed by Fu. et al. (2) is used herein to solve this problem and a solution is
represented as

[0106] A non-negative coefficient vector xl*(l = 1, ..., L) corresponding to an approximate vector set Y = [y1, ..., YL] can be
calculated individually and is written as

or in a matrix form, as
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[0107] Here,

[0108] A similar problem, which is a problem with a restraint condition that the total sum of coefficient vectors will be 1, is
called fully constrained least square (FCLS), can also be solved using ADMM, and is written as

or in a matrix notation, as

[0109] Next, second NMF process in step S4 will be described in detail. As shown in the following formula, the second
NMF process is performed by which FA for each sample is subjected to matrix factorization to be factorized into the
production of a matrix C representing the mass proportion of a model polymer in a sample and a matrix B representing a
feature vector of the model polymer:

[0110] Input is FA for each sample:
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a spectrum of each basis M-fragment:

and the number K of variants. Output is a matrix representing the mass proportion of a model polymer in a sample:

and a matrix representing a feature vector of the model polymer:

Second NMF:

[0111]

is evaluated in terms of its approximate residual as follows using Riemannian metrics:

[0112] Specifically,
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where

[0113] By obtaining a lower triangular matrix as follows through Cholesky factorization G = LLT

the following formula can be written:

[0114] Here,

, which is equivalent to matrix factorization as follows:

[0115] Defining a row vector as

a volume term of a simplex spanned by this row vector is written as
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and a non-orthogonality term between such row vectors is written as

[0116] Then, using α > 0 and β ∈ [0, 1] as weights,
[Formula 108]

[0117] On the basis of this formula,

is determined. Here, in order to provide robustness to an outlier (3), introduction of the following weighting matrix is
suggested by Fu et al.:

[0118] . Here, p ∈ (0, 2], and ε is a small regularization parameter. According to the present invention, p = 1.5 and ε = 10‑8
were consistently used. An optimization problem is written as

29

EP 4 560 309 A1

5

10

15

20

25

30

35

40

45

50

55



[0119] Block coordinate descent (BCD) theory is employed to alternately optimize C and

[0120] Here, it is assumed that optimization is performed t times to obtain

[0121] Using vertex component analysis (VCA) (4) for initialization, K row vectors approximate to K-vertices of a simplex
are selected from N-row vectors as

[0122] Then, the selected vectors are defined as

[0123] Regarding update of C based on the following:

the update can be done simply by
[Formula 117]
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[0124] Then, update based on C(t) from

to

will be considered. Here,

and

is an undetermined multiplier. Furthermore,

where

is a small regularization parameter, and τ = 10‑8 was consistently used. Here,
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as a Majorizer function is introduced. Using a tangent inequality and on the basis of the following at previous timing:

is established. Here,

is the slope of the following at H(t):

[0125] Using
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where

and const is a constant term. Thus, by replacing

with

all penalty terms are written collectively as

where

[0126] Accordingly,

33

EP 4 560 309 A1

5

10

15

20

25

30

35

40

45

50

55



can be updated by solving the following:
[Formula 137]

In order to organize complicated constraint conditions, a constraint

is incorporated into an objective function using Lagrange’s undetermined multiplier as follows:

, thereby solving this problem in a framework of ADMM.

where

andµ is a hyper parameter for ADMM (here,µ = 1 was consistently used). Furthermore, Z’ represents Z at previous timing.
When
[Formula 142]
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, the objective function provides the following maximized with respect to Z:

[0127] This may be optimized with respect to

was optimized cyclically and an algorithm was summarized as Algorithm 3.
[Formula 146]
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[0128] As objective function:

is optimization of a quadratic function without restraint condition about

it is minimized by the following:
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[0129] Furthermore,

can be solved by NNLS and is updated as
[Formula 151]

[0130] As a result of the foregoing, the following update formula for solving the original problem Eq. S11 was obtained:

[0131] Finally, update of V = αF(t) + βΛ(t) is considered. Regarding F(t), it can be determined easily as
[Formula 153]

[0132] Regarding Λ(t), by combining strict orthogonal conditions, which are specifically

and
[Formula 155]
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, and by multiplying the following from the right side of Eq. S19:

, Λ(t) can be obtained as
[Formula 157]

[0133] Using Eq. S18 and Eq. S20,
[Formula 158]

is given. Using the foregoing, an algorithm for solving the problem Eq. S11 is obtained as follows:
[Formula 159]
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(Projection of Test Data onto Hyperplane Spanned by S and B)

[0134] After S and B are inferred from the data set, the following data not having been used for the inference of S and B
(here, called test data) is projected onto a hyperplane spanned by S and B by a method described herein:

[0135] First, by the projection onto an S-hyperplane,

is obtained. Specifically, a total sum is determined with respect to temperature zones
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which is converted to

[0136] Then, by performing projection onto a B-hyperplane and normalization,

is obtained. Specifically,

[0137] Cited literatures are as follows:

[Table 1]

1. S. Boyd, N. Parikh, E. Chu, B. Peleato, J. Eckstein, Distributed optimization and statistical learning via the al-
ternating direction method of multipliers. Found. Trends Mach. Learn. 3, 1‑122 (2010).

2. X. Fu, W. Ma, K. Huang, N. D. Sidiropoulos, ROBUST VOLUME MINIMIZATION-BASED MATRIX FACTORI-
ZATION VIA ALTERNATING OPTIMIZATION Department of ECE , University of Minnesota , Minneapolis ,
MN , USA Department of EE , The Chinese University of Hong Kong , Shatin , N . T ., Hong Kong. Icassp
2016. MI, 2534‑2538 (2016).

3. X. Fu, K. Huang, B. Yang, W. K. Ma, N. D. Sidiropoulos, Robust Volume Minimization-Based Matrix Factori-
zation for Remote Sensing and Document Clustering. IEEE Trans. Signal Process. 64, 6254‑6268 (2016).
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(continued)
4. J. M. B. Dias, J. M. P. Nascimento, Vertex component analysis: A geometric-based approach to unmix hyper-

spectral data. Signal Image Process. Remote Sens. 43, 415‑439 (2006).

[0138] Next, model polymer spectrum (hereinafter may be referred to as "M spectrum") calculation in step S5 will be
described in detail. In the step S5, the spectra of the model polymers formed from only one type of polyad (M spectra) are
reconstructed from calculation result described above. The method is to obtain the matrix product of a matrix representing
a basis spectrum obtained by the first NMF process, and a matrix representing a feature vector of a model polymer
obtained by the second NMF process.
[0139] The model polymer spectra (M spectra) are calculated by multiplying the basis spectrum by a matrix (like a
coefficient) representing the feature vector characteristic of each model polymer. Specifically, the M spectra are calculated
as the matrix product of a matrix representing the basis spectrum and a matrix representing the feature vector of the model
polymer.
[0140] Specifically, when X = AS in the first NMF process, this is factorized into X = AS = (CB)S in the second NMF
process. Furthermore, by being interpreted as C(BS), this can be factorized into the mass ratio C of a model compound and
the spectrum BS of the model polymer. The BS corresponds to the M spectrum.
[0141] It can be said that the M spectra calculated by the present step infer the mass spectrum of a sample containing
only the model polymer. Step S6 performs identification to determine which polyad each M spectrum can be attributed to.
[0142] As have already been described, the number of polyads is determined based on the number of combinations
which can be theoretically made, and every M spectrum can be attributed to each polyad in principle. However, while the
details are described below, one or more M spectra cannot be attributed to any polyad.
[0143] In the step S6, it is judged whether or not an M spectrum not attributed to any polyad is present. When an M
spectrum which cannot be attributed to any polyad is present (step S6: YES), the number K of variants of polyads is
changed, and the first NMF process and the second NMF process are repeated again.
[0144] When an M spectrum which cannot be attributed to any polyad is present, it is considered that at least one or more
variants of polyads are not actually present, or enough polyads are not contained in the reference samples as one of the
reasons.
[0145] As the former case, about polymer triads obtained from monomers A, B and C, for example, a case where A and B
do not have properties of alternating copolymerization will be considered. On the assumption that "AB{AB}" is present as
one variant of the triads, when the number K of variants is determined and M spectra are obtained, an M spectrum derived
from (attributed to) "AB{AB}" cannot be obtained. The reason for this is that a polymer having such triad is not contained in a
sample.
[0146] Therefore, as a result, one or more M spectra are not attributed to any polyad.
[0147] In such case, 1 is subtracted from K, and then the first NMF process and the second NMF process are performed
again, thereby being able to make modifications.
[0148] Specifically, when an M spectrum which cannot be attributed to any polyad is present, 1 is mechanically
subtracted from K, and M spectra are obtained again. Thus, even if a fact that A and B do not have properties of alternating
copolymerization is unknown, more accurate analysis result is obtained.
[0149] As described above, when the present sequence analysis method has steps S5 and S6, polyad variants which
cannot be present by e.g. individual combinations of monomers are incorporated into K. Even when the reason is
unknown, the validity of analysis can be evaluated and modifications can be made only by confirming whether or not an M
spectrum can be attributed to the determined polyad.
[0150] Even when "AB" polyad, for example, is actually present, when the polyad is not sufficiently contained in a sample
(typically, reference sample), the state may be the same as the above. In this case, the samples are added, and
modifications can be made by acquiring a data matrix and performing the first NMF process and the second NMF process
again. Even in this case, the first NMF process and the second NMF process may be performed after 1 is subtracted from K
without changing the reference samples.
[0151] On the other hand, when every M spectrum is attributed to each of polyads (step S6: NO), the next step (S7) is
performed.
[0152] While the details are described below, polyad content ratios are inferred by projecting a feature vector of the
sample into the K‑1 dimensional simplex in the present sequence analysis method, and the "end member" as a vertex of
the K‑1 dimensional simplex is required. This "end member" is defined by a feature vector of a polymer (model polymer)
formed only from a polyad. However, it is frequently difficult to actually prepare a model polymer as the reference sample.
[0153] In triad analysis when the sample set includes three types of monomers, A, B and C, for example, the number K of
variants is 13 in principle and feature vectors of 13 types of "model polymers" including three types of homopolymers are
required as the "end members." In many cases, however, it is not realistic to synthesize these 13 types of model (co)
polymers by precisely controlling sequences of units and acquiring mass spectra.
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[0154] In the present sequence analysis method, contrarily, the first NMF process and the second NMF process are
combined as described above to estimate feature vectors of the "end members" and one feature thereof is not to require to
actually measure mass spectra of the model polymers.
[0155] Actual examples of M spectrum analysis are described with test results in steps S5 and 6 so far.
[0156] Fig. 2 shows M spectra calculated from respective matrices obtained by acquiring data matrices from samples
synthesized using methyl methacrylate (M) and styrene (S) as monomers and performing the first NMF process and the
second NMF process. Experimental procedure will now be described.
[0157] First, samples were synthesized by adding methyl methacrylate, styrene and a polymerization initiator (dimethyl
2,2’-azobis(isobutyrate)) to a reaction container, and heating the obtained mixture for a predetermined time. The amounts
of methyl methacrylate and styrene added, heating temperature and reaction time were adjusted to various values to
produce polymers with different composition, and the polymers were used as the samples. Detail procedure, etc. are the
same as in Examples described below, and the description is omitted here. Polymerization conditions are as shown in
Tables below.

[Table 2]

Table1 M initial fraction S initial fraction Time (h) Temp(°C)

sample1 0.05 0.95 1 60

sample2 0.1 0.9 1 40

sample3 0.1 0.9 1 60

sample4 0.15 0.85 1 60

sample5 0.15 0.85 1 60

sample6 0.2 0.8 1 60

sample7 0.2 0.8 1 60

sample8 0.3 0.7 1 40

sample9 0.3 0.7 1 60

sample10 0.35 0.65 1 40

sample11 0.35 0.65 1 60

sample12 0.4 0.6 1 40

sample13 0.4 0.6 1 60

sample14 0.4 0.6 1 60

sample15 0.45 0.55 1 60

sample16 0.5 0.5 1 40

sample17 0.5 0.5 1 60

sample18 0.55 0.45 1 60

sample19 0.6 0.4 1 40

sample20 0.6 0.4 1 60

sample21 0.65 0.35 1 60

sample22 0.7 0.3 1 40

sample23 0.7 0.3 1 60

sample24 0.8 0.2 1 60

sample25 0.8 0.2 1 60

sample26 0.85 0.15 1 60

sample27 0.9 0.1 1 60

sample28 0.9 0.1 1 60

sample29 0.95 0.05 1 60
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(continued)

Table1 M initial fraction S initial fraction Time (h) Temp(°C)

sample30 1 0 1 60

sample31 0 1 1 60

[0158] The "M initial fraction" and "S initial fraction" in the table represent the addedamount ratios ofmethyl methacrylate
and styrene, respectively, and "Time (h)" and "Temp (C°)" represent polymerization time and heating temperature,
respectively. Thus, 31 types of samples different from each other were produced.
[0159] As described above, the number of samples was 31, the temperature range of mass spectrometry was
200‑450°C, and the m/z range was 50‑410. Other hyper parameters are as follows.

[Table 3]

First NMF Second NMF

wo Merging threshold Initial M Prior iteration K α = β p

0.2 0.99 30 Exp 3000 5 0.05 1

[0160] In this experiment, the number of types of monomers contained in the monomer set is two types, methyl
methacrylate and styrene. The length of polyads was 3 (triad analysis), and thus the variants of polyads were all 5 types,
MMM, MMS, MS{MS}, SSM and SSS assumed as theoretical combinations (the number K of variants = 5).
[0161] Fig. 2 is calculated M spectra. The spectra (1) to (5) in Fig. 2 are respective calculated M spectra. Here, a label to
show which polyad an M spectrum is derived from is not given in the first NMF process and the second NMF process. Even
if a label is not given, the subsequent analysis is not affected. On the other hand, by attributing an M spectrum to a polyad,
the validity of analysis conditions, etc. can be checked, and consequently more accurate analysis can be made.
[0162] As have already been described, the step S6 is a step of identifying a polyad to which an M spectrum is attributed.
[0163] The M spectrum is attributed to any of polyads in principle, which is identified in step S6. While the identification
method is not particularly restricted, identification is preferably made by comparing the sum of mass numbers of units
forming a polyad and m/z at peaks of an M spectrum as an aspect.
[0164] To describe the case in Fig. 2, the sum of mass numbers of units forming a polyad is 300 in MMM, 304 in MMS, 304
and 308 in MS (MS), 308 in SSM and 312 in SSS. In contrast, the peaks in the M spectra are 300 + 1 in the spectrum (1), 304
+ 1 in (2), 304 + 1 and 308 + 1 in (3), 308 + 1 in (4) and 312 + 1 in (5), and correspond to protonated peaks in the above
polyads.
[0165] According to the foregoing, the M spectra in the order of (1) to (5) are identified to be MMM, MMS, MS (MS), SSM
and SSS, respectively. The labels of the respective spectra in Fig. 2 were given as a result in the present step.
[0166] The spectrum (6) in Fig. 2 represents a mass spectrum obtained from an M/S alternating copolymer which was
actually polymerized. It is found that the spectrum almost agree with the calculated spectrum (3).
[0167] The M spectra obtained as a result of the first NMF process and the second NMF process in the present sequence
analysis method are almost the same as the mass spectra which are actually measured as described above, and thus
identification can be easily made based on the structures and mass numbers of polyads in the present step.
[0168] Referring back to Fig. 1, then, the feature vector of the model polymer is defined as an end member, and the K‑1
dimensional simplex including all of the feature vectors (each corresponding to one sample) is determined as step S7. In
the present sequence analysis method, the K‑1 dimensional simplex is determined by inferred end members by the
second NMF process regardless of whether or not the end members are included in reference samples.
[0169] When the number K of variants is equal to or greater than 3, it is preferred that at least one of the feature vectors of
the reference samples be present in each region external to a hypersphere inscribed in the K‑1 dimensional simplex or the
reference samples contain at least one of the end members. According to the foregoing, more accurate analysis result is
obtained.
[0170] Here, each position in the region of the K‑1 dimensional simplex represents an end member content ratio in terms
of mass. Therefore, the region external to a hypersphere inscribed in the K‑1 dimensional simplex schematically
represents a region where any end member, specifically polyad content is equal to or greater than a predetermined
amount. When the feature vector of a reference sample is present at such position, this specifically means that the sample
set contains a reference sample in which any polyad content is equal to or greater than a predetermined amount. As one of
the aspects, a reference sample contains an end member.
[0171] Fig. 3 is a conceptual view showing a K‑1 dimensional simplex (two-dimensional simplex, a triangle) when K is 3.
The K‑1 dimensional simplex 10 is a triangle with vertexes defined by end members 13, 14, and 15 determined by
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reference samples 16, 17, and 18 respectively.
[0172] As shown in Fig. 3, if all the reference samples 16, 17, and 18 are present in a region 19 (hatched) external to a
hypersphere 12 (in this case, a "circle") inscribed in the K‑1 dimensional simplex, high-precision quantitative analysis
result is obtained.
[0173] Next, a distance between each of K end members and a feature vector of an inference target sample is calculated
to infer polyad content ratios of the inference target sample (step S8).
[0174] The above distance is defined by the Riemannian metric distance in consideration of non-orthogonality of the
basis spectrum obtained by the first NMF process.
[0175] When the reference sample contains at least one end member (when at least one reference sample is an end
member), a feature vector of another reference sample may be present in a region inside a hypersphere inscribed in the
K‑1 dimensional simplex. Like Fig. 3, Fig. 4 is a conceptual view showing a K‑1 dimensional simplex (two-dimensional
simplex, a triangle) when K is 3. The K‑1 dimensional simplex 20 is a triangle with vertexes defined by a reference sample
21 as an end member, and by end members 24 and 25 determined by different reference samples 22 and 23 respectively. A
difference from Fig. 3 is that the reference samples 22 and 23 are present in a region inside a hypersphere inscribed in the
K‑1 dimensional simplex.
[0176] Even if at least one reference sample is an end member, a different reference sample may still be present on a
hypersphere inscribed in the K‑1 dimensional simplex or in a region external to the hypersphere. Specifically, in this case,
the different reference sample may be present at any position.
[0177] In terms of achieving more excellent effect of the present invention, it is preferable that the different reference
sample contain 20% by mass or more, more preferably, 40% by mass or more of a component of an end member different
from the reference sample as an end member (a component of a different end member).
[0178] According to the present sequence analysis method, even for a polymer which is not easy to prepare a reference
sample, accurate sequence analysis can be made without particular preparatory process by a simple procedure. The
present sequence analysis method achieves significant reduction in time required for obtaining result, particularly when
being applied to quality control of a polymer synthesized from a plurality of monomers, investigation of a cause for failure,
etc.
[0179] The polymer towhich the present sequenceanalysis method can be applied is not particularly restricted, and both
synthetic polymers and natural polymers may be used. While a (co)polymer synthesized based on monomers having an
ethylenically unsaturated bond is described in Examples described below, the (main chain) structure of the polymer is not
limited thereto. The polymerization method is not particularly restricted, and a polymer synthesized by any of methods
such as addition polymerization, ring-opening polymerization, polycondensation, polyaddition and addition polymeriza-
tion may be used. The reference sample and the inference target sample may have different synthesis method
(polymerization method) as long as the samples are synthesized from the same monomer set.
[0180] For example, the reference sample may be a sample prepared by common radical polymerization while changing
polymerization conditions to various conditions, and the inference target sample may be a sample polymerized while
making precise control by another method (for example, living polymerization such as atom transfer radical polymerization
and reversible addition-fragmentation chain transfer (RAFT) polymerization), etc.
[0181] One application example of the present sequence analysis method includes application to sequence analysis for
(photo)resist resin. It is known that there is correlation between the developability of a resist resin and a polyad sequence,
and the development of a resist resin having more excellent developability, investigation of a cause for development failure
of a resist resin, etc. become easier by performing sequence analysis for the resist resin using the present sequence
analysis method.
[0182] The resist resin to which the present sequence analysis method can be applied is not particularly limited.
Examples of resist resins include resins synthesized from the following monomers.
[0183] 3-Hydroxy‑1-adamantyl methacrylate, 1-adamantyl acrylate, 1-adamantyl methacrylate, 2-methyl‑2-adamantyl
methacrylate, 2-methyladamantan‑2-yl acrylate, 2-ethyl‑2-adamantyl methacrylate, 2-ethyl‑2-adamantane acrylate,
dicyclopentanyl acrylate, 2-isopropyladamantan‑2-yl acrylate, tetrahydrodicyclopentadienyl methacrylate, 5-methacroy-
loxy‑2,6-norbornane carbolactone, β-hydroxy-γ-butyrolactone methacrylate, 1-ethylcyclopentyl methacrylate, α-metha-
cryloxy-γ-butyrolactone, 1-ethylcyclohexyl methacrylate, 1-methylcyclopentyl methacrylate, 4-acetoxystyrene, 2-
oxo‑2‑(2,2,3,3,3-pentafluoropropoxy)ethyl methacrylate, 3-hydroxy‑1-adamantyl acrylate, (adamantan‑1-yloxy)methyl
methacrylate, 2-isopropyl‑2-adamantyl methacrylate, 1,3-adamantanediol diacrylate, 1,3-adamantanediol dimethacry-
late, 1-methyl‑1-ethyl‑1-adamantylmethanol methacrylate, 1,1-diethyl‑1-adamantylmethanol methacrylate, 5,7-di-
methyl‑1,3-adamantanediol diacrylate, 5,7-dimethyl‑1,3-adamantanediol dimethacrylate, 5-ethyl‑1,3-diadamantanediol
diacrylate, 5-ethyl‑1,3-diadamantanediol dimethacrylate, 2-methyl‑2-propenoic acid 2-oxo‑2‑[(5-oxo‑4-oxatricyclo
[4.3.1.13,8]undec‑2-yl)oxy]ethyl ester, 2-propenoic acid, 2-methyl‑,2‑[(hexahydro‑2-oxo‑3,5-methano‑2H-cyclopenta
[b]furan‑6-yl)oxy]‑2-oxoeth yl ester, 2‑(2,2-difluoroethenyl)bicyclo[2.2.1]heptane, 6-methacryloyl‑6-azabicyclo[3.2.0]
heptan‑7-one, 2-propenoic acid, (3R, 3aS, 6R, 7R, 8aS)‑octahydro‑3,6,8,8-tetramethyl‑1H‑3a,7-methanoazulen‑6-ol
ester, 2-propenoic acid, (3R, 3aS, 6R, 7R, 8aS)‑octahydro‑3,6,8,8-tetramethyl‑1H‑3a,7-methanoazulen‑6-yl ester, 2-
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cyclohexylpropan‑2-yl methacrylate, 1-isopropylcyclohexyl methacrylate, 1-methylcyclohexyl methacrylate, 1-ethylcy-
clopentyl acrylate, 1-methylcyclohexyl acrylate, tetrahydropyranyl methacrylate, tetrahydro‑2-furanyl methacrylate, (3-
methyl‑5-oxooxolan‑3-yl)2-methyl prop‑2-enoate, 2-oxotetrahydrofuran‑3-yl acrylate, (5-oxotetrahydrofuran‑2-yl)methyl
methacrylate, (2-oxo‑1,3-dioxolan‑4-yl)methyl methacrylate, 1-ethoxyethyl methacrylate, N‑(methoxymethyl)methacry-
lamide, N-isopropylmethacrylamide, 2‑(bromomethyl)acrylic acid ethyl, 2‑(bromomethyl) acrylic acid methyl, N-bu-
tyl‑2‑(bromobutyl) acrylate, 2,2,3,3,4,4,4-heptafluorobutyl methacrylate, 2,5-dimethylhexan‑2,5-diyl bis(2-methyl metha-
crylate), 2‑(trifluoromethanesulfonamide)ethyl methacrylate, 3‑[dimethoxy(methyl)silyl]propyl acrylate, 2,3-dihydroxy-
propyl acrylate, 9H-fluorene‑9,9-dimethanol dimethacrylate, 9,9-bis[(acryloyloxy)methyl]fluorene, 9-anthrylmethyl
methacrylate, 4-hydroxyphenyl methacrylate, 4‑(4-acryloyloxybutoxy)benzoic acid, 3‑(4-hydroxy-phenoxy)propyl acry-
late, 10‑([1,1’-biphenyl]‑2-yloxy)decyl acrylate, 2-vinylnaphthalene, 4-tert-butoxystyrene, 4-isopropenyl phenol, 4‑(1-
ethoxyethoxy)styrene, 3,4-diacetoxystyrene, 4-allyloxystyrene, 3-tert-butoxystyrene, 2-acetoxystyrene, 4-ethenyl‑1,2-
bis(1-ethoxyethoxy)benzene, tetrahydro‑2‑[4‑(1-methylethenyl)phenoxy]furan, 2‑[(4-vinylphenoxy)methyl]oxirane, 3,5-
diacetoxystyrene, 2,3-difluoro‑4-vinylphenol, 3-fluoro‑4-vinylphenol, 1,1,2,2-tetramethylpropyl acrylate, 1-ethenyl‑4-pro-
pan‑2-yloxybenzene, 4-vinylphenyl benzoate, 1-ethylhexyl methacrylate, 2-isopropyl‑2-adamantyl methacrylate, 3-hy-
droxy‑1-adamantyl methacrylate, 1,1-dimethylpentyl methacrylate, 1,1-dimethylhexyl methacrylate, neopentyl metha-
crylate and 2,2,2-trifluoroethyl methacrylate.
[0184] Specific examples of combinations of monomers include γ-butyrolactone (meth)acrylate/2-methyl‑2-adamantyl
(meth)acrylate/3-hydroxy‑1-adamantyl (meth)acrylate and 4-hydroxystyrene/2-methyl‑2-adamantyl (meth)acrylate/styr-
ene and the like.

[Sequence analyzing device (first embodiment)]

[0185] A sequence analyzing device according to an embodiment of the present invention will now be described with
reference to drawings. Fig. 5 is a hardware configuration view of the sequence analyzing device according to one
embodiment of the present invention.
[0186] The sequence analyzing device 30 includes a mass spectrometer 31 and an information processing device 32.
The information processing device 32 has a processor 33, a storage device 34, and an input-output interface (I/F) 35 to
connect a display device and an input device, not shown. The mass spectrometer 31 and the information processing
device 32 are configured in such a manner that data can be transferred therebetween.
[0187] Examples of the processor 33 include a microprocessor, a processor core, a multiprocessor, an ASIC (applica-
tion-specific integrated circuit), an FPGA (field programmable gate array), and GPGPUs (general-purpose computing on
graphics processing units), and the like.
[0188] The storage device 34 has the function of storing various types of programs and data in a transitory manner
and/or a non-transitory manner, and provides a work area for the processor 33.
[0189] Examples of the storage device 34 include a ROM (read only memory), a RAM (random access memory), an
HDD (hard disk drive), a flash memory, an SSD (solid state drive) and the like.
[0190] The input device connected to the input-output I/F 35 can accept various types of information input and also can
accept input of a command to the sequence analyzing device 30. Examples of the input device may be a keyboard, a
mouse, a scanner, and a touch panel, and the like.
[0191] The display device connected to the input-output I/F 35 can display a status of the sequence analyzing device 30,
progress of analysis, and sequence analysis result, and the like. Examples of the display device may include a liquid crystal
display and an organic EL (electro luminescence) display, and the like.
[0192] The display device may be configured as a device integrated with the input device. In this case, the display device
may be configured as a touch panel display and to provide a GUI (graphical user interface).
[0193] The information processing device 32, which includes the processor 33, the storage device 34 and the input-
output I/F 35 allowing communication of data therebetween through a data bus, is typically a computer.
[0194] The mass spectrometer 31 is typically a mass spectrometer including a "DART" ion source, a sample heater, and
a time-of-flight type mass spectrometer instrument. Both the ion source and the mass spectrometer instrument of the mass
spectrometer 31 are non-restrictive examples and the configuration of the mass spectrometer provided to the sequence
analyzing device is not limited to that described above.
[0195] Fig. 6 is a functional block diagram of the sequence analyzing device 30. The sequence analyzing device 30
includes a mass spectrometer 31 that performs mass spectrometry on samples, and the information processing device 32
that processes a mass spectrum acquired by the mass spectrometer 31.
[0196] The processor 33 executes the program stored in the storage device 34 of the information processing device 32
to control the mass spectrometer 31.
[0197] The mass spectrometer 31 ionizes gas components generated as a result of thermal desorption and/or pyrolysis
while heating a loaded sample, performs mass spectrometry sequentially, and outputs mass spectra.
[0198] The mass spectra acquired in the mass spectrometer 31 are transferred to a data matrix generating part 41 of the
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information processing device 32. The data matrix generating part 41 is a function realized by causing the processor 33 to
execute the program stored in the storage device 34. The data matrix generating part 41 generates a data matrix from two-
dimensional mass spectra including the mass spectrum in each row, and transfers the data matrix to a first NMF processing
part 43 described later. The details of the data matrix are as have already been described.
[0199] The variant number determining part 42 is a function realized by causing the processor 33 to execute the program
stored in the storage device 34. The variant number determining part 42 determines the number K of variants depending on
the number of types of monomers and the length of polyads acquired from the outside 47 through the input-output I/F 35,
and transfers the number to the first NMF processing part 43.
[0200] The maximum value of the number K of variants previously determined depending on the number of types of
monomers and the length of polyads is stored in the storage device 34, and the variant number determining part 42 refers to
the value to determine the number K of variants.
[0201] In the present embodiment, while the number of types of monomers and the length of polyads are acquired from
the outside 47 through the input-output I/F 35, the number of types of monomers and the length of polyads may be acquired
from an external network using communication in addition to the input-output I/F 35.
[0202] The maximum value of the number K of variants may be stored as a table of the number of types of monomers and
the length of polyads, or may be stored as a function of the number of types of monomers and the length of polyads in the
storage device 34.
[0203] The first NMF processing part 43 is a function realized by causing the processor 33 to execute the program stored
in the storage device 34. The first NMF processing part 43 performs non-negative matrix factorization (NMF) on the data
matrix based on the data matrix provided from the data matrix generating part 41 and the number K of variants provided
from the variant number determining part 42 to factorize the data matrix into the product of an intensity distribution matrix
and a matrix representing a basis spectrum. The method for matrix factorization is as have already been described. Result
thereof is transferred to a second NMF processing part 44.
[0204] The second NMF processing part 44 is a function realized by causing the processor 33 to execute the program
stored in the storage device 34. The second NMF processing part 44 performs non-negative matrix factorization on the
intensity distribution matrix provided from the first NMF processing part 43 to factorize the matrix into the product of a matrix
representing the mass proportion of a model polymer formed only from a polyad in a sample, and a matrix representing a
feature vector of the model polymer. The method for matrix factorization is as have already been described. Result thereof
is transferred to a vector projection part 45.
[0205] The vector projection part 45 is a function realized by causing the processor 33 to execute the program stored in
the storage device 34. The vector projection part 45 defines the feature vector of the model polymer provided from the
second NMF processing part 44 as an end member, and determines a K‑1 dimensional simplex including all of the feature
vectors of the samples. The method for determining the K‑1 dimensional simplex is as have already been described.
[0206] The composition inference part 46 is a function realized by causing the processor 33 to execute the program
stored in the storage device 34. The composition inference part 46 calculate a distance between each of the K end
members in the K‑1 dimensional simplex determined by the vector projection part 45 and the feature vector of the inference
target sample, and infers each polyad content ratio of the inference target sample by the distance ratio. The composition
inference part 46 outputs sequence analysis result through the input-output I/F 35 to the outside 48.
[0207] In the present embodiment, while the sequence analysis result is output through the input-output I/F 35 to the
outside 48, the sequence analysis result may be transmitted to an external network using communication in addition to the
input-output I/F 35.
[0208] According to the sequence analyzing device 30, even for a polymer which is not easy to prepare a reference
sample, accurate sequence analysis can be made without particular preparatory process by a simple procedure. The
sequence analyzing device 30 achieves significant reduction in time required for obtaining result, particularly when being
applied to quality control of a polymer synthesized from a plurality of monomers, investigation of a cause for failure, etc.

[Sequence analyzing device (second embodiment)]

[0209] Fig. 7 is a functional block diagram of a sequence analyzing device according to the second embodiment. The
sequence analyzing device 50 is the same as the sequence analyzing device 30 except that the information processing
device 32 has a model polymer spectrum identification part 51 (shown as "M spectrum identification part" in the diagram). A
difference from the sequence analyzing device 30 will be described below.
[0210] The model polymer spectrum identification part 51 of the sequence analyzing device 50 is a function realized by
causing the processor 33 to execute the program stored in the storage device 34. The model polymer spectrum
identification part 51 identifies a polyad to which an M spectrum is attributed by the basis spectra provided from the
first NMF processing part 43, the feature vectors of the model polymers provided from the second NMF processing part 44,
and mass numbers of units forming the polyadsacquired from the outside 52. The details of the identification methodare as
have already been described. The mass numbers of units forming the polyads may be previously stored in the storage
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device 34.
[0211] When an M spectrum which is not attributed to any polyad is present, the model polymer spectrum identification
part 51 provides a new number K of variants (typically, K is a number obtained by subtracting a predetermined number from
the original number K of variants) to the first NMF processing part 43, and makes the first NMF processing part 43 and the
second NMF processing part 44 to perform first NMF process and second NMF process, respectively. These processes
are repeatedly performed until every M spectrum can be attributed to each of polyads. The method for reducing the number
of variants is not particularly limited, and a method by subtracting 1 is typically used.
[0212] When all the M spectra areattributed topolyads by the Mspectrum identificationpart 51, a matrix representing the
mass proportion of a model polymer calculated by the second NMF processing part 44 in a sample and a matrix
representing a feature vector of the model polymer are provided to the vector projection part 45. The subsequent process is
the same as for the sequence analyzing device 30.
[0213] The sequence analyzing device 50 has the model polymer spectrum identification part 51. Therefore, even if K
originally determined as a value which can be theoretically taken does not actually conform to the value and the reason is
unknown, a proper K is reset by predetermined processes, and more accurate sequence analysis result can be provided.

[Polymerization condition proposal device]

[0214] A polymerization condition proposal device according to an embodiment of the present invention will be
described below with reference to drawings. Fig. 8 is a functional block diagram of the polymerization condition proposal
device according to one embodiment of the present invention.
[0215] The polymerization condition proposal device 60 has an information processing device 61. The information
processing device 61 has further a plan proposal part 62 in addition to the function of the sequence analyzing device 30.
The hardware of the polymerization condition proposal device 60 is the same as of the sequence analyzing device 30, and
the plan proposal part 62 is a function realized by causing the processor 33 to execute the program stored in the storage
device 34. The function of the polymerization condition proposal device 60 is the same as of the sequence analyzing
device 30 except for having the plan proposal part 62, and thus the function of the plan proposal part 62 will be described
below.
[0216] The plan proposal part 62 is a learning model created by machine learning which uses as training data a plurality
of actual measurement data in which a polymerization condition, and sequence analysis result of a polymer obtained as a
result are associated with each other.
[0217] The plan proposal part 62 generates a polymerization condition data set including a plurality of polymerization
conditions for polymers obtained having unknown sequences, and calculates prediction result (polymer sequence) for
each of the polymerization conditions.
[0218] The plan proposal part 62 further generates a prediction data set in which a polymerization condition and the
prediction result are associated with each other, identifies prediction result close to a target sequence of the obtained
prediction result, extracts a polymerization condition which is associated with the identified prediction result.
[0219] The plan proposal part 62 receives data in which sequence analysis result of the inference target sample and the
polymerization condition thereof are associated with each other from the composition inference part 46, and further
receives target sequence data through the input-output I/F 35 from the outside 63.
[0220] The plan proposal part 62 generates a plurality of polymerization condition data sets, and predicts a sequence.
Particularly, a condition to obtain a sequence closer to the target sequence than a sequence from sequence analysis result
acquired from the composition inference part 46 is extracted, and this is defined as the "polymerization condition" and
proposed through the input-output I/F 35 to the outside 64.
[0221] The learning model may be, for example, a learned neural network which has been learned using each parameter
of polymerization conditions as an explanation variable and sequence analysis result of the obtained polymer as an
objective variable. Known methods for building such learning model can be used, and methods described in
WO2020/054183, WO2020/066309 and Japanese Translation of PCT International Application Publication No.
2008‑501837, for example, can be used.
[0222] The polymerization condition proposal device 60 has the plan proposal part 62, and thus can propose a
polymerization condition, which is expected to obtain a polymer having a sequence closer to the target sequence by
comparing sequence analysis result and the target sequence. According to the foregoing, even in a complicated system
having a larger number of types of monomers and/or longer polyads, materials can be more efficiently designed.
[0223] While the polymerization condition proposal device 60 does not have the model polymer spectrum identification
part 51, the polymerization condition proposal device of the present invention preferably has the model polymer spectrum
identification part 51.
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[Automatic synthesizing device]

[0224] An automatic synthesizing device according to an embodiment of the present invention will be described below
with reference to drawings. Fig. 9 is a functional block diagram of an automatic synthesizing device according to one
embodiment of the present invention.
[0225] The automatic synthesizing device 70 further has a polymer synthesizing device 71 in addition to the poly-
merization condition proposal device 60.
[0226] The polymer synthesizing device 71 includes a monomer feeding system 75, a reaction tank 76, and a control
device 72 that controls the above.
[0227] While a part of the function of the polymerization condition proposal device 60 is omitted and only portions
necessary for description are shown in Fig. 8, the device has the same function as of the polymerization condition proposal
device 60 described above.
[0228] The polymer synthesizing device 71 may be typically a flow reactor. The monomer feeding system 75 feeds
monomers and/or a monomer solution having monomers solved in a solvent to the reaction tank 76.
[0229] The synthesizing device 71 may have a plurality of monomer feeding systems 75, and these are each individually
controlled by the control device 72. The monomer feeding system 75 typically has a container that retains monomers (or a
solution), a pipeline from the container to the reaction tank 76, and a pump. The types and amount of monomers fed to the
reaction tank 76 are adjusted by the power of the pump.
[0230] The reaction tank 76 is a hollow portion provided in the pipeline connected to the feeding system 75, and is
typically a container-shaped reaction site. The reaction tank 76 has e.g. a heater, a gas pipeline for atmosphere
adjustment, a valve, a pump and stirring wings.
[0231] The monomer feeding system 75 and the reaction tank 76 are controlled by causing the processor 73 to execute
the program stored in the storage device 74. Particularly, by receiving a polymerization condition provided from the
polymerization condition proposal device 60, specifically a polymerization condition which is predicted to obtain a polymer
having a sequence closer to the target sequence, the feeding system 75 is controlled along the condition, and the types of
monomers fed to the reaction tank 76 and the amount of each monomer fed are adjusted. The reaction tank 76 is also
controlled, and the reaction temperature, reaction time, and stirring rate, for example, are adjusted.
[0232] After completion of the reaction for a predetermined time, the control device 72 controls the pump of the reaction
tank 76 to transfer the obtained polymer from the reaction tank 76 to the mass spectrometer 31.
[0233] In the automatic synthesizing device 70, the reaction tank 76 and the mass spectrometer 31 are connected by the
pipeline, and the synthesized polymer is subjected to sequence analysis again.
[0234] According to the automatic synthesizing device 70 configured as described above, polymerization is auto-
matically performed in a polymerization condition proposed from the polymerization condition proposal device 60, the
obtained polymerized substance is further subjected to sequence analysis again, and the result is evaluated repeatedly.
Thus, a polymer is automatically synthesized along the target sequence.

Examples

[0235] The present invention will now be described by way of Examples thereof. It should be noted, however, that the
present invention is not limited thereto.

[Example 1: Analysis of MMA/St/BA triad]

[0236] Triad analysis was performed using methyl methacrylate (M), styrene (S) and butyl acrylate as a monomer set.
[0237] Methyl methacrylate, styrene and butyl acrylate, each available from Tokyo Chemical Industry Co., Ltd., were
used.
[0238] These monomers were injected into a vial in predetermined amounts, and dimethyl 2,2’-azobis(isobutyrate) was
added thereto as a polymerization initiator. After nitrogen gas replacement, polymerization was performed with stirring at a
predetermined temperature for a predetermined time, and the reaction was then stopped by methanol. The obtained
polymer was dried and then subjected to mass spectrometry by "DART-MS."
[0239] The procedure of mass spectrometry by "DART-MS" is as follows. The polymer was heated at a temperature
increasing rate of 50°C/min from 50°C to 500°C on a heater (product name "ionRocket" available from Biochromato, Inc.)
and pyrolyzed. Measurement was performed for 11 minutes including a preheating time of 2 minutes from room
temperature to 50°C per sample. Pyrolysis gas was sequentially ionized by excited He gas using "DART"-ion source
(product name "DART-OS" available from IonSense, Inc.)
[0240] The spectra of MS ("LCMS‑2020" available from Shimadzu Corporation) were recorded at 50 scan/min in a
positive ion mode, and 550 spectra were obtained per sample. The mass range was 50‑1500 m/z, the interval scale was
0.05 m/z, and the mass resolution was 2000.
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[0241] The spectra were output in CDF file format, and converted to Numpy format with netCDF4, a Python module. All
the data processing were performed on Python 3.7 on a Windows 11 laptop computer with AMD Ryzen9 4900HS without
external GPU assistance. The total process time was 2‑3 hours.
[0242] The tables below summarize the polymerization conditions of M/S/B three-component systems. In the tables,
"mass (mg)" represents the mass of the obtained polymer, "M initial fraction," "S initial fraction" and "B initial fraction"
represent the added ratio (in terms of mass) of M, S and B, respectively, and "polym. Time (h)" and "polym. Temp
(C)" represent reaction time (h) and reaction temperature (°C), respectively. As shown in the tables below, 85 types of
polymers different from each other were synthesized in different reaction conditions.

[Table 4]

Sample No. 1 2 3 4 5 6 7 8 9 10

mass (mg) 0.34 0.36 0.41 0.29 0.37 0.41 0.36 0.39 0.36 0.34

M initial fraction 0 0.05 0.1 0.1 0.1 0.15 0.15 0.15 0.2 0.2

S initial fraction 0 0.95 0 0.9 0.9 0 0.85 0.85 0 0.8

B initial fraction 1 0 0.9 0 0 0.85 0 0 0.8 0

polym. Time (h) 1 1 5 1 1 1 1 1 1 1

polym. Temp. (C) 60 60 60 40 60 60 60 60 60 60

Sample No. 11 12 13 14 15 16 17 18 19 20

mass (mg) 0.34 0.22 0.38 0.42 0.36 0.39 0.28 0.36 0.4 0.4

M initial fraction 0.2 0.25 0.3 0.3 0.3 0.3 0.3 0.3 0.33 0.35

S initial fraction 0.8 0.25 0 0 0 0.4 0.7 0.7 0.33 0

B initial fraction 0 0.5 0.7 0.7 0.7 0.3 0 0 0.33 0.65

polym. Time (h) 1 3 1 5 3 2 1 1 2 1

polym. Temp. (C) 60 40 60 60 40 60 40 60 60 60

Sample No. 21 22 23 24 25 26 27 28 29 30

mass (mg) 0.35 0.42 0.46 0.43 0.3 0.42 0.38 0.45 0.37 0.41

M initial fraction 0.35 0.35 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.45

S initial fraction 0.65 0.65 0 0 0 0.4 0.6 0.6 0.6 0

B initial fraction 0 0 0.6 0.6 0.6 0.2 0 0 0 0.55

polym. Time (h) 1 1 1 5 3 1 1 1 1 1

polym. Temp. (C) 40 60 60 60 40 60 40 60 60 60

Sample No. 31 32 33 34 35 36 37 38 39 40

mass (mg) 0.37 0.34 0.5 0.44 0.28 0.36 0.37 0.39 0.39 0.36

M initial fraction 0.45 0.45 0.5 0.5 0.5 0.5 0.5 0.55 0.55 0.6

S initial fraction 0 0.55 0 0 0 0.5 0.5 0 0.45 0

B initial fraction 0.55 0 0.5 0.5 0.5 0 0 0.45 0 0.4

polym. Time (h) 5 1 1 5 3 1 1 1 1 1

polym. Temp. (C) 60 60 60 60 40 40 60 60 60 60

Sample No. 41 42 43 44 45 46 47 48 49 50

mass (mg) 0.37 0.36 0.41 0.39 0.38 0.37 0.37 0.39 0.46 0.36

M initial fraction 0.6 0.6 0.6 0.65 0.65 0.7 0.7 0.7 0.7 0.75

S initial fraction 0 0.4 0.4 0 0.35 0 0 0.3 0.3 0

B initial fraction 0.4 0 0 0.35 0 0.3 0.3 0 0 0.25

polym. Time (h) 5 1 1 1 1 1 1 1 1 1
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(continued)

Sample No. 41 42 43 44 45 46 47 48 49 50

polym. Temp. (C) 60 40 60 60 60 60 60 40 60 60

[Table 5]

Sample No. 51 52 53 54 55 56 57 58 59 60

mass (mg) 0.34 0.39 0.41 0.35 0.37 0.4 0.4 0.35 0.32 0.38

M initial fraction 0.8 0.8 0.8 0.8 0.85 0.85 0.85 0.9 0.9 0.9

S initial fraction 0 0 0.2 0.2 0 0 0.15 0 0 0.1

B initial fraction 0.2 0.2 0 0 0.15 0.15 0 0.1 0.1 0

polym. Time (h) 1 1 1 1 1 1 1 1 1 1

polym. Temp. (C) 60 60 60 60 60 60 60 60 60 60

Sample No. 61 62 63 64 65 66 67 68 69 70

mass (mg) 0.3 0.37 0.38 0.36 0.45 0.43 0.47 0.48 0.37 0.42

M initial fraction 0.9 0.95 0.95 0.95 1 0 0 0 0 0

S initial fraction 0.1 0 0 0.05 0 0.1 0.15 0.25 0.3 0.4

B initial fraction 0 0.05 0.05 0 0 0.9 0.85 0.75 0.7 0.6

polym. Time (h) 1 1 1 1 1 3 1 1 1 1

polym. Temp. (C) 60 60 60 60 60 60 60 60 60 60

Sample No. 71 72 73 74 75 76 77 78 79 80

mass (mg) 0.46 0.52 0.4 0.43 0.28 0.4 0.26 0.36 0.4 0.36

M initial fraction 0 0 0 0 0 0 0 0 0 0

S initial fraction 0.4 0.45 0.45 0.5 0.5 0.55 0.6 0.6 0.65 0.7

B initial fraction 0.6 0.55 0.55 0.5 0.5 0.45 0.4 0.4 0.35 0.3

polym. Time (h) 1 1 1 1 1 1 1 1 1 1

polym. Temp. (C) 40 40 60 60 40 60 40 60 60 60

Sample No. 81 82 83 84 85

mass (mg) 0.37 0.4 0.38 0.33 0.37

M initial fraction 0 0 0 0 1

S initial fraction 0.75 0.8 0.9 1 1

B initial fraction 0.25 0.2 0.1 0 0

polym. Time (h) 1 1 1 1 1

polym. Temp. (C) 60 60 60 60 60

[0243] As described above, the number of samples was 85, the temperature range for mass spectrometry was
200‑450°C, and the m/z range was 50‑410. Other hyperparameters are as follows.

[Table 6]

First NMF Second NMF

wo Merging threshold Initial M Prior iteration K α = β p

0.2 0.99 60 Exp 10000 13 0.05 1
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[0244] Fig. 10 shows model polymer spectra of polyads obtained by calculation. The number of types of monomers was
3, and for triad analysis, K was 13. Every spectrum had peaks at reasonable positions when making comparisons with the
sum of mass of the monomers. Additionally, "(XXX)1" described at the side of each spectrum in Fig. 10 represents the type
of polyads, and "XXX" described at a peak position represents a peak position of the identified polyad.
[0245] Each model polymer spectrum in Fig. 10 was reasonably attributed to each triad, and it was revealed that
calculation could be performed as intended.

[Example 2: Analysis of St/BA pentad]

[0246] Sequences were analyzed in the same manner as in Example 1 except that the monomer set was changed from
MMA/St/BA to St/BA and pentads were analyzed. Tables below are the tables of polymerization conditions. In the tables,
"mass (mg)" represents the mass of the obtained polymer, "S initial fraction" and "B initial fraction" represent the added
ratio (in terms of mass) of S and B, respectively, and "polym. Time (h)" and "polym. Temp (C)" represent reaction time (h)
and reaction temperature (°C), respectively. As shown in the tables below, 81 types of polymers different from each other
were synthesized in different reaction conditions.

[Table 7]

Sample No. 1 2 3 4 5 6 7 8 9 10

mass (mg) 0.34 0.37 0.47 0.43 0.51 0.47 0.47 0.41 0.4 0.34

S initial fraction 0 0.05 0.1 0.1 0.1 0.15 0.15 0.15 0.15 0.15

B initial fraction 1 0.95 0.9 0.9 0.9 0.85 0.85 0.85 0.85 0.85

polym. Time (h) 1 1 1 3 0.25 1 1 1 0.08 1

polym. Temp. (C) 60 60 60 60 150 60 40 40 150 150

Sample No. 11 12 13 14 15 16 17 18 19 20

mass (mg) 0.57 0.5 0.28 0.48 0.49 0.39 0.4 0.43 0.37 0.54

S initial fraction 0.2 0.2 0.2 0.25 0.25 0.25 0.25 0.25 0.3 0.3

B initial fraction 0.8 0.8 0.8 0.75 0.75 0.75 0.75 0.75 0.7 0.7

polym. Time (h) 1 0.08 1 1 1 1 0.08 1 1 3

polym. Temp. (C) 40 150 150 60 40 40 150 150 60 60

Sample No. 21 22 23 24 25 26 27 28 29 30

mass (mg) 0.3 0.4 0.5 0.38 0.47 0.65 0.37 0.38 0.35 0.42

S initial fraction 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.35 0.35 0.35

B initial fraction 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.65 0.65 0.65

polym. Time (h) 5 1 15 1 0.08 1 1 1 1 1

polym. Temp. (C) 60 40 40 150 150 150 60 40 40 150

Sample No. 31 32 33 34 35 36 37 38 39 40

mass (mg) 0.42 0.43 0.28 0.46 0.28 0.43 0.52 0.42 0.4 0.43

S initial fraction 0.4 0.4 0.4 0.4 0.4 0.4 0.45 0.45 0.45 0.5

B initial fraction 0.6 0.6 0.6 0.6 0.6 0.6 0.55 0.55 0.55 0.5

polym. Time (h) 1 3 1 1 15 1 1 1 1 1

polym. Temp. (C) 60 60 40 40 40 60 40 60 60 60

Sample No. 41 42 43 44 45 46 47 48 49 50

mass (mg) 0.43 0.28 0.4 0.52 0.48 0.23 0.36 0.39 0.4 0.36

S initial fraction 0.5 0.5 0.5 0.5 0.5 0.55 0.55 0.55 0.55 0.55

B initial fraction 0.5 0.5 0.5 0.5 0.5 0.45 0.45 0.45 0.45 0.45

polym. Time (h) 3 1 1 15 0.08 1 15 0.08 1 1
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(continued)

Sample No. 41 42 43 44 45 46 47 48 49 50

polym. Temp. (C) 60 40 40 40 150 40 40 150 150 60

[Table 8]

Sample No. 51 52 53 54 55 56 57 58 59 60

mass (mg) 0.4 0.2 0.26 0.38 0.39 0.37 0.44 0.26 0.42 0.34

S initial fraction 0.55 0.6 0.6 0.6 0.6 0.6 0.65 0.65 0.65 0.65

B initial fraction 0.45 0.4 0.4 0.4 0.4 0.4 0.35 0.35 0.35 0.35

polym. Time (h) 1 1 15 1 0.08 1 1 1 1 1

polym. Temp. (C) 60 40 40 150 150 150 40 150 150 60

Sample No. 61 62 63 64 65 66 67 68 69 70

mass (mg) 0.4 0.36 0.38 0.38 0.33 0.5 0.37 0.32 0.32 0.4

S initial fraction 0.65 0.7 0.7 0.7 0.7 0.7 0.75 0.75 0.75 0.8

B initial fraction 0.35 0.3 0.3 0.3 0.3 0.3 0.25 0.25 0.25 0.2

polym. Time (h) 1 1 3 5 1 1 1 1 1 1

polym. Temp. (C) 60 60 60 60 150 60 60 40 150 60

Sample No. 71 72 73 74 75 76 77 78 79 80

mass (mg) 0.4 0.36 0.36 0.36 0.34 0.31 0.39 0.38 0.39 0.45

S initial fraction 0.8 0.8 0.8 0.8 0.85 0.85 0.85 0.9 0.9 0.95

B initial fraction 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1 0.05

polym. Time (h) 3 5 1 1 1 1 3 1 3 1

polym. Temp. (C) 60 60 40 60 60 60 60 60 60 60

Sample No. 81

mass (mg) 0.33

S initial fraction 1

B initial fraction 0

polym. Time (h) 1

polym. Temp. (C) 60

[0247] As described above, the number of samples was 81, the temperature range for mass spectrometry was
200‑450°C, and the m/z range was 100‑700. Other hyperparameters are as follows.

[Table 9]

First NMF Second NMF

wo Merging threshold Initial M Prior iteration K α = β p

0.2 0.99 60 Exp 10000 9 0.01 1

[0248] Analysis was performed as K = 9. When the number of types of monomers is 2, the number of theoretical
combinations is 9 when the length of polyads is 5. Fig. 11 is result of the model polymer spectra.
[0249] Every spectrum had peaks at reasonable positions when making comparisons with the sum of mass of the
monomers. Additionally, "(XXXXX)1" described at the side of each spectrum in Fig. 11 represents the type of polyads, and
"XXXXX" described at a peak position represents a peak position of the identified polyad.
[0250] Each model polymer spectrum in Fig. 11 was reasonably attributed to each triad, and it was revealed that
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calculation could be performed as intended.

[Example 3: Comparison with NMR measurement result]

[0251] Polymers were grown in a living radical polymerization system using two types of monomers, styrene (S) and
butyl acrylate (B), and samples obtained by sampling over time were analyzed using the basis spectra of the pentads
learned in Example 2. The same samples were further analyzed by NMR and also compared with theoretical curves
calculated by the Alfrey-Mayo equation.
[0252] Only the information of "B"-centered triads is obtained by NMR, and thus basis spectra of the triad composition
were newly created by downgrading (integrating) the basis spectra of the pentads learned in Example 2 for comparison
with the NMR data. The method will be described below in detail.
[0253] First, the pentad composition of the inference target sample is obtained by projection onto a hyperplane spanned
by S and B along the method which has already been described. This is defined as Ctest (here, K‑9). The following is
multiplied by transformation matrix from pentad to triad from the right side:

[0254] The transformation matrix is as shown in a table below.

[Table 10]

Sequence-defined copolymers
B-centered triad matrix, TB S-centered triad matrix, TS

BBB BBS SBS SSS SSB BSB

(BBBBB)l 5 0 0 0 0 0

(BBBBS)l 2 2 0 0 0 1

(BBBSS)l 1 2 0 0 2 0

(BBSBS)l 0 2 1 0 0 2

(BS)l 0 0 2.5 0 0 2.5

(SSBSB)l 0 0 2 0 2 1

(SSSBB)l 0 2 0 1 2 0

(SSSSB)l 0 0 1 2 2 0

(SSSSS)l 0 0 0 5 0 0

[0255] In the table above, "Sequence-defined copolymers" is a matrix representing a basis spectrum of a pentad
calculated in Example 2, "B-centered triad matrix, TB" represents a transformation matrix to a B-centered (e.g. BBS, etc.)
triad, and similarly "B-centered triad matrix, TS" represents a transformation matrix to an S-centered triad. B-centered TB,
the data of which can be acquired by NMR, was used in this verification.
[0256] According to the above transformation matrix,
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[0257] the three-dimensional vector shown above is factorized into the mass ratio of BBB, BBS and SBS.
[0258] Living radical polymerization using two types of monomers, styrene (S) and butyl acrylate (B), was performed by
the following procedure.
[0259] In a reaction container, 72.9 mg of2‑(dodecylthiocarbonothioylthio)‑2-methylpropionic acid (DDMAT) and 9.9 mg
of azobis(isobutyronitrile) (AIBN)were taken, and the atmospherewas replaced with nitrogen. In another container, 2.1 mL
of styrene, 2 mL of n-butyl acrylate, and 2 mL of 1,4-dioxane were put, oxygen was removed by bubbling nitrogen gas for 30
minutes, and the mixture was added to the reaction container. The reaction container was heated to 70°C with stirring, and
the obtained polymerization solution was sampled sometimes to analyze the conversion rate and sequence thereof. Fig.
12 is a graph showing a relationship between polymerization time and conversion rate.
[0260] Figs. 13 and 14 are sequence analysis result. Fig. 13(A) shows changes in the BBB triad content of the obtained
copolymer. The horizontal axis is conversion rate (%) and the vertical axis is the mass fraction of the BBB triad. Similarly,
Fig. 13(B) shows changes in the BBS triad content of the obtained copolymer, and Fig. 14 shows changes in the SBS triad
content.
[0261] In all triad analysis result, the NMR analysis result and the analysis result in Examples by the analysis method of
the present invention "RQPMS; "reference-free" quantitative pyrolysis MS" agreed well with each other, and furthermore
agreed with the theoretical curves calculated by the Alfrey-Mayo equation.

Reference Signs List

[0262]

10, 20: K‑1 dimensional simplex
12: Inscribed hypersphere
13, 14, 24, 25: End member
16, 17, 21‑23: Reference sample
19: Region
30, 50: Sequence analyzing device
31: Mass spectrometer
32: Information processing device
33, 73: Processor
34, 74: Storage device
35: Input-output interface (I/F)
41: Data matrix generating part
42: Variant number determining part
43: First NMF processing part
44: Second NMF processing part
45: Vector projection part
46: Composition inference part
51: Model polymer spectrum identification part
60: Polymerization condition proposal device
62: Plan proposal part
70: Automatic synthesizing device
71: Synthesizing device
72: Control device
75: Feeding system
76: Reaction tank
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Claims

1. A polymer sequence analysis method for inferring a polyad content of a polymer obtained by polymerizing monomers
selected from a monomer set containing two or more types of monomers, which polyad is formed by aligning a plurality
of units derived from the monomers, the method comprising,

determining a number K of variants of the polyads depending on number of types of monomers contained in the
monomer set, and number of the units forming the polyads,
sequentially ionizing gas components generated by heating each sample of a reference sample and an inference
target sample, which are polymers formed from the monomers, to acquire a data matrix comprising two-
dimensional mass spectra having m/z with respect to heating temperature,
performing first NMF process by which the data matrix is subjected to non-negative matrix factorization to be
factorized into a product of a matrix representing a normalized basis spectrum and an intensity distribution matrix,
performing second NMF process by which the intensity distribution matrix in each of the samples is subjected to
non-negative matrix factorization to be factorized into a product of a matrix representing a mass proportion of a
model polymer formed only from the polyad in the sample, and a matrix representing a feature vector of the model
polymer,
defining the feature vector of the model polymer as an end member and determining a K‑1 dimensional simplex
comprising all of the feature vectors of the samples, and
defining a distance between the K end members and a feature vector of the inference target sample by
Riemannian metric distance in consideration of non-orthogonality of a basis spectrum of first NMF process,
and inferring each polyad content ratio of the inference target sample by a ratio of the distance.

2. The sequence analysis method according to claim 1, wherein when the number K of variants is equal to or greater than
3, at least one of the feature vectors of the reference samples is present in each region external to a hypersphere
inscribed in the K‑1 dimensional simplex or the reference samples contain at least one of the end members.

3. The sequence analysis method according to claim 1 or 2, further including,

after the second NMF process,
reconstructing a spectrum of the model polymer by a matrix product of a matrix representing the feature vector of
the model polymer and a matrix representing the basis spectrum to perform an identification of the polyad to which
the spectrum of the model polymer is attributed.

4. The sequence analysis method according to claim 3, wherein the identification is performed by comparing a sum of
mass numbers of the units forming the polyad and m/z at peaks of the spectrum of the model polymer.

5. The sequence analysismethod according toclaim 3 or4, wherein when aspectrum of the modelpolymer not attributed
to any of the polyads is present as a result of the identification, a change in the number K of variants is made and the
first NMF process, the second NMF process and the identification are repeated.

6. The sequence analysis method according to claim 5, wherein the change is to subtract a predetermined number from
the number K of variants.

7. The sequence analysismethod according toclaim 3 or4, wherein when aspectrum of the modelpolymer which cannot
be attributed to the polyads is present as a result of the identification, the reference samples are added and the data
matrix acquisition, the first NMF process, the second NMF process and the identification are repeated.

8. The sequence analysis method according to any one of claims 1 to 7, wherein when the number of types is j, and j is
equal to or greater than 3, the number K of variants is determined by formula: K = jC3 + 3jC2 +jC1.

9. The sequence analysis method according to any one of claims 1 to 8, wherein the polymer comprises a resist resin.

10. The sequence analysis method according to any one of claims 1 to 9, wherein the reference sample and the inference
target sample have different polymerization methods.

11. A polymer sequence analyzing device for inferring a polyad content of a polymer obtained by polymerizing monomers
selected from a monomer set containing two or more types of monomers, which polyad is formed by aligning a plurality
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of units derived from the monomers, the device comprising,

a mass spectrometer that sequentially ionizes gas components generated by heating a sample comprising a
reference sample and an inference target sample, which are polymers formed from the monomers, and observes
mass spectra continuously, and
an information processing device that processes the observed mass spectra, wherein
the information processing device comprises,
a data matrix generating part that obtains a data matrix comprising two-dimensional mass spectra having m/z with
respect to heating temperature,
a variant number determining part that determines number K of variants of the polyads depending on number of
types of monomers contained in the monomer set and number of the units forming the polyads,
a first NMF processing part that performs NMF process by which the data matrix is subjected to non-negative
matrix factorization to be factorized into a product of a matrix representing a normalized basis spectrum and an
intensity distribution matrix,
a second NMF processing part that performs NMF process by which the intensity distribution matrix of each of the
samples is subjected to non-negative matrix factorization to be factorized into a product of a matrix representing a
mass proportion of a model polymer formed only from the polyad in the sample, and a matrix representing a
feature vector of the model polymer and obtains the feature vector of the model polymer,
a vector projection part that defines the feature vector of the model polymer as an end member and determines a
K‑1 dimensional simplex comprising all of the feature vectors of the samples, and
a composition inference part that defines a distance between the K end members and a feature vector of the
inference target sample by Riemannian metric distance in consideration of non-orthogonality of a basis spectrum
of first NMF process, and infers each polyad content ratio of the inference target sample by a ratio of the distance.

12. The sequence analyzing device according toclaim 11, further comprising a model polymer spectrum identification part
that reconstructs a spectrum of the model polymer by a matrix product of a matrix representing the feature vector of the
model polymer and a matrix representing the basis spectrum, and performs the identification of the polyad to which the
spectrum of the model polymer is attributed.

13. The sequence analyzing device according to claim 12, wherein the identification is performed by comparing a sum of
mass numbers of the units forming the polyad and m/z at peaks of the spectrum of the model polymer.

14. The sequence analyzing device according to claim 12 or 13, wherein when a spectrum of the model polymer not
attributed to any of the polyads is present as a result of the identification, the information processing device changes
the number K of variants and repeats NMF process by the first NMF processing part, NMF process by the second NMF
processing part, and identification by the model polymer spectrum identification part.

15. A polymerization condition proposal device, further comprising,

the sequence analyzing device according to any one of claims 11 to 14, and
a plan proposal part that has been subjected to machine learning using sequence analysis result by the sequence
analyzing device and polymerization conditions of the inference target sample as training data, wherein
the plan proposal part proposes a new polymerization condition to obtain, by comparing sequence analysis result
and a predetermined target sequence, a polymer having the target sequence.

16. An automatic synthesizing device, having

the polymerization condition proposal device according to claim 15, and
a synthesizing device for the polymer, wherein
the synthesizing device has,
a feeding system for the monomers, a reaction tank that receives the monomers from the feeding system to allow
the monomers to react, and a control device, and
the control device controls at least one selected from a group consisting of the feeding system and the reaction
tank based on a polymerization condition proposed by the polymerization condition proposal device to synthesize
a new polymer.
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